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Abstract—This paper demonstrates an eight-user 9 Gb/s/user
time-slotted spectral phase-encoded time-spreading (SPECTS)
optical code division multiple access (O-CDMA) testbed. Ex-
perimentally measured performance is compared to numerical
simulations. The testbed employs a novel compact fiber-pigtailed
bulk-optics setup that utilizes a single two-dimensional (2-D) phase
modulator for encoding multiple channels, each with a unique
64-chip Walsh code. The time-gated receiver is composed of a non-
linear optical loop mirror (NOLM) and a nonlinear thresholder
each utilizing a highly nonlinear fiber (HNLF) as the nonlinear
element. The testbed operates error free with up to six users and
at a bit error rate BER < 10−9 for eight simultaneous users.
Careful modeling of each component in the testbed allows a close
match between simulated and experimentally measured testbed
performance.

Index Terms—Access networks, multiaccess communication,
nonlinear detection, optical code division multiple access, optical
fiber communications.

I. INTRODUCTION

O PTICAL CODE DIVISION multiple access (O-CDMA)
technologies are currently being explored for use in local

area networks [1], [2]. Code-based access of optical networks
can potentially simplify network control and management when
used in place of time division multiplexing (TDM) or wave-
length division multiplexing (WDM) technologies. Without
relying on complex distribution nodes for access, O-CDMA
allows for the flexible allocation of the large bandwidth avail-
able in optical networks. Various implementations of O-CDMA
have been proposed over the last 18 years, including both one-
dimensional (1-D) [3]–[6] and two-dimensional (2-D) [7]–[9]
codes. As the name implies, 1-D codes are applied solely in
the temporal or spectral domain with the code spread across
some number of chips. Alternatively, 2-D codes occupy both
domains and are typically referred to as wavelength-time codes.
In either case, the codes are chosen to have the most fa-
vorable cross-correlation and autocorrelation characteristics in
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order to minimize channel crosstalk, also known as multi-
access interference (MAI) or multiuser interference (MUI).

This paper investigates 1-D codes applied in the spectral do-
main called spectral phase-encoded time-spreading (SPECTS)
O-CDMA [10]. In SPECTS O-CDMA, encoding is accom-
plished by phase shifting individual slices (i.e., chips) of a
pulse’s optical spectrum [11], [12]. The SPECTS codes are
binary, with either a 0 or a π phase shift on each chip. This
spectral phase shifting causes the pulse to spread in time by
an amount proportional to the code size. To correctly retrieve a
pulse, a decoder applies the conjugate of the encoding code,
thus reconstructing the short pulse. The code sets are quasi-
orthogonal, and if decoded using another code from the set,
the pulse remains spread in time. A typical receiver, with a
data-rate-limited bandwidth, will not distinguish between the
correctly and incorrectly decoded pulses since each has com-
parable energy within a bit period. Therefore, it is necessary to
use either a short time gate to select out the correctly decoded
pulse or a nonlinear detector that responds to the larger peak
power of a correctly decoded pulse. Some 1-D, and many 2-D,
O-CDMA codes rely on direct-sequence encoding (i.e., each
bit is represented by a sequence of short pulses), which means
that the chip rate is always greater than the user’s data rate,
in many cases by an order of magnitude. Since SPECTS
O-CDMA does not depend on direct-sequence encoding, it is
data rate transparent and directly scales to high data rates.
Therefore, SPECTS is one of the more promising O-CDMA
technologies for future high-speed access networks that may
operate at hundreds of gigabits or even terabit rates.

This paper presents a synchronous time-slotted SPECTS
O-CDMA testbed with eight simultaneous users (four per time
slot) each operating at 9 Gb/s. Although asynchronous oper-
ation would be preferred, coherent interference (arising from
a single laser source) and MUI effects compel the use of a
synchronous testbed. Synchronous operation provides several
advantages including the ability to use time slots. Slotted oper-
ation increases the spectral efficiency for a given data rate and
allows code reuse (i.e., the same code can be used in different
time slots), thus increasing the possible number of simultaneous
users for a given code size. Previous works [10], [13] relied
on a highly nonlinear fiber (HNLF)-based thresholder [14] to
suppress MUI. For the time-slotted testbed, gated detection
becomes necessary, and this paper discusses two types: an
ultrafast nonlinear interferometer (UNI) and a nonlinear opti-
cal loop mirror (NOLM) time gate. Section III discusses the
operation and characteristics of both types. (Note: Jiang et al.
have recently demonstrated slot-level timing coordination by

0733-8724/$20.00 © 2005 IEEE



SCOTT et al.: AN EIGHT-USER TIME-SLOTTED SPECTS O-CDMA TESTBED: DEMONSTRATION AND SIMULATION 3233

use of double coding and nonlinear optical processing [15],
and Etemad et al. have demonstrated a four-user O-CDMA
experiment using a semiconductor optical amplifier (SOA)-
based terahertz optical asymmetric demultiplexer (TOAD)
operating as a time gate [12].) While currently using both
gating and nonlinear thresholding in this testbed, the authors
are working to determine if the nonlinear thresholder can be
eliminated. Section IV shows the bit error rate (BER) statistics
of the testbed with each of the time gates for up to eight
simultaneous users. The testbed is able to achieve error-free
operation for up to six users and a BER < 10−9 for eight users.
Finally, Section V shows a simulation study of the testbed
that confirms the experimental data. RSoft’s OptSim software
allows us to create detailed and accurate models for the test-
bed components and provides reasonable agreement between
experimental and simulation data for time-domain waveforms
and BER performance.

II. TESTBED DESCRIPTION

The SPECTS O-CDMA testbed uses a zero-dispersion pulse
shaper [16], [17], implemented in bulk optics with fiber pig-
tails, for the encoders and decoder. To facilitate a relatively
large number of users with a small table footprint, we utilized
a reflective 2-D liquid-crystal spatial light phase modulator
(LC-SLPM) (Hamamatsu X8267-1.5M) [18]. The active area
of the LC-SLPM is 20 × 20 mm (768 × 768 pixels) and is
optically addressed via the green value of an XGA monitor out-
put signal from a personal computer. A total phase modulation
range of 2π at 1550 nm is spread across 256 levels.

Fig. 1 shows the bulk optics arrangement for the pulse
shapers. Cylindrical optics and long working distance collima-
tors allow for the vertical stacking of individual channels. A
cylindrical-optic telescope horizontally expands the beams to
nearly cover the width of a 50-mm-wide 1100-line/mm grating.
A 300-mm focal length plano-convex cylindrical lens is used to
focus the individual spectral components onto the LC-SLPM.
The spectral resolution of the pulse shaper is measured to be
� 0.1 nm and is mainly limited by spherical aberrations from
the simple cylindrical optics and diffraction effects from the
miniature collimators. The 20-mm height of the LC-SLPM
facilitates vertically stacking the five channels with a center-
to-center spacing of ∼ 4.5 mm. Each spectral chip occupies
six pixels and a 64-chip code extends across a ∼ 12.5-nm
bandwidth. Currently, the total insertion loss for an individual
channel, including circulators, is 10–13 dB.

A diagram of the eight-user time-slotted SPECTS O-CDMA
testbed is shown in Fig. 2. A single laser source running at
9 Gb/s (111-ps period) is used to generate all of the various
users and also the wavelength-shifted control pulse that is used
to gate the intended user from the desired time slot. The laser
source consists of a mode-locked fiber laser (PriTel UOC-3),
producing 2.5-ps pulses, centered at 1550 nm, which are am-
plified (PriTel FA-27) and then compressed by a dispersion-
decreasing fiber (PriTel PP-400) to 400 fs [∼ 8 nm, full-width
at half-maximum (FWHM)]. This pulse stream is modulated
with a 231 − 1 pseudorandom bit sequence (PRBS) before it is
multiplexed into two time slots (doubling the bit rate). The time

Fig. 1. Perspective view of the encoders/decoder as implemented in bulk
optics.

multiplexer (MUX) splits the pulse stream and recombines it
with a differential delay between the two paths of (n + 1/2) ×
input period, thus creating two interleaved time slots each
55.5-ps wide. In the testbed’s time MUX, the integer n is
large, leading to over 15 ns of differential delay that partially
decorrelates the data in one time slot with respect to the other.
After amplification by a dispersion-compensated erbium-doped
fiber amplifier (DC-EDFA), the 2 × 9 Gb/s data stream is
split into four separate channels, each with its own encoder.
Encoders 1–4 each applies a different 64-chip Walsh code
(5, 54, 52, and 32, respectively, see Table I) to their respective
data streams and the decoder applies a code that is the conjugate
of Encoder 1. Therefore, the data from Encoder 1 will be cor-
rectly decoded (intended user) and the data from other encoders
will be incorrectly decoded (interfering users). Variable optical
time delays are used to slot align each user to better than
±1 ps and variable attenuators are used to equalize the users’
powers within ±0.2 dB. After combining, the differential delay
between the various channels is typically 3–5 bits. A DC-EDFA
(+15 dBm output) compensates for splitting/combining losses
and the encoder losses before the signals go on to the decoder.
Due to excess dispersion from the modulator along with resid-
ual dispersion and spectral narrowing in encoders and decoder,
the decoder’s output pulse width is typically 750–800 fs. In this
setup, a NOLM is used to gate one of the time slots before
the nonlinear thresholder. A detailed description of the NOLM
operation is given in Section III. From an operational stand-
point, the NOLM gate window is ∼ 3 ps (FWHM) and pro-
vides nearly 20 dB of suppression outside the window. The
pulse from the intended user is then passed through a low-
noise DC-EDFA before going to the nonlinear thresholder. The
thresholder uses a power DC-EDFA to amplify the signal before
it goes into 500 m of HNLF (Sumitomo HNLF 1322AA-2).
If the user’s pulse has been correctly decoded, the high peak
power of the short pulse generates spectra at longer and shorter
wavelengths due to self-phase modulation (SPM) and other
nonlinear effects in the HNLF. A long-pass filter then passes
wavelengths longer than 1578 nm to the optical to electrical
(O/E) converter. The lower peak power of the incorrectly de-
coded pulses will not generate much additional spectra and will
be largely blocked by the long-pass filter. The typical power
contrast ratio between correctly and incorrectly decoded pulses
is better than 20 dB. For additional details of the thresholder
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Fig. 2. Diagram of the eight-user slotted SPECTS O-CDMA testbed. PPG: pseudorandom pattern generator. BERT: BER test set.

TABLE I
64-CHIP WALSH CODES USED IN THE TESTBED

operation, see [10] and [13]. During initial measurements of the
testbed at 10 Gb/s, ∼ 4% spurious reflections were discovered
coming from the first surface of the LC-SLPM at ±49 ps
from the incident pulse. These spurious pulses were coherently
interfering with the pulse at the center of the second time
slot (±50 ps), degrading the performance of the time-slotted
testbed. To reduce the impact of this problem on our testbed
measurements, we run the testbed at 9 Gb/s.

Since the pulses are short and the encoders are polarization
sensitive (e.g., gratings and LC-SLPM in pulse shaper), we use
a polarization-maintaining dispersion-shifted fiber (PM-DSF)
for interconnecting components up to, and including, the de-
coder. After the decoder, DSF is generally used for connec-
tions. We use DSF for simplicity; however, it would be just as
valid to use standard SMF-28 and then dispersion compensate
the various sections of the testbed.

Walsh codes are chosen because of their property of spread-
ing pulses such that the energy at the pulse center is min-
imized. Section V will show some simulated and measured
time-domain waveforms that demonstrate this characteristic
(note: the product of two Walsh codes is another Walsh code).
In a synchronous testbed, the lack of energy at pulse center
reduces the interference between the spread pulses and the
correctly decoded user within the gate window. The amount
that the pulse spreads when encoded is proportional to the
length of the code, and longer codes are generally desired to
minimize MUI. However, longer codes demand either higher
encoder spectral resolution or more pulse bandwidth. As a
compromise, we use 64-chip Walsh codes (0.2 nm/chip) that
typically spread the pulse to a width of 50–60 ps and thus
maximize the spreading but do not severely overfill the time
slot or exceed the encoder’s resolution. The particular Walsh
codes that we use (5, 54, 52, and 32) were picked because
each spreads the pulse out in a slightly different manner,

resulting in a moderately even distribution of energy from the
interferers. This set of codes is probably representative of a
less demanding scenario compared to one in which the code
set amasses all of the interferers’ energy near the center of the
time slot. A more thorough study of code selection is beyond
the scope of this paper and is saved for future work.

III. GATED DETECTION

To implement a time-slotted testbed, it is necessary to gate
out the intended user’s slot at the user’s bit rate and reject the
other time slot with adequate contrast. In fact, if the gate can
be made sufficiently short, additional benefit can be realized
by rejecting most of the energy from interfering users. Many
optical gating techniques have been explored in the literature,
including the UNI [19], the TOAD [20], and the NOLM
[21], and some have even been applied to various O-CDMA
schemes [12], [21], [22]. In the testbed, we have tried both a
UNI and a NOLM as the gate. This section briefly describes
the UNI operation and results and then, in more detail, the
operation and results of the NOLM.

A. UNI Time Gate

Fig. 3 illustrates the operation of the UNI time gate. The in-
put signal to the UNI is linearly polarized and separates into fast
and slow components when launched at 45◦ with respect to the
fast and slow axes of 4.5 m of PM-DSF. The two components,
which have been separated by 6 ps, are sent to an SOA that
serves as a nonlinear medium for time gating. A control pulse
at a different wavelength is coincident with the slow component
of the desired signal, inducing cross-phase modulation (XPM)
inside the SOA and a π phase shift is imparted onto the slow
component. Following the SOA, the fast and slow components
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Fig. 3. Diagram showing the operating principle of the UNI time gate. Control
pulse generation shown in Fig. 2.

recombine using a second piece of PM-DSF of identical length.
This produces a linearly polarized output pulse, but its orienta-
tion will vary depending on whether the control pulse imparted
the π phase shift. If present, the signal is gated and the pulse
rotates by 90◦ with respect to the ungated pulse. A polarizer can
then discriminate between the pulses by blocking the ungated
pulses while passing the cross-polarized gated pulses and a
filter can be used to block the control pulse. The UNI insertion
loss (for the signal) was typically 15 dB and the suppression
ratio for the switched and unswitched signal was approxi-
mately 7 dB.

When the UNI was positioned in front of the thresholder,
the testbed was not able to attain a BER < 10−9 for any number
of users. The UNI output exhibited a pattern dependence that
could be minimized by keeping the signal 6 dB below the
control, but this forced the signal output to an unusably low
level. Several other problems were apparent while trying to use
the UNI as a gate including its polarization sensitivity, rela-
tively wide window width of 6 ps, and sensitivity to any
difference in PM-DSF lengths. Any mismatch reduced the
contrast ratio and increased the signal loss. Ultimately, the
severe decrease in optical signal-to-noise ratio (SNR) from
the UNI kept it from being used in front of the thresholder.

When the UNI gate was moved in between the thresholder
and the receiver, the testbed achieved error-free operation for
up to six users. Unfortunately, with the UNI positioned after
the thresholder, the advantage of blocking the interferer’s en-
ergy is lost and the power requirements on the thresholder
EDFA scale with the number of users. Section IV presents the
BER data for this configuration.

The UNI performance (contrast ratio, window width, etc.) is
lower than the best results achieved by other groups in simple
demultiplexing experiments [23]. The best reported results list
contrast ratios around 20 dB, a time gate width of ∼ 4 ps,
and losses of < 6 dB (although this number is rarely stated).
Since the UNI was implemented with available components
from our lab, the setup was not fully optimized. However, after
evaluating the results from the NOLM, we concluded that even

Fig. 4. Cross-correlation of the (a) input signal and (b) output signal of the
NOLM with eight users in the testbed, each operating at 9 Gb/s. Time slot
width is 55.5 ps and the cross-correlation reference pulse width is 400 fs.

if the UNI was performing as well as the best reports, it would
still be inferior as a time gate in the O-CDMA testbed.

B. NOLM Time Gate

The NOLM (Fig. 2) consists of a variable ratio coupler
(VRC), a wavelength coupler (WC), 500 m of HNLF, and a
control pulse at a wavelength other than the signal. The control
pulse is created by amplifying the laser source’s 400-fs pulses
and then significantly broadening the pulses’ spectrum through
SPM in 1 km of DSF. The DSF output is filtered by a 1-nm
bandpass filter centered at 1540 nm, resulting in a 3-ps pulse
that is then amplified to an average power of +15 dBm for use
with the NOLM. This is similar to using a separate wavelength
channel (window) for control of network synchronization as
demonstrated in [12]. The signal enters the VRC and splits into
clockwise- and counterclockwise-propagating signals. Without
the control pulse present, they each travel around the loop expe-
riencing the same phase shift and recombine at the VRC. Since
the net phase shift is zero, the entire signal will exit the input
port of the VRC, thus acting as a mirror. To operate as a time
gate, a control pulse is coupled into the loop through a WC and
temporally aligned with the clockwise signal. As the control
pulse copropagates with the clockwise signal in the HNLF, it
imparts a phase shift to the signal via XPM. If the net phase
shift is π, that portion of the signal exits from the output port
of the VRC. Since the control pulse is at a different wavelength
than the signal, it is separated from the signal by a long-pass
filter at the output of the NOLM. The NOLM’s 13 dB insertion
loss is compensated by pre-NOLM and post-NOLM EDFAs.
Typically, the NOLM’s contrast for switched and unswitched
pulses was 15–20 dB and the output pulse width was approx-
imately 900 fs.

Fig. 4 shows time-domain data demonstrating the NOLM’s
performance. Fig. 4(a) is a cross-correlation of the input to
the NOLM (400-fs reference pulse width) with the time scale
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centered on the intended user’s 55.5-ps-wide time slot (Time
Slot 2). The intended user’s pulse width is ∼ 900 fs and three
interfering users are also visible in the user’s, and both adjacent,
time slots. Fig. 4(b) shows a cross-correlation of the output of
the NOLM. Here, a single time slot (Time Slot 2) has been
selected and nearly all of the energy from the interferers has
been suppressed.

The superior performance of the NOLM with respect to the
UNI led to its use as a time gate in the testbed. Specifically, the
shorter gate width, lower loss, and relative simplicity made it
the better choice.

IV. TESTBED EXPERIMENTAL RESULTS

The testbed was operated in two different configurations:
one for taking data with the UNI time gate and the other
with the NOLM time gate. Fig. 2 shows the NOLM time
gate configuration, but the UNI time gate configuration is only
slightly different, with the positions of the thresholder and the
time gate reversed. For all of the measurements, the best results
obtained are presented and each encoder consistently uses a
particular code. Also, Encoder 1 with Walsh 5 is always the
intended user so that these data can be compared with each
other and our earlier results [10], [13]. Although these data
do not include transmission experiments, it has recently been
demonstrated that 500-fs pulses can be transmitted through
50 km of SMF-28 at 10 Gb/s with a combination of standard
dispersion compensating fiber (DCF) and a pulse shaper (simi-
lar the those described in Section II) for final residual dispersion
compensation [24].

A. UNI Time Gate Results

Fig. 5 shows the performance of the testbed with the UNI
time gate placed after the nonlinear thresholder, and the total
received power is measured at the input to the thresholder. As
mentioned in Section III-A, the testbed was not able to obtain
error-free operation for any number of users when the UNI gate
preceded the thresholder. Also, these data were taken with the
laser source operating at 10 Gb/s and the time MUX adjusted to
create two 50-ps-wide time slots. The back-to-back data were
taken with the time MUX and the encoders and the decoder
removed. For the rest of the curves, the time MUX, encoders,
and decoder are in place. Analyzing the 5-dB power penalty
between the back-to-back and two-user curves, 3 dB arises from
the addition of a second time slot and the rest is presumably due
to spectral filtering and residual dispersion in the encoder and
decoder. This causes the pulse to broaden and reduce its peak
power, for a given average power, in the thresholder. Additional
users are added by unblocking other encoders. With additional
users, power sharing inside the saturated EDFA between the
encoder and decoder as well as the thresholder EDFA results
in an expected 3- and 1.8-dB penalty for the two-to-four user
and four-to-six user cases, respectively. For the six-user curve,
the accumulation of interfering users’ power is great enough
to generate some spectrum inside the thresholder, causing the
slight reduction in the BER curve slope. However, all cases
achieve error-free (BER < 10−12) operation.

Fig. 5. (a) BER performance of the slotted SPECTS O-CDMA testbed with a
UNI time gate and the testbed operating at 10 Gb/s/user. Total received power
is measured at the input to the thresholder and the error-free point indicates the
minimum power for BER < 10−12. (b) Corresponding eye diagrams for BER
curves shown in (a).

Valid arguments can be made for measuring the BER at
several locations in the testbed. However, we chose to take
the measurement at the input to the thresholder since it, along
with the UNI time gate and O/E converter, can be considered
to be the O-CDMA “receiver.” Instead, if the testbed BER
was measured just after the time gate, the BER curves would
collapse with only a small power penalty as the number of
users is increased. This is due to the time gate rejecting
most of the interferers’ energy and the fact that as interfering
users are added, very little of their energy makes it through
the thresholder. Fig. 6 presents BER data for the SPECTS
O-CDMA testbed utilizing a UNI time gate. In this case,
the O-CDMA receiver has the nonlinear thresholder preced-
ing the UNI time gate and O/E converter. Fig. 6 demonstrates
that the BER curves also collapse when the measurement
location is at the input to the O/E converter. BER data were
taken at the input to the O/E converter to show the minimization
of the power penalties when compared to data taken at the in-
put to the thresholder (see Fig. 5).

B. NOLM Time Gate Results

Fig. 7(a) shows the BER statistics of the testbed for a
varying number of users, each operating at 9 Gb/s. The BER
was measured versus the total input power to the DC-EDFA
proceeding the NOLM. The back-to-back data were taken
with the encoders and decoder bypassed, but with the NOLM
and thresholder in place (Fig. 2). Then, with the encoders
and decoder back in the testbed, we successively unblocked
Encoders 1–4 to take the BER data for two, four, six, and eight
users, respectively. The accompanying eye diagrams shown in
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Fig. 6. Measured BER performance of the time-slotted SPECTS O-CDMA
testbed operating at 10 Gb/s/user. The O-CDMA receiver is configured with
the thresholder first, then UNI time gate and O/E converter. Total received
power is measured at the input to the O/E converter and the error-free point
indicates the minimum power for BER < 10−12.

Fig. 7(b) were all taken at a total received power of approxi-
mately −10 dBm.

The ∼ 1-dB power penalty between back-to-back and two-
user data arises from spectral filtering in the encoders and
decoder and possibly some residual dispersion. The spectral
filtering is due to the wavelength-dependent efficiency when
coupling back into the collimators and results in an 8- to 10-nm
bandwidth (FWHM). The power penalty of 3 dB between the
two- and four-user curves is purely a consequence of power
sharing within the EDFAs, thereby halving each user’s power.
The additional 0.5- to 1-dB power penalty is presumably due to
MUI. Power sharing is responsible for 1.7 dB of the ∼ 2-dB
power penalty between the four- and six-user curves, as is
1.2 dB of the 5-dB power penalty in the six- to eight-user case.
The residual power penalty in both cases is mostly due to MUI.
It did not matter which order the interfering users were added
(e.g., Encoders 2 → 3 → 4 versus Encoders 3 → 4 → 2).
The power penalties tended to be very consistent.

V. SIMULATIONS OF TESTBED PERFORMANCE

Numerical simulations of the SPECTS O-CDMA testbed
have become an important part of evaluating and improving
the testbed’s performance. There are currently very few refer-
ences [25] in the literature demonstrating realistic simulations
of O-CDMA networks that include important effects such as
EDFA gain shape and noise, wavelength-dependent component
losses, nonlinear effects in fibers, and dispersion (i.e., optical
layer transmission impairments). By taking advantage of the
advanced models and the easily reconfigurable graphical layout
available in RSoft’s OptSim software, we have begun to explore
these issues in our SPECTS O-CDMA testbed.

The testbed has four major components: the laser source with
time MUX, encoders and decoder, time gate, and nonlinear
thresholder. Each of these can be broken down into its vari-
ous components and modeled in OptSim (Fig. 8). Currently,
the laser source is modeled as a mode-locked laser with a

Fig. 7. (a) BER performance of the time-slotted SPECTS O-CDMA testbed
with a NOLM time gate and the testbed operating at 9 Gb/s/user. Total
received power is measured at the input to the DC-EDFA before the NOLM
and the error-free point indicates the minimum power for BER < 10−12.
(b) Corresponding eye diagrams for BER curves shown in (a).

transform-limited 500-fs Gaussian output pulse. However, the
testbed’s laser source produces pulses that are much more
complex owing to their generation from nonlinear fiber-based
compression, resulting in a nonuniform pulse spectrum. This
difference does lead to some discrepancies between simula-
tions and measured results on the testbed. Included with the
laser model is an additive noise source representing amplitude
and phase noise of the laser. EDFA models include measured
small signal gain with saturation effects and the measured
input power-dependent amplified spontaneous emission (also
wavelength dependent). The encoders and decoder are mod-
eled by calls to MATLAB code followed by a filter model.
The MATLAB code Fourier transforms the time waveform,
impresses the phase code in the frequency domain, and then
performs an inverse Fourier transform. The encoder model
is fairly ideal, it does not yet include spectral resolution ef-
fects of the pulse shaper or phase nonuniformity across the
LC-SLPM. Additional characterization of the LC-SLPM and
pulse shaper will need to be completed before introducing
these effects, but we have early indications that each spectral
chip may be phase shifted by a value that is appreciably
(∼ 10%–20%) different from π. The encoder filter model is
based on measurements of the filtering function for the cur-
rent encoders. The NOLM time gate is realistically modeled
including XPM in the nonlinear fiber that is used by the control
pulse (3-ps Gaussian) to impart a phase shift on the clockwise-
propagating signal (cf., Fig. 2). The nonlinear thresholder is
one of the most difficult components to model. We have found
that typical values for dispersion and the nonlinear coeffi-
cient from the manufacturer’s data sheet do not have enough
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Fig. 8. Screen shot of the SPECTS O-CDMA testbed as modeled in OptSim showing only the essential elements used for the simulations.

Fig. 9. Measured cross-correlation of the decoder output (black) overlayed
with the corresponding simulation result (grey) for each individual channel.
Decoded signal from (a) Encoder 1, (b) Encoder 2, (c) Encoder 3, and (d)
Encoder 4. The upper right corner of each subfigure displays the relevant codes
(see Table I) for the encoder and decoder (∗ indicates conjugate). The cross-
correlation reference pulse width is 400 fs.

accuracy to correctly model the fiber. It is necessary to directly
characterize the fiber through standard measurement techniques
to achieve a reasonable match between simulations and mea-
sured data. Components such as the modulator, power splitters,
and optical filters were modeled using parameters from the
manufacturers’ data sheets and were supplemented with lab
measurements when required.

Fig. 9 shows the results of the encoder simulation model
compared with the measured performance in the testbed. To
make these measurements experimentally, the time MUX and
all but one encoder were blocked (see Fig. 2). Then, using a
cross-correlator, the output signal of the decoder was measured
while the signals from Encoders 1–4 were successively passed
through the decoder. Although the amplitude scales for each
subfigure in Fig. 9 are arbitrary, they are kept to scale with
one another. Also, simulation data do not include the effect

Fig. 10. Simulated BER performance of the time-slotted SPECTS O-CDMA
testbed with a NOLM time gate for (a) two, (b) four, (c) six, and (d) eight
users at 9 Gb/s/user. Total received power is measured at the input to the DC-
EDFA before the NOLM. Measured data (white fill) from Fig. 7 are shown for
reference. Grey shading indicates confidence limits for 27 simulated bits.

of cross-correlating the decoder output with a 400-fs pulse.
Fig. 9(a) shows the correctly decoded output of Encoder 1.
The measured output pulse is longer and has satellite pulses
that the simulation does not predict. This is due in part to
the simulation using a transform-limited Gaussian input pulse.
Also, the simulation does not include the residual dispersion
and phase nonuniformity that may exist in the encoders, but
it does include the spectral filtering that occurs. Fig. 9(b)
presents the incorrectly decoded output of Encoder 2 with some
disagreement in the height of the peak at −20 ps and extra
peaks at ±5 ps. Both of these differences are likely caused
by phase nonuniformity across the spectrum during encoding
and decoding and/or differences in the real and simulated pulse
spectrum shape. A reasonably good match between the mea-
sured and simulated incorrectly decoded output of Encoder 3
is apparent in Fig. 9(c). Again, there is a slight disagreement
in the height of the peak at −15 ps due to phase nonuniformity
and spectrum differences. Fig. 9(d) shows the simulated and
measured incorrectly decoded outputs of Encoder 4.

Simulations of the BER statistics of the testbed were carried
out for two, four, six, and eight users (Fig. 10). The mean
calculated BER and associated BER confidence limits (grey
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shading) [26], as determined by the number of bits (27) used in
the simulation, are plotted with the measured BER. Sensitivity
was mainly affected by the small signal gain of the pre-NOLM
DC-EDFA. In order to fit the measured two-user BER within
the confidence limits of the simulated BER, we had to adjust
the gain by < 3 dB from the measured value, and the laser
noise, which was unknown, was adjusted to set the BER floor
at high received powers. Simulations were then run for four,
six, and eight users. For six and eight users, the simulations
predict better testbed performance than was measured. This
is not unexpected since the simulations do not include every
source of signal degradation such as the spurious reflections
and nonuniform phase of the LC-SLPM or the laser pulse’s
temporal and spectral shape.

As the individual models for components in the testbed
are refined through further characterization and testing, the
accuracy of the overall simulations should improve to the point
where predictions of the testbed performance under various
stresses (e.g., transmission impairments, component degrada-
tion or power surges) can be determined. This is especially
important as we try to realize more practical implementations
of O-CDMA networks.

VI. CONCLUSION

This paper has successfully demonstrated a synchronous
time-slotted spectral phase-encoded time-spreading (SPECTS)
optical code division multiple access (O-CDMA) testbed that
supports up to eight simultaneous users, each operating at
9 Gb/s. The testbed achieved error-free operation for up to six
users and a bit error rate BER < 10−9 for eight users. This
was due, in part, to the effective suppression of multiuser in-
terference (MUI) by the nonlinear optical loop mirror (NOLM)
time gate and the highly nonlinear fiber (HNLF)-based non-
linear thresholder. This paper also presented a compact setup
for concurrently encoding and decoding five channels using a
single two-dimensional (2-D) liquid-crystal spatial light phase
modulator (LC-SLPM). Performance of an alternative, but less
effective, time gate based on a nonlinear interferometer (UNI)
was shown for up to six users. OptSim was used to perform
numerical simulations showing the operation and performance
of the SPECTS O-CDMA testbed. The simulated time-domain
data from the decoder output were in good agreement with
the measured cross-correlations of the testbed’s decoder out-
put for each channel. Also, the measured BER generally fell
within the confidence limits of the simulated BER statistics.
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