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Abstract—We propose a scheme for transmission of variable is no clear specification of the source’s characteristics [26].
bit rate (VBR) compressed video for interactive applications |n this paper, we propose a scheme for transmission of

using the explicit-rate congestion-control mechanisms proposed ; ; ; ot
for the available bit rate (ABR) service in asynchronous transfer VBR compressed video for interactive applications based

mode networks. Compressed video is inherently bursty, with rate 01 the explicit-rate congestion-control mechanisms proposed
fluctuations over both short and long time scales. This source for ABR.

behavior can be accommodated by the ABR service, since the Ideally, a transport mechanism for compressed video over a
e?glicigrg:jethschemte allol\\//lvs sourceshto fﬁ?UESt :j/ar_)éitrslgdamougts packet-switched network should ensure high statistical mul-
of bandwidth over time. Moreover, when the bandwi emand . . : - :
cannot be met, the network provides feedback indicating the tiplexing gain, support frequent negotiation for bandwidth
bandwidth currently available to a connection. In our scheme, P€tween the source and the network to accommodate source
the video source rate is matched to the available bandwidth by burstiness, define a mechanism to allow source rates to be
modifying the quantization level used during compression. We use adapted to match the available network bandwidth, achieve a
trace-driven simulations to examine how effective the enhanced very low frame loss rate, and ensure that end-to-end delays

explicit-rate scheme is in “rate matching” between the network : :
and the source and the effect on end-to-end delay. We also IookStay bounded. In this paper, we propose an enhanced version

at the sensitivity of the proposed scheme to the estimates of theOf the ATM ABR service, using the explicit-rate option, that
network round-trip times and to inaccuracies in the rate requests allows each of these goals to be met.
made by sources. In the explicit-rate ABR schemeisi-bandresource manage-
Index Terms—ATM, congestion control, packet video. ment (RM) cells are periodically transmitted by each source to
indicate its desired transmission rate. The network may mark
this rate downwards before returning the RM cell back to the
source if it is unable to provide the demanded bandwidth. The
OMPRESSED video traffic is likely to form a signif- information returned in the RM cells may be used to adapt
icant component of the workload of future networksthe bit rate of the video encoder. This provides a natural way
Compressed video is inherently bursty with rate fluctuatiord performing a rate negotiation between the source and the
happening over both short and long time scales. Compressedwork. This rate renegotiation can be done very frequently,
video is also often rate adaptive, i.e., it is possible to modifince the RM cell processing is performed in-band, and thus,
the source rate dynamically by adjusting the compressi@not constrained by the limitations of a slow shared signaling
parameters of a video coder. However, unlike rate-adaptighannel. Consequently, it is possible to exploit the high short-
nonreal-time data transfer applications, interactive video reerm correlation of video to accurately predict and renegotiate
quires tight end-to-end packet delay constraints. This delegtes over very short time intervals, leading to higher statistical
bound is typically around 200-300 ms, for interactive applmultiplexing gain.
cations such as video conferencing. In our proposed scheme, the video source rate is matched to
Transporting video over asynchronous transfer mode (ATMhe available bandwidth returned in the RM cell by modifying
networks has been an active area of research. The matie quantization level used during compression. We believe
ods proposed for transport of compressed video span that the overall perceptual quality of the video is likely to be
spectrum of services offered by ATM networks: constamfigher with this form of source adaptation to congestion, where
bit rate (CBR), variable bit rate (VBR), available bit ratgéhe source modifies the quantizer, compared to the situation
(ABR), and unspecified bit rate (UBR). The focus of thgvhere the network drops cells or packets under congestion
ABR service has been support for bursty data, where thgtgus losing frames).
Another advantage of the explicit-rate ABR service is that,
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“human factors” experiments with a specific class of video and
possibly from statistical models of compressed video sources.

The explicit-rate ABR service can also be tuned to keep the
gueueing delays fairly small by ensuring that the aggregate
rate of all sources sharing a link is always less than the link
bandwidth and by requiring each ABR source to maintain a
smooth flow of cells at the current allowed transmission rate.
Thus, the explicit-rate ABR scheme is also designed to achieve
a low loss rate. However, for greater flexibility of operation, it 2)
may be necessary for switches to segregate ABR connections
that are admission controlled and require low delays (e.qg.,
video) from those that are not admission controlled (e.g.,
bursty data), using a suitable scheduling policy.

Explicit-rate ABR schemes typically attempt to achieve
max—min fair fairness when determining how to allocate
bandwidth among the set of active connections at each link.
Max—min fair allocation results in all connections that are
“bottlenecked” at a link being assigned an equal share of
the bandwidth. While such a policy may be appropriate for
data flows, it is likely to be inappropriate for video flows. For
video, there is a relationship between the ultimate “quality of
service” achieved by the flow and the degree of rate reduction
experienced by the flow relative to its demand. Intuitively, an
encoder that is compressing more complex images requires a
greater number of bits to obtain the same level of quality and
is likely to request more bandwidth than a source transmitting
frames for a low-complexity sequence of images. If the
network were to simply apply the max—min fairness criterion,
then the high-complexity (possibly more activity) video flow
would experience a much greater degradation in the video
quality compared to the low-complexity flow. To address this
issue, we propose the use of a “weighted” max—min fair-share
allocation policy. In this policy, a weight is associated with
each connection based on the bandwidth demanded for that
connection. The link capacity is then divided in proportion
to these weights. This weighted max—min fair-share allocation3)
policy mimics the operation of weighted fair queueing [5], [9].

The rest of this paper is organized as follows. In the
next section, we describe related work. Sections Ill and IV
provide an overview of the explicit-rate feedback-control
mechanism and the proposed enhancements for fair allocation
of network bandwidth to video sources. In Section V, we
present statistical models for compressed video, which are
used for predicting the source’s demand. Section VI discusses
the source-adaptation mechanisms that we have explored for
rate matching the encoder’s rate to the network’s feedback.
Section VIl presents simulation results, and concluding re-
marks are in Section VIII.

Il. RELATED WORK

There has been a considerable amount of research over
the last few years in investigating various mechanisms for
transporting video traffic over communication networks. The

711

the coder to convert it into a CBR stream. Since the
buffering is limited by delay constraints, local feedback
is used to adjust the quantizer to prevent buffer overflows
and underflows. This results in a variable quality. The
advantage of this scheme is that the CBR nature of
the stream makes admission control simple. However,
the penalty is that there is no attempt to exploit any
multiplexing gains possible in the original VBR traffic.
VBR Transport:In this mode, the traffic generated by
the coder is transported in a completely unrestricted
(open-loop) manner over the real-time VBR service class
[7], [18]. In principle, this results in constant quality.
Moreover, since the ratio of the peak rate to the mean
rate for compressed video traffic is quite high, there
is potential for multiplexing gain and the “effective”
bandwidth needed to be less than that for CBR video
of the same quality. Admission control for the real-
time VBR service requires an accurate source model and
an accompanying policing mechanism that ensures that
sources indeed conform. Due to this latter requirement,
source models in practice are restricted to be simple,
characterized by only a peak rate, average rate, and a
maximum burst size (this behavior can be easily policed
using leaky buckets). Such a simple source model forces
admission control to be conservative, since the lack of
statistical information regarding source behavior, except
the independence of sources, necessitates worst-case
assumptions. Hence, even if the coder’s output rate is
adjusted to conform to these simple traffic descriptors,
there is loss of efficiency. Variations of VBR have also
been explored that allow a compressed video source
to generate data at a VBR while adapting the rate
downwards during periods of network congestion using
feedback information from network switches [13], [22],
[23].

Renegotiated CBR (RCBR}1 this mode, a video coder
generates a piecewise linear CBR stream with periodic
“renegotiation” of the bit rate between the coder and the
network. It is based on the observation that compressed
video traffic exhibits rate fluctuations happening over
both short and long time scales. In RCBR, short-term
fluctuations in the bit rate of a compressed video source
are absorbed in the source buffer as in CBR. However,
when the source detects an increase or decrease in the
bit rate that is likely to persist for a long time, it
renegotiates the transmission rate. Thus, RCBR may be
viewed as a hybrid of the CBR and VBR approaches that
attempts to combine the simplicity of admission control
for CBR with the statistical multiplexing advantages of
VBR [8]. In the event of a “renegotiation failuré,”

a source is forced to adapt its coding parameters to
match the currently available transmission rate. Since the
renegotiation is source initiated, there is no mechanism

proposals using ATM networks may be classified based on théThis argument is complex to test and quantify.

ATM service class that is used. 2RCBR appears to make the implicit assumption that such an event is very

. . . unlikely. However, guaranteeing a very low renegotiation failure probability
1) CBR Transport:In this mode, the 'nheremly burs‘tyrequires an admission control check that is of equal complexity to admission

(VBR) output of a video coder is locally buffered atcontrol for unrestricted VBR.
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Rate Adaptive Compressed Video Source We define the following rates.
L compresed : » Nominal Ratethe rate that is required by the encoder to
: video at ; data at code the frame aideal quality.
: target rate ' allowed rate (ACR) » Target Rate:the rate given to the encoder based on the
i Lat?fadapta‘w" ; algorithm for smoothing and rate-adaptation. We assume
EUnconprcssc ’ e : — that the encoder will precisely meet the rate it is given as
Vided j i : the target for a frame, as long as it is less than the ideal
J_> Encoder —» : .; Networ rate for the frame. The dif_ference between the nomir_1a|
; PN / rate and the target rate is a result of our adaptation
i “ : - mechanisms.
: N~ " Teedback of + Demand Ratethe rate that the source requests from the
1 ATM ¢+ Explicit Rate

network based on the prediction.
« Allowed Ratethe rate returned from the network, after a
Fig. 1. Framework for rate-adaptive video in an explicit-rate environment. feedback delay, in response to the source’s requested rate.

| target Interface
L, Jate oo ___2

for the network to inform sources of the abatement ofV- OVERVIEW OF EXPLICIT-RATE MECHANISMS FORVIDEO

congestion or of newly available bandwidth. Therefore, The ABR service has been defined in the ATM forum to
the source is unable to make use of the newly availatd@pport applications that require best-effort service. Although
bandwidth until the next renegotiation instant. no assurances are made of maintaining low delay or jitter, the
4) UBR, Best-Effort Transportin this mode, the video feedback-control algorithm attempts to maintain small queues
is transported as best effort traffic without any ratandfeasibletransmission rates for the individual sources (i.e.,
guarantees from the network. This requires video sourcg® aggregate transmission rate of all the currently active
to continuously estimate the available bandwidth arsburces utilizing a link does not exceed the link capacity). To
adapt to it. In this case, quality can get unacceptably great extent, best-effort applications desire a low loss rate.
poor, since there is no minimum rate guaranteed. However, no quantitative loss rate requirements have been
The scheme proposed in this paper is an attempt to comb#Recified for the ABR service [26]. With the use of explicit-
the desirable features of each of the above schemes. We wdalg¢ mechanisms, and appropriate switch-rate allocation algo-
like to preserve the simple call admission-control capabilitigéhms, we believe the cell loss rates experienced could be
of CBR, the statistical multiplexing advantages provided b§mall and, therefore, quite acceptable for video transmission.
unrestricted VBR, the ability to signal rate requirements to th&e take advantage of the explicit-rate mechanism’s ability to
network as allowed by RCBR, as well as the ability to provid@aintain small queues in the network, since that allows us to
explicit feedback from the network. In the rest of this papeglso depend on a correspondingly small delay in the network,
we describe how the explicit-rate ABR service can be used@d the average. The ABR service also admits to the notion
provide these capabilities. of a minimum-bandwidth allocation for a source. Although
an admission-control mechanism has not been specified, we
believe this can be relatively simple and conservative.
) ) The explicit-rate mechanism, which we use as the basis
Fig. 1 shows the framework under which we study thgy ouyr work here, also attempts to achieve the goal of
effectiveness of adapting compresseq video sources in a “’?‘E%‘x—min fairnesq1] for the source rates, while operating
controlled network. Uncompressed video from the source fige pottieneck links efficiently. Achieving max—min fairness
fed to an encoder, which uses a quantization process, followgqmportant in situations when different links in the network
by Huffman coding to reduce the number of bits required §Q,3ye gifferent demands from sources, and network resources
represent the video signal. We assume that the encodehige to be shared equitably. A constructive definition of
capable of coding each video frame to maich a target Siggy_min fairness is provided in [1], [4], and [24]. Intuitively,
(in bits). The number of bits used to code a frame affects s criterion ensures that the capacity of a bottleneck resource
quality of the compressed video. _ is equally divided among those flows that are limited by that
The output bit-stream from the encoder is fed to a ratessource, after allocating the share of the capacity that is

adaptation buffer, which is a source buffer that accommodag%auested by flows limited elsewhere in the network.
mismatches in the rate at which the encoder generates data and

the rate at which data can be injected into the network. This ] )

latter rate is determined by the explicit-rate ABR congestioft OPeration of the Feedback-Control Mechanism

control algorithm, in which a source first requests a rate from The explicit-rate control scheme depends on a set of co-
the network and the network responds with an allowed ra@perating sources periodically probing the network for the
based on the contention for network bandwidth. The netwoappropriate transmission rate.

provides the assurance that the rate allocated to the source willhe two key components of the control algorithm are: 1)
not go below a minimum rate that is negotiated at the time tfe behavior of the source and destination end systems and 2)
setting up the connection. the behavior of the network elements (switches).

I1l. FRAMEWORK
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Each source of a virtual circuit (VC) periodically transmits Notice that a network indication to decrease the rate takes
a specialresource managemeiRM) cell to probe the state effect immediately. However, when the allocated rate ER
of the network. Each switch identifies and conveys its state idturn is higher than the current ACR, ACR increases in
congestion, as well as additional rate information to the souradditive steps of RIF- PCR. RIF is an increase-factor that
end-system in the RM cell. The source algorithm respondsitba negotiated parameter, and PCR is the peak cell rate for
the feedback information by adjusting the rate of transmissit¢ime connection. ACR always remains above the MCR.
in accordance with a specified policy. When an RM cell is transmitted, the ER field is set to

A source specifies a “demand” or desired transmit rate inax (DEMAND, ACR). RM cells are periodically transmitted,
each transmitted RM cell (in addition to the currently allowednce everyNrm data cells (e.g.Nrm = 32), so that the
rate), in theER field Switches compute the rate they mayverhead for carrying the probe cells is bounded, while still
allocate to each VC, and overwrite the ER field with thbaving a responsive control scheme. A large RIF results in our
computed allocated rate if it is lower than what was in theonverging to the returned ER quickly, but with the potential
ER field of the received RM cell. As the RM cell progressefor some transient overload on the network. To keep queues
from the source to destination, the ER-field value reflects teenall, RIF may be chosen to be small [in the simulations
smallest rate allocated by any of the switches in the path foresented in this paper, RIF was set to a very large value (1)].
the VC. On reaching its destination, the RM cell is returned For a detailed description of the end-system policies and
to the source, which now sets its transmit rate based on gwitch policies that assure max—min fairness while maintaining
allocated in the ER field of the returned RM cell. small queues, we refer the reader to [3], [4], [14], and [26].

The goal of the explicit-rate-based feedback-control algo-

rithm is to respond to incipient congestion, and to allocaje £ nancements to the Explicit-Rate Scheme for Video
rates to the competing sources in a fair manner, while ensurin

that the capacity of the network is not exceeded. gI'he ma_x—min fairness goal applies a “uniform” criterion
There are several switch algorithms proposed for computif@f allocat|on of resources to bottlenecked flows. When there
the rate to be allocated to a VC [3], [11], [14], [25]. Switche® competing bottlenecked flows at a given resource, the
compute an allocated rate for each V/®ased on its requestedt@ndwidth allocated to each of these flows is identical. Such
rate (value in the ER fieldyd;, i = 1,---,n. VC's are & policy is appropriate for data flows but inappropriate for
classified as being in a “satisfied” s8tor in a “bottlenecked” video flows, since for the latter there is a relationship between

setB. The capacityC of the link is allocated to bottleneckedthe ultimate “quality of service” achieved for the flow and

VC's as the degree of rate reduction experienced by the flow relative
to its demand. Intuitively, an encoder that is compressing

o ZAi more complex images requires a greater number of bits to

pyp obtain the same level of quality and should, therefore, request

Ap = W (1) more bandwidth than a source transmitting frames for a low-

complexity sequence of images. If the network were to apply

VC'’s in the satisfied sef are allocated their requested ratethe max=min fairess criterion, then the h|gh a_ct|V|ty ﬂpw

. . would experience a much greater degradation in the video

A;. Details may be found in [3] and [14]. To keep the . L

i X ; ) . ality compared to the low-activity flow.
dynamics of the switch-rate allocation simple, we implemente

. . . . We modify the basic max—min fair-allocation scheme to as-
a straightforward version of the max—min computation broadlsy : . : . . o
described in [24]. ociate a weight with each flow. A weighted fairness criterion

is applied at each resource for the different flows placing a

The source policies are a simplified version of [26], wher . e :
: . emand on it. We use the source’s original demand as the basis
the primary properties of the feedback-control loop hay,

been implemented, without incorporating all the functionalitf%r assigning a weight to the flow. The weight at a bottleneck

related to the boundary cases. Specifically, the policies relgq[ a sourcei whose demand i%); is given by
ing to the use-it-or-lose-it function and the source decrease

function that protects the network against delayed or lost W, = Di (2
feedback have not been incorporated. The source maintains a Z
currently allowed rate, ACR, which is the rate at which queued JEFD;

cells are transmitted out of the source network interface.

Sources maintain a DEMAND (for data sources this may behereF is the set of flows placing a demand on this resource.
the outgoing link’s rate), used for requesting a rate from the The goal of the weighted max—min fair-share allocation
network. When an RM cell returns with an allocated rate ERJgorithm is that VC's receive a weighted fair share of the bot-

the source’s allowed rate is changed as follows: tlenecked resource. Thus, the capacity of a bottleneck resource
is divided in proportion to the respective weights of the flows
if ACR > ER that are limited by their bottleneck resource, after allocating the

share of the capacity that is requested by other flows limited

elsewhere in the network. This weighted max—min fairness

else mimics the operation of weighted fair queueing [5], [9]. It
ACR = max(min{ACR + (RIF x PCR), ER}, MCR). is more generally applicable than just in this circumstance.

ACR = max(min(ER, DEMAND), MCR)



714 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 7, NO. 5, OCTOBER 1999

For example, weights may be associated with pricing or othey = A;. The available capacity for bottlenecked VCG&?,

factors. is correspondingly reduced following (3). The weights for the
To achieve a weighted max—min fair allocation, we requineemaining flows in53 are recalculated using (4). We repeat this

the original demand from the source to be available to all operation for each of the flows iff, and remove those flows

the resources in the network. We introduce an additional fieldhose rate requests satisfy (5).

called “source demand,” in the RM cell for this purpose. The Finally, we have a set of flows i which have their rate

source places its demand (based on its bandwidth requiremeatjuests4; such that

in the “source demand” field of the RM cell, and switches

only read this field. At the switch, we now have three rates

of interest in the RM cell. The fair sharef}., (k € B) for the remaining flows in3 is
* D;: the original demand of the source, which is writtefhen given by
by the source and left untouched as it flows through the
network. Fy = C" « W (7
« ER;: the value of explicit-rate field. ERs the share of
the capacity of this resource that floiwrequests after
accounting for bottlenecks upstream of this resource. Th
field is marked down as the RM cell flows through th

A, > CY W, (6)

This allocation is then indicated in the ER field of the RM
gll corresponding to V& and the RM cell is now forwarded
ownstream toward the destination.
The enhanced weighted max—min fairness algorithm thus
network. .
« CCR: the current cell rate of the source. allocates a share, asin (7), to the flows whosg rate requests are
. . . reater than the weighted share of the capacity available to the
The_goals of our enhanced weighted max-min fair ra fidividual flow. VC’s that are not bottlenecked at this resource
allocation mechanism are as follows. will receive their rate request, as observed in the ER field of
« Satisfied VC'gin the terminology of [14]) should receive gn RM cell from that VC. VC's bottlenecked at this resource
an allocation equal to their rate requested, HRmM this  anq, hence, limited by this resource receive a weighted share of
resource. We denote this s&t the resource’s capacity that may be allocated to bottlenecked
* Bottlenecked VC'seceive an allocation less than theil/c's. The guarantee is also that the allocation to bottlenecked
request. The amount of extra capacity left over fronyc's s higher than the allocation to a satisfied VC at this
the allocation to satisfied VC's is now shared amongsoyrce.
bottlenecked VC's in proportion to their demands /e Finally, the local allocation for VEat a switch is computed
denote this se. asA; = min(F;, CCR;), where CCR is the current rate that
The steps in the weighted max—min fair rate allocatiothe VC is transmitting, as indicated in the RM cell. If a source
algorithm of the switch are similar to those in [24]. We perfornis transmitting at CCR< Fj, this is the bandwidth allocated
the computation to determine the allocation upon arrival of ao the source. This allocation by a switch allows a downstream
RM cell, let us say from VG. Let 4;, ¢ = 1, ---, n be the bottleneck to convey its allocation to an upstream switch one
requests for each of the VC’s. The ER value in the RM cell round-trip time later [14].
for VC; is considered to be the reques}, while the current
state of the allocations at the switch for the other VC’s ag. Convergence Delays of the Allocation Algorithm
considered as their requesig. Let the fair Sh"?“e computed The distributed rate allocation algorithm achieves max—min
by our algorithm for any VCbe F;. The exception from [24] __. . . . -\ . -
is a check to see if a VC is bottlenecked or not, based g%rr_]ess by an iterative process. There is a "global |te_rat|_on
achieved by RM cells flowing from the source to destination

whether the weighted share of the leftover capacity is leg‘ﬁd back, collecting the rate allocation information for the
than the rate request for that VC. Initially, the sets empty. ' 9

. flow. Further, there is a “local iteration” at each switch link to
1 <1h ]
The share for all bottlenecked VC'6, is computed as determine the allocation to each of the flows sharing that link.

' =C - Z A;. 3) At the first step of the global iteration, the allocation of
icS all the flows sharing the first-level (tightest) bottleneck is

satisfied flows( is the capacity of the channel. The weight§lobal iteration, the allocation of flows sharing the next-level
bottleneck level to the next, until we finally make the allocation

;= D . (4) of the rates to the flows sharing th&th-level (loosest)
Zth bottleneck in the network. It is shown in [4] that an upper
g=s bound on convergence time of such distributed algorithms
If the rate requesti; for the remaining bottlenecked flowsdetermining a max—min fair allocation is approximatety:
in B is such that the following equation is satisfied: RTT, where RTT is the maximum round-trip delay for control
A, < C s« W, 5) information to propagate from the source through the network

to the destination, and back to the source; &nhis the number
then flowi is removed from the séf and put into the set of of different bottleneck rates. There may be significant queueing
satisfied VC’sS. Also, the fair share for these VC's i is delays for RM cells, as well as propagation delays (e.g., in a
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wide-area network (WAN), which contribute to RTT. As aells per frame, is computed on-line. An accurate model is
result of a richly connected network, each link having diverdee DAR(1) model [18], which is a Markov chain determined
numbers of flows sharing them or with sources having differeby three parameters: the mean, variance, anthe transition
demands, the number of distinct rat€smay be large as well. matrix is computed as

Thus, the time to converge to a final rate allocation for all _ B

the flows, once the demands have stabilized, may be larger ) P= pIJ_r (1 p)C_J_ ) ) (1(_))
than a frame time, based on the results in [4]. The source raféiere p is the autocorrelation coefficient, is the identity
adaptation policy needs to be cognizant of this, as we disct@atrix, and each row of) consists of the negative binomial
in Section VI. (or gamma) probabilities fo, -- -, fx, Fx), where Iy =

> k>xi Jrx and K is the peak rate. The DAR(1) model matches
the autocorrelation of the data over approximately 100 frame

o . ~lags. This match is more than sufficient for our purposes,
The enhanced explicit-rate mechanism, proposed in thigce our forecasting horizon is a few round-trip times, which

paper, assumes that each source can periodically indicgleenond to only three or four frame lags at most. Knowing
|ts_ bandw_ldth requirements to the network via RM (_:e”Sthe mean, variance, and lag-1 correlation of the source, fore-
This requires the source to forecast the encoder bit it can be made using the DAR(1) model, given only the
requirements over small time intervals, e.g., on the order Ofnﬁmber of bits in the current frame. The DAR(1) model can be
few network round-trip times. This demand forecasting can tﬂ% d with any marginal distribution, and was used in [16] to
done using models that characterize the statistical behavior del entertainment and MPEG-2 c,oded video sequences with

video sources. Several such models have been proposed 'nntl Er}ginal distributions which are not gamma distributed. For

. e .
Ilterfaturg [71, [.16] [18}: A.”Y of these models COUI.d be used Irlgleconference sequences, since the marginal distributions are
conjunction with the explicit-rate control mechanism propose o . o

amma distributed, this generality is not necessary. Moreover,

in this paper, as long as it is able to accurately predict ttee DAR(1) model has “flat spots’ which make its sample

short-term rate requirements of a video source. In this paper, s “look” different from those of the data when comparisons
we have chosen to use the gamma-beta autoregressive (GB de f inal ¢ ltinlexed dat th
source model [15]. This model has been shown to accurat me(ljet ora ‘T:ngle sgurcié or mhutr:p exeﬂ ta a stources ety
model video teleconferencing sources when using H.261-iREE 'ndistinguishable [71). Thoug ese flal spots may no
coding schemes. affect our results, for the teleconferences we use a statistical

model more specialized for modeling accurately the short-term
fluctuations of single teleconference sources.

This model called gamma-beta autoregressive [GBAR(1)]
In [17] and [18], traffic models for video teleconferences uUsnodel, was proposed by Heyman [15]. Like the DAR(1)
ing H.261 and H.261-like coding were formulated by examinnodel, the GBAR(1) model is also a three parameter model
ing data recorded during several 30-min video teleconferencgsyuiring only knowledge of the mean, variance and lag-1
A key observation is that traffic models look similar, despitgyrelation of the source. It relies on the observation that
the sequences differing in the details of the coding scheme. Thge, teleconferences have gamma-marginal distributions and

importaqt features of the video teleconference models can Qﬁaonentially decaying autocorrelations up to lags of about
summarized as follows. The number of cells per frame can Bgg frames. The main features of the model (described in

modeled by a stationary process. The marginal distribution &iztail in [15]) are summarized below, since we use it as our
the number of cells per frame follows a gamma diStrib”tiof?Jrecasting model

(negative binomial if a discrete distribution is used), and so
L Let Ga
the number of cells per frame is given by

V. SOURCE MODELS FORVIDEO

A. Models for Video Teleconferences

(s, A) denote a gamma distributed random variable
with shape parameterand scale parameter Let Be(t, r) de-

X(t) = A" oM 8) note a beta-distributed random variable. The density function
I'(s) of the beta distribution is given by
wherel'(s) is the gamma function defined as r g
(8) J [ fg(l’) = %l’t_l(l — .I’)T_l, t, r>—1.
T'(s) :/ t*leTtdt. 9) !
0 (11)

The parameterss and A are called theshape and scale The GBAR(1) model uses the following facts.
parameters, respectively, and these can be obtained fron1) The sum of independerita(s, \) andGa(g, A) random
the mean and variance of the source. Letbe the lag- variables is aa(s + g, \) random variable.

1 correlation. These correlations are typically very high for 2) The product of indepénderﬂe(t s —t) and Ga(s, \)
teleconference sources wih= 0.98 for the source studied random variables is &a(t, \) ;andom variablej The

in [18]. This high correlation makes fairly accurate short term forecasting rule for the GBAR(1) model is given by:
forecasting feasible. In [19], a very simple forecasting rule '

is used successfully. The rule 5§, = p+ p*(X, — p), Xn=An X1+ By (12)
wherep is the correlation coefficieny:, the mean number of  Since, for video teleconferences, we want the distribution

3These models were primarily designed to solve the problem of admissigﬁ Xn (and natura”y'anl) tq be Ga(s, )\), (the's'hape and
control for open-loop VBR transport of video. scale parameters being obtained from the empirical mean and
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TABLE | earlier frame. If the response comes too early, this rate may be
PARAMETERS FOR VIDEO- TELECONFERENCESEQUENCES superseded by a subsequent rate feedback. Thus, we may be
Seq | Bytes/ Mean Variance | Lag-1 coding at a rate suitable for a frame to be transmitted at a later
cell | cells/frame correlation time. Furthermore, the rate received from the network for this
g ig 1150(16 268288261 ggi frame (in time for it to be encoded at RHT ¢) is implicitly
c 54 130 5535 985 assumed to be available later,zat RTT + ¢ + 21"+ § when
D 64 170 11577 970 the frame transmission is completed. If the rates received in

subsequent RM cells are different, this may lead to the frame
being delayed. However, this delay may be acceptable if MCR
variances as was done for the DAR model), we pigkto be is large enough.
a Be(t, s — t) random variable and,, to be aGa(s — ¢, A) It is not always desirable to take the straightforward ap-
random variable. It may be easily verified from (1) and (2)roach of requesting bandwidth on a frame by frame basis,
that whenX,,_, 4, and B,, are mutually independenk’, is since it requires a very accurate estimate of the look ahead
Ga(s, ) distributed as desired. Also, the lagautocorrelation time 7'. In case there are errors in estimating this value, the
function is given byp(k) = (t/s)*. Using thist is determined bandwidth allocated by the network may lag or lead the band-
since we knowp = p(1) ands (from the mean and variancewidth required by the source. Since accurate knowledge of the
of the data). The forecasting computation is simple: givararious delays, especially the RTT, is not possible, it is instead
X,—1 multiply it by B,,, a sample from an independent betapreferable to use a simple smoothing technique to limit the
distributed random variable, and then add, drawn from a sensitivity to errors in this estimate. This involves predicting
gamma distribution. Both distributions have parameters whighe bit rate of several frames—from the next frame to be trans-
need to be computed only once from the mean, variance, anfited to the frame that will be transmitted one RTT later—and
lag-1 correlation of the teleconference sequence of interestysing the average rate over all these frames as the demand
For four video teleconferences, we used the GBAR() the network. Specifically, it may be desirable to predict the
process for short-term prediction of the number of cells pegquirements ofV frames in advance (as a moving window),
frame, given the number of cells per frame for the curre@hd compute aD; (placed at timet) based on the average
frame. The mean, variance, and 1-lag correlation needed fafe for theseV frames. The choice of the size of the moving
the predictions is given for each of the sequences in Tablewindow N for averaging the demand also depends on the
coding scheme used (e.g., H.261 for video teleconferencing;
VI]. SOURCE-ADAPTATION MECHANISM MPEG for entertainment video). Using an averaging interval

that is larger than a frame time is desirable. For example, using
We use a source buffer between the encoder and the A average over several frames, such as a GOP for MPEG

layer to provide isolation between two control loops. The firgh oy e appropriate. Note, however that the simulation results
control loop is at the ATM layer, where the source adapF@ported in Section VII do not use this smoothing.
its transmission rate, ACR, based on the feedback from the

network. The second control loop, local at the source, uses ieEncoder Rate Adaptation
source buffer occupancy and a smoothed value of the ACR. At the ATM layer, the source policy adapts the transmission

rate ACR, every time an RM cell is received back at the source.
A. Demand Prediction There is potential for considerable variation in the rate returned
A rate-adaptive ABR video source needs to estimate #@ the source, based on changing conditions in the network.
future bandwidth DEMANDD; and send out an RM cell In addition, when the network is unable to grant the demand
requesting this bandwidth at least a feedback-delay amountZsf indicated by a source, the encoder has to adapt it's bit rate
time earlier than when the rate is needed. Let us assume, trmatch the bandwidth granted by the network, to prevent
simplicity, that this is done on a per-frame basis. If one wefverflow of the source buffer between the encoder and the
to look at a timeline for the operation, a rate request would B8 M layer. The source buffer serves to isolate the encoder
made at time, based on the predicted size for the frame to Hgéom the rapid changes in the rate provided by the network,
transmitted at timeé + 7". Here,7 = RTT+ ¢+ F + 6, where and also acts as an integrator of the difference between the
RTT is the round-trip delaye is the time for the encoder to €ncoder’s desired rate and the allowed rate, ACR, over time.
adapt to a new rateF is the frame time (assuming that the There are several options available for adapting the en-
encoding of the frame also takes a frame time, e.g., 33 or quer’s quantization level to the allowed transmission rate
ms); andé is the delay in the source end-system needed f6°R at the ATM layer.
packetize the data and hand it down to the ATM adaptation1) Directly use the instantaneous ACR as the coder’s rate

layer. to encode the next frame.
There are several issues with just using the straightforward2) Use information on the occupancy of the source buffer,
prediction of a single frame siz&+ RTT later. Since there between the coder and the ATM layer, to modify the

may be considerable variation in the frame sizes, the time we encoding rate.

look ahead in the prediction has to be precise. For example3) Use a combination of the source buffer and the recent
if the response from the network comes too late for the coder, history of ACR returned to adapt the coder’s rate. The
we could be encoding according to a rate required for an  simulation results reported below use this approach.
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Using the first option would imply directly using the feedthe SETPOINT. The time horizon is typically of the order of a
back information from the network to adjust the coding ratiew frame times (chosen to be five, in our simulations), so that
for the next frame. There is an immediate connection betwettre delay for a frame is not adversely affected. The constraint
the feedback from the network and the coder. This works wétlr choosing the buffer SETPOINT is that the contribution
if the estimate of the feedback delay is perfect and alsotd the delay by the source buffer is not excessive. Similarly,
the network returns an ER value that is very close to theCR.,, is also computed over an interval of a few frame
DEMANDed rate. Neither of these are likely. We want thémes &5 frame times). Similar control mechanisms have been
source to adapt its rate to changing conditions in the netwogkoposed earlier for control of bursty data traffic sources [20],
Moreover, it is difficult to estimate the feedback delay. Anothg21].
important problem is that during the transient convergencelt is desirable to use a longer averaging interval and reduce
period when the network is attempting to converge to the findie frequency with which the source demand and the encoder’s
weighted max—min fair rate, the returned ER and hence AGRte are modified. Altering the source rate frequently may
for the source is continually changing. Using an RIF valueesult in impairment of the user perceived quality of the re-
that limits the step-size with which the source may build ugulting video. Also, the amount of time taken by the allocation
its ACR toward the returned ER also makes this matching quitgechanism to converge to the weighted max—min fair rate may
difficult. We also believe that the potentially rapid fluctuationbe significant. It has been shown in [4] that it takes a period
of the coding rate adversely impacts the quality of the videof RTT per distinct rate in the eventual rate vector for all of

With the second option, we take advantage of the loctile source rates to converge to their final rates. Of course the
source buffer between the encoder and the ATM layer &omount of “damping” is also dependent on how much source
“integrate” the effects of both the differences between traelay we can tolerate. A constraint we use as a rule of thumb
coder’'s desired rate and the feedback rate. The buffer alsahat the end-to-end delay should not be greater than about
smooths out some of the errors in our estimation of tH0-300 ms/frame.
feedback delay. By considering the source buffer as the point
of isolation between the encoder’s rate and the rate sustaingbley ;i iium Cell-Rate Selection and Admission-Control
by the network, we use the source buffer occuparty.. Issues
to determine the encoder's rate. We try to maintain the . o o
source buffer levels between a low threshald,, and a For compressed video flows, it is necessary to limit the
high thresholdy,;,,. We use a rate reduction function, belowpumber of_admitted_connections to Iimit the degradation_ in
the nominal rate the coder needs for the best quality)( USer perceived quality due to contention among the various

that is a linear function of the buffer occupancy in the rangg@mpressed video flows. Thus, a user may wish to set limits on
(Quow, Quign). The average encoder ratg,, is determined the average and worst-case degradation that can be tolerated.

from the following: From a network’s perspective, the user’s quality requirements
need to be mapped into a bandwidth requirement, possibly in

Boce = Qow ) (13) the form of an equivalent bandwidth specification. Moreover,

(Qnigh — Qlow) since for the ABR service, admission control is typically
gerformed based on the minimum cell rate (MCR) specified
gHring connection setup, it may be necessary to derive an

of the network's feedback. As a result, large diﬁerenc&opmpriate value of the MCR from the equivalent bandwidth

between),,, and ER may lead to unacceptable queue puil§Pecification. Another alternative is to perform admission
avg . .

up locally at the source, resulting in either exceeding our del§ ntr.ol based on the eqL_uvaIent bandW|dt_h and separately

specify the MCR. In Section VII, we examine these issues

targets or loss locally from the source buffer. ; ter detail
We chose to use the third option, which uses a combinatifh 9reater aetail. : .
In the work presented in this paper, we assume that the

of the source buffer and the recent history of ACR returnedt K ¢ to isolate th d vid
to adapt the coder’s rate. The source buffer also allows us GrWOrK USES a separale queue 1o isolate the compressed video

XWS from other classes of service that may or may not be

)\avg = RT *

While in principle this serves the function of smoothing th
encoding rate used, it completely isolates any drastic deviati

smooth out errors in our estimation of the feedback dela Amissi rolled. We al that hedull i
Thus, we minimize rapid fluctuations in the coding rat mission controfied. Ve also assume that a scheduling policy

avoiding any adverse impact on the quality of the video. IS used that causes these queues to be served in proportion to

The encoder rate-adaptation function accounts for both tmee rates allocated to each of these classes.
ACR and the state of the source buffer. The following function

is used:
VIl. SIMULATION RESULTS

o ¥ (Br—r = SETPOINT H (14) We use trace driven simulations to study the performance of

time_horizon the enhanced explicit-rate control scheme, and quantitatively
Here, By_r is the predicted buffer size at the time thdustify some of the observations made in the previous sections.

encoder is given the rate to code the frame, and SETPOINTe simulations are used to address the following questions.
is the desired buffer setpoint at the local source bufieis a  How effective is the control scheme in dynamically
small gain factor. The time_horizon is the interval over which  adapting the encoder source rate to match the network
we try to bring the predicted buffés;_  down to the level of bandwidth?

Aavg = ACR,yg —
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TABLE 1
H1 | \ Group 1 ) H5 AVERAGE VALUE OF CROPPING RATIO FOR CONNECTIONS
\\ /s 1-6 witH VARYING NUMBER OF CONNECTIONS
20 ms N\ N\ Group 2 //srj/ Cnl|[Cn2|Cn3|[Cn4|[Cnb|Cnb Avg.
~ oy Bottleneck
20 ms 10 ms 5ms 5ms Link Utilization
H2 @ @ w H6 # of Conns
N/ 50 Mb/s B 0.97 [ 007 | 0.07 | 0.97 | 0.06 | 0.96 0.563
// I 12 0.82 | 0.83 | 0.82 | 0.82 | 0.81 | 0.81 0.949
20ms /7 5 10 ms 18 0.57 | 0.57 | 0.57 | 0.57 | 0.56 | 0.56 0.960
Vs roup 74 043 | 043 | 043 | 043 | 043 | 043 0.963
H3 / Ha

TABLE I
MiNiMUM VALUE OF CROPPING RATIO FOR CONNECTIOINS

Fig. 2. imulation configuration.
'9 Simulation configuratio 1-6 witTH VARYING NUMBER OF CONNECTIONS

Cnl1|Cn2|Cn3|Cn4|Cnb5|Cnb

« How is the overall performance impacted by the accuracy Z of Conns
in predicting the source bit rates? 6 051 | 051 | 049 | 0.50 | 052 | 0.52
 How effective is the control scheme in ensuring fairness? 12 037 | 0.32 | 0.39 | 0.38 | 0.38 | 0.33
* What is the impact of multiple bottleneck links? ;i 8?2 8?8 gfg g:fg gig 8:?3

In all of the simulations, a single long trace of measured
video-teleconferencing data (38137 frames) is used to derive
the frame sizes for each video traffic source. Each simulation TABLE IV
. . AVERAGE RATE (MEGABITS/S) FOR CONNECTIONS
is run for 100 s. The video sources generate 25 frames/s. 1—6 WITH VARYING NUMBER OF CONNECTIONS
The mean bit rate of the entire trace is about 4.4 Mb/s.

Sources start staggered apart at intervals of 40 ms (one frame  —rsrooms Cnl|Cn2 /Cnd|Cnd|Cnb|Cnb
time apart). The initial rate, ICR [26] is chosen to be 500 5 588 | 571 | 6.11 | 631 | 6.82 | 7.39
cells/s, and the source buffer SETPOINT is 200 cells. We 12 4.94 | 480 [ 5127 5.28 | 5.72 | 6.14
use the “fan-in” configuration shown in Fig. 2, with 6-24 18 3.41 | 3.32 | 3.54 | 3.66 | 3.97 | 4.26
active video sources, spread evenly across Groups 1-3, feeding 2 260 | 2.53 | 269 | 2.78 | 3.02 | 3.2

into a common bottleneck link (link S+ S2). The round-

trip propagaﬁon delays are typically 80 ms. Each receiveréss the number of active connections is varied between 6 and
assumed to implement a play-out buffer; the target end-to-egg connections, while keeping the bottleneck link capacity

(one—way_) delay is .300 ms. u?changed. This causes the average bottleneck link utilization
The primary metrics we use to evaluate the performancet% vary between 56% (6 sources) and 99% (24 sources)
our adaptation scheme are: Y : o
L Table Il enumerates the values of the cropping ratio for
* the average and minimum rate allocated by the netwoglnactions 1-6, with a varying number of connections. With
f(;r each conne;tpn_, ) io f h six sources active, at 56% bottleneck utilization, the rate
* the average and minimuoioppingratio for eac Connec'_requested by a video source is always granted by all switches

30?—v&/here ﬂt]e <I:ropp|r(1jg (ﬁt'o for a S|r/1gle \.”deﬁ frame _'an_ the path. Even so, the actual size of the transmitted frames
efined as actual encoded frame size/nominal rame Sigey ., otimes smaller compared to the nominal frame size. This

' ;h;cﬁ ngc;:lor;gsgoielay to transmit an entire video frame f%curs because of local queue build up resulting from errors in
! " ) ] predicting the future demand and/or small timing mismatches
We evaluate the fairness properties by comparing the ysryeen when the requested bandwidth is available to the

erage values of the rate, actual encoded frame size and &firce 1o when it is actually needed. Due to the use of the
cropping ratio for each connection. In selected cases, we point algorithm (14), the encoder reduces its bit rate in
compare the time-varying behavior of the allocated rate apgsponse to such a queue buildup

cropping ratio for each of the connections. As the number of connections is increased, the aggregate

bandwidth demands of the sources exceeds the network ca-
A. Rate Matching pacity more frequently. This causes a decrease in the average
The primary goal of rate based feedback control is to allogctual bit rate of each source (Table 1V). As a result, the ratio
traffic sources to match the available network bandwidthf the (actual/nominal) frame sizes also reduces as shown in
Ideally, a video source should get its demanded bandwidtables Il and Ill. These ratios capture the average and worst-
as long as the network is lightly loaded. On the other hanease degradation in the “quality” for each active stream over
when the network is unable to grant the source demind the entire duration of the simulation.
the source should be able to adapt its bit rate downwardsFig. 3 shows the end-to-end frame delay histogram. As the
in a timely fashion to ensure that the per-packet delays andmber of active connections is increased, the network uti-
loss rates stay bounded. In the first set of experiments, ligtion increases and, consequently, the mean and variance of
study the performance of the enhanced explicit-rate schethe end-to-end delay increases because of greater queueing in
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1800 T : . . . TABLE V
6 conns -o— MINIMUM RATE ALLOCATED (MEGABITS/S) FOR CONNECTIONS
1600 i%“’"“s e 1-6 wiTH VARYING NUMBER OF CONNECTIONS
conns -Ef--
24 conns -
1400 Cnl|{Cn2|[Cn3{Cn4{Cnb|Cnéb
# of Conns
1200 6 174 | 1.32  1.32 | 177 | 1.78 | 1.91
12 1.39 | 1.19 | 1.19 | 1.46 | 1.59 | 1.67
g 1 18 090 | 0.84 | 083 | 0.93 | 1.13 | 1.11
3 400 24 0.68 | 0.60 | 0.60 | 0.71 | 0.76 | 0.83

600

and the maximum cropping ratios below the acceptable levels.
Alternatively, if one were to pick an MCR of 1.1 Mb/s, we
would admit as many as 45 connections on the-882 link.
This is clearly unacceptable as well.
300 Thus, we observe that it is desirable to have two rates
specified for a connection: a MCR that is used to determine
Fig. 3. Histogram of per frame delays with varying number of connectionfhe minimum rate that is always assured to a connection, and
Propagation delay= 80 ms. . . . .
a rate similar to the equivalent bandwidth [6] that is used for
admission control. For our simulation configuration and traffic
source and switch buffers. However, the end-to-end delay staysirces, these values would be 1.1 and 2.77 Mb/s, respectively.
below the 300-ms target, even with 24 active connections,We note that these conclusions are preliminary in nature.

400

200

Delay (in ms)

when the bottleneck link utilization was 99%. Further work is needed to understand the relationship between
the two rates, as well as the consequences of modifying the
B. Observations on Admission Control manner in which admission control is performed for the ABR

In our simulations, the MCR value was set to zero artf'V!Ce:
no explicit admission-control checks were enforced. However,
our simulation results provide insights into understandin ) ) )
how the ABR admission-control framework may need to bg- Effectiveness of Source Rate-Adaptation Policy
extended for compressed video sources. The goal of the source rate-adaptation policy is to shield the
Say that the video quality is acceptable to a user as longexsoder from frequent fluctuations in the ACR value granted
the average value of the cropping ratio is greater than 0.50, andthe network while retaining the ability to react when the
the minimum value of the cropping ratio is greater than 0.28etwork reduces the rate granted to a source. The overall
Table lll, shows that with 18 connections, the average aweffectiveness of the source rate-adaptation policy is dependent
maximum cropping ratios are approximately 56% and 24%n the choice of the source buffer setpoint and the time interval
respectively. When the number of connections is increasesed for estimation and control in (14), as well as the accuracy
to 24, the maximum cropping ratio drops to 18%, whilef the predictions.
the average cropping ratio drops to 43%. Therefore, for thisWe first examine the sensitivity to the smoothing function
particular definition of user satisfaction, quality is close tapplied in the source-adaptation policy (14). The demand is
being acceptable with 18 connections. This suggests that predictedV = 2 frames in advance. We examine the behavior
need to ensure that no more than 18 connections are admittadr a short time interval of 1 s to illustrate the variation of
with the limit being the bottleneck link St S2. the frame sizes (hence, bit rate) over time in the trace data.
For the ABR service, admission control is typically perWe use six active sources to examine the behavior under light
formed based on the MCR, specified during connection setlpad so that the allowed transmission rate, ACR, is a function
Therefore, a naive approach to ensure that no more thandf8he source-adaptation policy rather than being limited by
connections are admitted on the link S S2 would be to the network. Figs. 4 and 5 show the nominal frame size, the
pick a MCR of 2.77 Mb/s for each connection (this value ipredicted frame size, and the target raig,, as computed in
derived by dividing this link’s bandwidth equally among all 1§14), for three values of the time_horizon: 1, 5, and 15 frame
connections). However, the value of the MCR also determindsrations.
the minimal amount of bandwidth that is always “reserved” We note that with a larger time window for averaging, the
for a connection, and thus limits the degree of bandwidtarget rate provided to the encoder is relatively smooth, and
sharing across connections. As shown in Table V, with thke amount of deviation from the “nominal” frame size is
MCR value set to zero, the actual minimum rate seen laso somewhat less. For example, with a 15 frame smoothing
each of the 18 connections is much lower than 2.77 Mb/s {itterval, A,., in Fig. 5 varies only betweer:180-160 kb/s.
is typically between 0.8-1.1 Mb/s across all 18 connectiotdsing a larger interval for smoothing may result in the dif-
in this experiment), while achieving the quality targets agrences between the prediction (hence, DEMAND) apg
specified by the average and the minimum cropping ratibging significant (reflecting the fact that there is smoothing in
of 0.5 and 0.2. This suggests that setting the MCR value tfte encoder’s target rate, but not in requesting an “averaged”
2.77 Mb/s would likely cause a reduction in both the averagkemand from the network). This could result in more queueing
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Fig. 4. Effect of prediction accuracy on source rate adaptation. Fig. 6. Time-varying rate allocation (ER) with weighted max—min
fair-switch allocation policy.
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Fig. 5. Effect of window size on source rate adaptation.
Fig. 7. Time-varying rate allocation (ER) with unweighted max—min fair

switch allocation policy.
at the source (when the prediction is lower but the target rate

to lthe soturC(te 1S .?kl]gher), Wh'(.:h IS l:ndeslwa;ble. f as we originally intended. Figs. 6 and 8, which show the rates
n contrast, with a averaging interval of one franmg,, returned in the ER field and the cropping ratios for two selected

varies considerably, from 270 to 160 kbfs. The OleV"’J‘t'og:g'onnections, illustrate this point. Observing the time-varying

from the "nominal” frame e s as much as the predictiong,pa ior s important, as the average-case behavior of the
are from the actual trace’'s frame sizes. But, using a smgﬁ

averaging “window” results ink.... being more resoonsive to gorithms may be indistinguishable (unless we use a metric
ging Ve 9 P that integrates the effect of the rate-reductions over time).

the predicted frame size. Thus, if the rate returned from tlﬁ;le figure emphasizes the point that the ER value computed

network is equal to the DEMAND, then the match between_. . ; : . .
ACR and\,. is close. This results in very little buffer build- using the weighted max—min fair-share allocation algorithm

UD at the source. Errors in the oredictions. however directfor the two connections varies over time, so as to match each
P ' P ' ! nnection’s time-varying demand.

impact the target rate provided to the encoder. Thus, t €n contrast, a network that is enforcing an unweighted

quality of the final video is dependent on the accuracy (r)wtnax—min fairness attempts to allocate equal shares of the

the prediction. bottleneck bandwidth to connections, as long as they can use
_ it. For example when there are 24 active connections, and
D. Fairness since every connection always demands more than 2 Mb/s,
Tables Il and IV illustrate the primary effect of the weightedvhile sharing the common bottleneck link (S% S2), they
max—min fair-share allocation algorithm—the cropping ratigre allocated an equal share of that bottleneck bandwidth.
averaged over the length of the trace, is almost identical fdhis allocation stays unchanged for as long as the demands
all of the connections. This implies that when each of thieom all the connections exceeds the capacity (likely for the
connections have a slightly different demand, the weightehtire lifetime of the connections). Fig. 7 illustrates that the ER
max—min fair-share algorithm impacts them proportionatelyalues returned to connections 1 and 2 over a 16-s interval are
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Fig. 10. Simulation configuration 2—multiple bottlenecks.

0 ] 1 1 L 1 1 1 TABLE VI
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Fig. 8. Time-varying value of cropping ratio with weighted max—min fair

switch allocation policy. Avg. frame size | Bottleneck link utilization
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Fig. 9. Time-varying value of cropping ratio with unweighted max—

switch allocation policy. min falF:ig. 11. Cropping ratio for Connections 1-24 with multiple bottleneck links.

Table VI and Fig. 11 show the overall performance
almost identical and do not change over time. This impliexhieved by the connections in each of the groups. The
that the degradation in quality for the two connections, whicliverage size of transmitted frames is smallest for the 1st
have significant differences in the “nominal” frame sizes ovegroup of connections (1-8), as they share the bottleneck link
time, is disproportionate. Fig. 9 illustrates this behavior.  with the lowest available capacity. For these connections,

Thus, we believe that the use of the weighted max—min fathe average value of the cropping ratio is only about 0.25.
allocation algorithm has the right characteristics for adaptirighis is because the bottleneck link is running at saturation
to the varying demands from competing sources for tl{86% utilization), and the sources have to be throttled back
bottleneck link. substantially. If we had an admission-control policy active,

) ) we might have admitted fewer than the eight connections for
E. Multiple Bottleneck Links this group, based on the limited capacity of the-S3H5 link.

We now examine the performance of the 24 connectionsThe next group of connections (9—16) share the capacity on
going over the second configuration shown in Fig. 10. In thikeir bottleneck (25 Mb/s) that remains after satisfying all of
configuration, the link capacities are chosen so that there #ne Group 1 connections. These connections are able to drive
three sets of bottleneck links, S+ S2, S2— S3, and S3 the utilization of the link to 94%. The reduction of the target
— H5 for the connections in Group 3, Group 2, and Grourgate is less than that for the first group, receiving nearly 75%
1, respectively. Each group has eight connections, and thfetheir “nominal” desired rate.
connections of each group share a common bottleneck. Thé-inally, Group 3 connections (17-24) which are potentially
connections in Group 1 are limited by the last 5-Mb/s linkmited by the 155 Mb/s link between S1 and S2, get nearly
from S3— H5, the connections in Group 2 are limited by thell their “nominal rate” because the link is only 48% utilized
30 Mb/s link from S2— S3, and finally, connections in Groupon the average. The DEMAND from all of the 24 connections
3 are limited by the 155 Mb/s link St S2. together is only about half the capacity of the 155-Mb/s link,
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thus resulting in no substantial degradation for the Grouphas the potential to combine the best features of VBR, CBR,

connections. and RCBR video without some of their primary drawbacks.
We thus observe that the weighted max—min fair-share

algorithm does the “right thing” in providing a fair allocation

of the bottleneck bandwidth to those connections limited by

it. The resulting performance impact for the video source igy

commensurate with the bandwidth share it receives.
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