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Boolean networks (BNs) have been mainly considered as genetic regulatory network models and are the
subject of notable works in complex systems biology literature. Nevertheless, in spite of their
similarities with neural networks, their potential as learning systems has not yet been fully investigated
and exploited. In this work, we show that by employing metaheuristic methods we can train BNs to
deal with two notable tasks, namely, the problem of controlling the BN's trajectory to match a set of
requirements and the density classification problem. These tasks represent two important categories of
problems in machine learning. The former is an example of the problems in which a dynamical system
has to be designed such that its dynamics satisfies given requirements. The latter one is a
representative task in classification. We also analyse the performance of the optimisation techniques
as a function of the characteristics of the networks and the objective function and we show that the

Density classification problem
State-controlled Boolean network

learning process could influence and be influenced by the BNs’ dynamical condition.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Models of neural networks can be roughly divided into two
classes, i.e., those where there is a directional flow of activation,
such as feed-forward layered networks [1], and those which are
truly dynamical systems, like, for example, those proposed by
Elman [2] and by Hopfield [3].

This is particularly clear in the case of the Boolean Hopfield
model, whose attractors are fixed points (in the usual case with
symmetric synaptic weights). Another well-known Boolean net-
work model is that of Random Boolean Networks (briefly, RBNs),
which display a much richer dynamics than that of the symmetric
Hopfield model. The attractors of finite RBNs are cycles, so the
dynamics are fairly trivial; however, it has been possible to
introduce a notion of ordered vs. disordered attractors, which
represents the analogue (in a finite discrete system) of the
distinction between regular and chaotic attractors in continuous
systems.
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Interestingly, this distinction holds for many properties
usually associated to continuous chaotic systems, as, for example,
the stability of dynamical attractors with respect to small per-
turbations: in the case of ordered systems, small perturbations
usually die out, while in disordered ones they tend to grow.
In RBNs it has been observed that ordered systems usually have
fairly regular basins on attraction, so that two nearby states often
evolve to the same attractor, while in disordered systems they
often go to different attractors. This behaviour is reminiscent of
the “butterfly effect” and this provides a reason why disordered
RBNs are often called “chaotic” (in spite of the fact that, since the
attractors are cycles, the term “pseudo-chaotic” would be more
appropriate). The reason for this choice of terms is the following:
a deterministic discrete system composed by a finite number of
nodes N, each node taking one of M possible values, owns a finite
number of different states, and, evidently, sooner or later reaches
an already visited state: from that moment on the system starts
to repeat the same sequence of states. Nevertheless, the period of
a cycle can range from 1 to MM, and for large systems the
maximum value is so high that such a cycle could be covered
only in a period of time greater than the age of the universe. For
any purposes, a system owning cycles that long is called “pseudo-
chaotic”, or simply “chaotic” [4].

It turns out that the value of the so-called Derrida parameter
£ [4], which is the discrete analogue of the Lyapunov exponent of
continuous dynamical systems, determines whether a given
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family of RBNs tends to display ordered or chaotic behaviours—
£ <1 corresponding to ordered networks and £>1 to chaotic
ones. Particular interest has been raised by those networks which
are in a critical state with ¢ equal to (or close to) 1, i.e, an
intermediate state between order and chaos.

It has been proposed in the past that biological systems should
operate in critical states (or close to the boundary between
ordered and disordered regions, slightly into the ordered region),
on the basis of heuristic arguments which can be summarised as
follows. Biological systems need a certain level of stability, in
order not to be disrupted by fluctuations which can take place
either in the system or in the environment, and they need at the
same time to provide flexible responses to changes in the
environment. While a chaotic system would be poor at satisfying
the first need, a system deeply in the ordered region would fail to
meet the second requirement. A critical system should allow for
an optimal trade-off between the two, therefore natural evolution
should drive biological systems towards critical states [4].

These very same reasons should hold as well for an artificial
learning system. A question may arise as to what are the
conditions for critical networks to outperform ordered and
chaotic ones. A sound, theory-based approach to the design of
effective learning networks could try to answer this question.
Nevertheless, such a theory is still missing. In this work, we make
a first step towards it: we investigate whether and under what
conditions the network’s dynamical regime influences the learn-
ing performance, as long as static environments (i.e., not changing
in time) are concerned. Future work will be aimed at investigating
the case of changing environments.

Another reason of interest on learning Boolean networks
comes from progress in optimisation methods. Note that there
have been some attempts in the past to devise learning algo-
rithms for RBNs, which have met limited success [5,6]. However,
recent advances in the development of effective metaheuristics
offer new tools to tackle the problem of devising RBNs which are
able to perform well in difficult tasks through learning by
examples. In this paper, we propose a principled approach for
training Boolean networks and we show effective performance in
some selected tasks.

This work is structured as follows: Section 2 provides a brief
summary of the main concepts related to Boolean networks;
Section 3 illustrates the optimisation method we apply to train
our networks, whereas Sections 4 and 5 describe the two
applications we focus on, namely, the problem of controlling the
networks’ trajectory to reach a target and the Density Classifica-
tion Problem. In Section 6 we draw our conclusions and indicate
some promising directions for future work.

2. Boolean networks

Boolean networks (BNs) have been introduced by Kauffman
[7,4] as a genetic regulatory network model. BNs have been
proven to reproduce very important phenomena in genetics and
they have also received considerable attention in the research
communities on complex systems [8,4]. A BN is a discrete-state
and discrete-time dynamical system whose structure is defined
by a directed graph of N nodes, each associated to a Boolean
variable x;, i=1, ..., N, and a Boolean function f;(x;,, . . X ), where
K; is the number of inputs of node i. The arguments of the Boolean
function f; are the values of the nodes whose outgoing arcs are
connected to node i (see Fig. 1a). The state of the system at time ¢,
te N, is defined by the array of the N Boolean variable values at
time t: s(t) = (x1(t),...,xy(t)). The most studied BN models are
characterised by synchronous dynamics—i.e., nodes update their
states at the same instant—and deterministic functions (see
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Fig. 1. An example of a BN with three nodes (a) and its corresponding state space
under synchronous and deterministic update (b). The network has three attrac-
tors: two fixed points, (0,0,0) and (1,1,1), and a cycle of period 2, <(0,0,1),(0,1,0))>.

Fig. 1(b)). However, many variants exist, including asynchronous
and probabilistic update rules [9]. BN models’ dynamics can be
studied by means of classic dynamical system methods [10,11],
hence the usage of concepts such as state (or phase) space,
trajectories, attractors and basins of attraction. BNs can exhibit
complex dynamics and some special ensembles have been deeply
investigated, such as that of random BNs. Recent advances in this
research field, along with efficient mathematical and experimen-
tal methods and tools for analysing BN dynamics, can be mainly
found in works addressing issues in genetic regulatory networks
or investigating properties of BN models [12-15]. A special
category of BNs that has received particular attention is that of
RBNs, which can capture relevant phenomena in genetic and
cellular mechanisms and complex systems in general. RBNs are
usually generated by choosing at random K inputs per node and
by defining the Boolean functions by assigning to each entry of
the truth tables a 1 with probability p and a 0 with probability
1—p. Parameter p is called bias. Depending on the values of K and
p the dynamics of RBNs is called either ordered or chaotic. In the
first case, the majority of nodes in the attractor is frozen and any
moderate-size perturbation is rapidly dampened and the network
returns to its original attractor. Conversely, in chaotic dynamics,
attractor cycles are very long and the system is extremely
sensitive to small perturbations: slightly different initial states
lead to divergent trajectories in the state space. RBNs temporal
evolution undergo a second order phase transition between order
and chaos, governed by the following relation between K and p:
K. =[2p.(1-p.)]~', where the subscript ¢ denotes the critical
values [16]. Networks along the critical line show equilibrium
between robustness and adaptiveness [12]; for this reason they
are supposed to be plausible models of the living systems
organisation. Recent results support the view that biological
genetic regulatory networks operate close to the critical region
[15,17,18].

3. Training Boolean networks by metaheuristics

BNs have been mainly considered as genetic regulatory net-
work models, enabling researchers to achieve prominent results
in the field of complex systems biology [19,20,12,9]. Nevertheless,
in spite of their similarities with neural networks, their potential
as learning systems has not yet been fully investigated and
exploited. In this section, we first summarise the works in the
literature that concern training or automatic designing BNs
(Section 3.1) and then, in Section 3.2, we illustrate our method
to tackle two notable applications: the problem of controlling the
BN'’s trajectory to reach a target state (Section 4) and the density
classification problem (Section 5).
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We wish to remark that Section 3.2 contains basic definitions
and concepts from metaheuristics and learning theory; the novice
to these fields is encouraged to carefully read this section, whilst
the expert is advised to at least skim through it to familiarise with
the terminology we use throughout the paper.

3.1. Related work

The first work concerning BNs as learning systems has been
presented by Patarnello and Carnevali [5] who trained a feed-
forward Boolean network to perform binary additions. The train-
ing algorithm used was Simulated Annealing [21]. A study on the
automatic design of BNs appeared the same year and was
proposed by Kauffman [22]. The goal of the work was to generate
networks whose attractors matched a prescribed target state. The
algorithm proposed is a sort of genetic algorithm with only a
mutation operator (no crossover) that could either randomly
rewire a connection or flip a bit in a function’s truth table, and
extreme selection pressure: once a fitter individual was found it
would replace the whole population. The process is analogous to a
stochastic ascent local search. Lemke et al. extend this scenario
[23] in that they require a network to match a target cycle. In this
work a full-fledged genetic algorithm (with crossover) is
employed. Another evolutionary approach is adopted by Esmaeili
and Jacob in [24], where they require a population of RBNs to
maximise a fitness function defined by a combination of several
feature like network sensitivity, number of attractors and basin
entropy. In their algorithm, a network can undergo changes in
both functions and topology. Notably, mutation operator was
allowed to add or delete a node. Their study is limited to networks
of small size (N <10). Several works addressing evolution of
robust BNs have been proposed by Drossel and others. In these
works, robustness is intended as the capacity of a network to
return to the same attractor after a random flip occurs in one of its
nodes. Various search strategies have been employed and will be
outlined in the following. In [25] the authors applied a stochastic
ascent (called “adaptive walk” in the paper) to networks with
canalising functions; the move operator could rewire a connection
or replace a function with a canalising one. The next three
contributions revisited and extended this last paper, with the
same goals of finding robust networks. Mihaljev [26], instead of a
local search, proposes a genetic algorithm whose mutation opera-
tor is the move procedure described above. Fretter [27] studies the
dynamical properties of evolved networks with any functions, not
only canalising ones. Szejika [28] extends her previous work and
this time investigates the behaviour of evolved networks with
Boolean threshold functions. Another genetic algorithm was
proposed by Roli et al. to design network with prescribed attractor
length [29,56]. In a work by Espinosa-Soto and Wagner [30],
populations of random Boolean threshold networks (a special case
of RBNs) are evolved, by means of a genetic algorithm, to
investigate the relationship between modularity and evolvability
of genetic regulatory networks. The actual algorithm utilised is a
simple genetic algorithm with constant size population, no cross-
over and a mutation operator capable of modifying edge weights
in the topology graph. In a more recent work, Benedettini et al.
[31] employed an Iterated Local Search metaheuristic to auto-
matically design networks with maximally dissimilar attractors.
Finally, we mention a work in which probabilistic BNs are trained
so as to learn the equality function [6].

In summary, the techniques proposed in the literature to train
a BN belong to either of two families: local search (stochastic
ascent and variants, Simulated Annealing, etc.) and genetic algo-
rithms (with variants in the genetic operators). The methods used
are quite simple and might not be effective in tackling hard
learning tasks. Indeed, the goals addressed in the literature are

mainly concerned with investigating phenomena in evolutionary
biology, rather than tasks in machine intelligence. We believe that
the recent advances in engineering stochastic local search can be
fruitfully applied also in the task of training BNs. In this paper, we
show that advanced local search strategies, as well as algorithm
engineering and analysis, enable us to train BNs for accomplishing
difficult learning tasks.

In the next section we present our training methodology
which, by means of an optimisation algorithm, modifies the
structure of a RBN. For this reason, in the following we refer to
the objects manipulated by the optimisation algorithm with the
more general acronym “BNs”, remarking in such a way that they
are no longer RBNs.

3.2. Methods

In this work, we adopt the supervised learning paradigm. We
suppose that it is possible to define an objective function that
evaluates the performance of a network with respect to a given
task to be accomplished. Besides the objective function, the
learning process requires that some parameters of the system
can be subjected to variations according to a learning algorithm.
Since there are no dedicated algorithms for general BNs, we
formulate the learning process into an optimisation problem.
A prominent example of this approach is evolutionary robotics, in
which evolutionary computation techniques are used for design-
ing robots controlled by neural networks [32]. In this perspective,
the learning process of a BN can be modelled as a combinatorial
optimisation problem by properly defining the set of decision
variables, constraints and the objective function. In this work, we
employ metaheuristics to tackle this optimisation problem.
Metaheuristics (a.k.a. stochastic local search techniques [33])
are general search strategies upon which a specific algorithm
for solving an optimisation problem can be designed [34].
Examples of metaheuristics are Simulated Annealing, Tabu
Search, Iterated Local Search, Ant Colony Optimisation and
Genetic Algorithms. In our approach, which is illustrated in
Fig. 2, the metaheuristic algorithm manipulates the decision
variables which encode the Boolean functions of a BN. A complete
assignment to those variables defines an instance of a BN.
This network is then simulated and evaluated according to the
specific target requirements. A specific software component is
devoted to evaluate the BN and returns an objective function
value to the metaheuristic algorithm that, in turn, proceeds with
the search. Therefore, the evaluation provides the feedback used
in the learning process.

Many successful metaheuristics are based on the iterative
perturbation of a current candidate solution; notable instances
of this scheme are Simulated Annealing and Tabu Search.
The search process starts from an initial candidate solution and
iteratively produces new candidates by (slightly) perturbing the
current one, until some termination criterion is met (e.g., the

target
requirements

simulation

Boolean

evaluator x

Network

objective function
value

network
model

metaheuristic [<

Fig. 2. Scheme of the process for training a BN. The BN is simulated and its
behaviour is compared to the desired one defined by specific requirements. The
evaluator component provides a feedback to the metaheuristic, which manip-
ulates the BN parameters.
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computation time limit is reached). Different search strategies can
be defined by instantiating the two basic choices in the scheme,
i.e., the generation and the choice of the next possible candidate
solution and the acceptance criterion. These search strategies
have been extended and improved, for example by adding
advanced exploitation and exploration strategies [35].

Another prominent family of metaheuristics is that of genetic
algorithms (GAs), which belong to the broad class of evolutionary
computation techniques [32]. The general scheme of GAs is
illustrated in Algorithm 1. The algorithm iteratively generates a
new population of candidate solutions by applying operators
such as selection, mutation and recombination to the current
population. This search strategy actually performs a biased
sampling of the search space; the parameters of the probabilistic
model used for sampling are iteratively adapted in order to
concentrate the search in promising areas of the search space.

Algorithm 1. Genetic algorithm high-level scheme.

P« GeneratelnitialPopulation()

Evaluate(P)

while termination conditions not met do
P’ « Recombine(P)
P’ «— Mutate(P')

Evaluate(P")

P« Select(P”,P)

end while

OO U D WN =

In the experiments that will be described in the following, a
specific metaheuristic has been used, namely Iterated Local
Search (ILS), which extends the basic perturbative search. ILS is
a well-known algorithmic framework, illustrated in Algorithm 2,
successfully applied to many hard combinatorial optimisation
problems [36,37]. ILS makes it possible to combine the efficiency
of local search with the capability of escaping from the basin of
attraction of local optima. ILS applies an embedded stochastic
local search method (line 6) to an initial solution until it finds a
local optimum; then it perturbs the solution (line 5) and it
restarts local search.

Algorithm 2. Iterated Local Search high-level framework.

—_

INPUT: A LOCAL SEARCH

s« generatelnitialSolution ()

s* «localSearch (s)

while termination conditions not met do
s’ —perturbation (Spes;)
sj, < localSearch (s')
s* —acceptanceCriterion (s*,s;.)

end while

return s*

A R

In this work we implemented the following choices to
instantiate the ILS framework.

Acceptance criterion: accept a new solution if it is better than
the current best one.

Perturbation: for each node function a random flip in the truth
table is performed. This choice makes ILS not too close to random
restart, while keeping the perturbation computationally fast and
easy to implement. As a drawback, local search moves can undo
such perturbation, albeit unlikely.

The last component to be defined is the embedded local search
procedure. We opted for Stochastic Descent (SD), a very basic
search strategy, which, despite its simplicity, proved to be very
effective. SD is a problem-independent local search algorithm
whose pseudo-code is shown in Algorithm 3.

Algorithm 3. Stochastic descent.

1: INPUT: A SOLUTION S, AN OBJECTIVE FUNCTION F,
a neighbour definition A/
2 Shest S
3 v ‘_N(Sbest)
4. repeat
5: randomly pick a neighbour sq € N without replacement
6 if F(sg) < F(Spes;) then
7 Shest < S0
8: V‘_N(Sbest)
9: else
10: VWS
11:  endif
12: wuntil timeout or v=0
13: return Spes

In order to apply this algorithm to our task, we need to
instantiate its problem-dependent components: the solution
representation, that is, a state in the search space, the objective
function and a suitable neighbour definition.

Search state: a search state is a BN.

Initial solution: a random BN with defined N, K and bias p.

Neighbour definition: this component defines the modification,
or move, performed on the current solution. For this experiment,
first we randomly choose a node function, then we flip a bit in its
truth table. The pair (node, truth table position) is uniformly
sampled without replacement.

The objective function depends on the specific task to be
accomplished, therefore it will be described separately for each
case study presented. In the problems that will be discussed, the
goal of the search is to minimise the objective function, which can
thus be considered as an error function.

4. Target state-controlled Boolean networks

In this section, we describe the experiments in which we train a
BN in such a way that some requirements on its trajectory are
fulfilled. The problem of designing a dynamical system such that its
trajectory in the state space satisfies specific constraints is a typical
control problem. In the case of BNs, which in the general case
exhibit complex dynamics, this task is not trivial for an automatic
procedure because an assignment of Boolean functions must be
found such that the resulting BN dynamics fulfils the requirements.
This problem has been chosen with the aim of assessing the
effectiveness of our approach. In fact, for a BN with N nodes and K
inputs per node, the whole search space has a cardinality of 2%V

In this work, we are concerned with tasks in which a target
state must be reached, subject to additional constraints. Given are
an initial state so, a target state § and a number of network
simulation steps T. The goal is to design a BN such that the
trajectory in the state space with origin in sy reaches the target
state § in one of the following conditions:

1. the target state § is reached in a number of steps less than or
equal to T;

2. the target state $ is reached for the first time at step t, such
that t e[z,T], 0 <z < T, where z is a parameter of the problem;

3. as point 2, but with the additional requirement that the target
state is a fixed point.

4.1. Experimental setting

The BNs used for this task have N=100 nodes and K=3 distinct
inputs per node (no self-connections). The connections of the
networks are randomly generated. The initial Boolean functions
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are also randomly generated with bias p € {0.5,0.788675,0.85}. We
recall that, for RBNs, the Lyapunov exponent A can be analytically
calculated as follows: 1 =1log & =1log[2p(1—p)K] [38, equation 27],
where ¢ is the Derrida parameter. Such bias values, if substituted in
the previous equation, correspond to chaotic (1 > 0), critical (1= 0)
and ordered (4 < 0) regimes, respectively. For each value of p, 30
RBNs have been generated. The initial state s, of each BN is
generated according to a uniform distribution over the whole state
space. The target state § is likewise randomly generated.

The metaheuristic search used for designing the BN is ILS,
which has been described in Section 3.2. Since the goal, in all the
three cases, consists in reaching a given target state, the neigh-
bourhood of the current solution can be sampled with a heuristic
bias, trying to focus the search on promising neighbours of the
current solution. To this aim, the node function to be changed is
chosen among the ones corresponding to nodes whose values do
not match the target state. The rationale behind this heuristic is
that of “repair algorithms”, in which local search moves only
affect the parts of the current solution that contribute to increas-
ing the objective function (to be minimised).

For each experiment, 100 000 iterations of the optimisation
algorithm have been executed. Each iteration corresponds to a
simulation of the respective BN trajectory lasting T steps, with
T=1000 (i.e., 1000 BN state updates).

4.1.1. Task 1: reaching a target state

The goal of this case study is to train a BN in such a way that its
trajectory reaches a given a target state $ at least once within the
temporal left-open interval ]0,T]. The evaluation of a BN is done
on the basis of the evolution time step in which the BN presents
the largest number of Boolean variables matching the target state.
Let u(t) be the function returning the number of Boolean variables
matching the target state at each simulation step t, with t
belonging to the left-open interval 10,T]; the objective function
ftask1, to be minimised, can be described as follows:

. u(t)
ftaskl = tren]%)pf] (1 - T) .

To assess the robustness of the process, we compute the
fraction of successful runs at each iteration of the algorithm, i.e.,
we estimate the success probability at iteration t, defined as the
probability that a network with minimal objective function is
found at generation t’ <t. This kind of statistic is also known as
run length distribution [33]. The results obtained are shown in
Fig. 3. We first note that all the BNs with initial bias p=0.85 reach
the goal within 80 000 iterations of the optimisation algorithm.
Also BNs initially in critical regime attain good performances,
whereas only 10% of chaotic BNs reaches the goal. In order to
explain this phenomenon, it is necessary to study the character-
istics of the search landscape, as usually done in local search
applications to combinatorial problems [33]. The search land-
scape is defined as a labelled graph whose vertices represent the
search space states (in this case, the Boolean functions of the
network), edges connect neighbouring states (in this case the
topology of the graph is an hypercube, since we use a 1-Hamming
neighbourhood) and vertex labels denote the objective function
value associated to the search space states. It is commonly
acknowledged that when the landscape is smooth, i.e., when
neighbours have similar objective function values, local search
is more effective than in the rugged case, in which the values
across neighbouring states are characterised by high variance
[33]. This property can be assessed by estimating the autocorrela-
tion of the landscape. Smooth landscapes are characterised by
high autocorrelation, while rugged ones have low autocorrelation
[39]. The autocorrelation of a series G=(gy,...,8,) of objective
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Fig. 3. Run length distribution related to task 1: reaching a target state.

function values is computed as

_ P88 (8 1-8)
Sk (&8’
where g is the average value of the series. This definition refers to
the autocorrelation of length one, i.e., that corresponding to series
generated by sampling 1-Hamming neighbouring states in the
search space. In optimisation problems, landscape autocorrelation
obviously depends on the objective function and it is in general
impossible to know in advance whether the neighbourhood
structure combined with the objective function will produce a
smooth, hence easy to be explored, landscape. However, in the
case of BN design by metaheuristics, we can exploit a little piece
of information concerning the type of tasks BNs are trained to
perform. Indeed, the objective function is affected by BN
dynamics, especially in those tasks in which it is a direct function
of some properties of the BN trajectories in the state space. In
particular, the dynamical characteristics of the initial BNs may
have a strong impact on the effectiveness of local search, because
they set the autocorrelation values of the landscape in which the
search starts. BNs generated randomly with p=0.85 are very
likely to be ordered, therefore small changes in their Boolean
functions correspond to small variations in the BN dynamics,
hence small differences in the objective function values. Con-
versely, most of the BNs generated with p=0.5 behave chaoti-
cally: slightly differing chaotic networks have a very different
behaviour, similarly to what we have described in Section 2
concerning perturbations in the initial state. Therefore, the initial
search landscape is very likely to be smooth in the case of ordered
networks, whilst it is expected to be rather rugged for chaotic
ones. Since critical BNs? are known to exhibit characteristics
typical of ordered networks, but slightly perturbed towards
chaotic ones [40], they are expected to induce a landscape with
properties not dramatically differing from that of ordered ones.
For each network’s dynamic class we computed the empirical
autocorrelation of 1000 time series obtained by collecting the
objective function values along a random walk of 100 steps
starting from 30 randomly generated initial candidate networks
for each value of p €{0.85,0.788675,0.5}. The boxplots in Fig. 4
summarise the statistics of the values of autocorrelation of the
landscapes induced by the three BN dynamical regimes, respec-
tively. Boxplots represent the main statistical features of a

r

2 Generated with p=0.788675.
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networks in different dynamical regimes.

distribution in a compact way [41]. In particular, they show the
median (central segment) and the 1st and 3rd quartiles (lower
and upper sides of the box, respectively); sample minimum and
maximum, along with outliers, are depicted as segments and
points external to the box. We note that thelandscape corre-
sponding to ordered and critical networks is highly correlated
(median r~0.9), whilst the one of chaotic networks is not
(median r ~ 0.4). Critical BNs induce a correlated landscape, even
though not as much correlated as the one induced by ordered
ones. This result provides evidence to the hypothesis that initial
networks’ dynamical regime affects local search effectiveness. It is
important to point out that BN dynamics might be less relevant
when the objective function does not strongly depend upon BN
trajectories in the state space. In fact, when this dependence is
loose, we expect the impact of initial BN dynamics to be smaller,
as we will see in Section 5.

4.1.2. Task 2: reaching a target state within a given time window

The goal of this second case study is to design a BN whose
trajectory reaches a given a target state $ at least once within the
temporal interval [z,T], but not before z, with z € ]0,T]. In this case,
the objective function should be defined with care. Indeed, it is
important that the function not only reaches its minimum if the
constraint on the trajectory is reached, but it should also guide
the search toward the satisfaction of such constraint. Therefore,
we assign a certain reward also to those BNs whose trajectory
reaches a state either almost congruent to the target one or a
certain number of simulation steps t before z. To implement this
reward rule, we define a family of functions f(t; y) on the interval
[0,T] as follows:

0, t<z—1,
t—z|”
ft:y= 1—‘7 , z-T<t<z
1, t>z

The function f(t; y) is plotted in Fig. 5: note that BN states before z
can be rewarded in several ways, depending on the value of
parameters y and t. Let u(t) be the function returning the number
of nodes matching the target state at each simulation step t, with
t €]0,T], the objective function fi.sk> can be described as follows:

1 it YO 02—,
N
fmskz = u(t) . (M
1-f(t;7) N otherwise.

Note that this objective function does not reward at all those BNs
whose trajectory reaches the target state before z—.

In Fig. 6, we show the results attained with z=500 and
adopting the following parameter setting: t=10 and y=2.
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Fig. 5. Function f(t;y) used to assign a reward to partially successful BNs. In the
figure, the function with y =2 is plotted.
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Fig. 6. Run length distribution related to task 2: reaching a target state within a
given time window.

Analogous results have been obtained with z=50 and z=100,
the case of z=500 being the hardest for the learning process.
In addition, different values of 7 and y have been tested
(1t €{10,20,50,100} and y € {0.5,1,2}) and no statistically signifi-
cant difference was observed.?

The performances attained in this task are qualitatively the
same as for the previous case study, even if the overall perfor-
mance is lower with respect to the previous case. This is not
surprising, as this task is rather more difficult than the previous
one. Also for this task we computed the empirical autocorrelation
of the search landscape and we obtained the same qualitative
results as in the previous case.

4.1.3. Task 3: reaching a fixed point target state within a given time
window

The goal of this third case study is the same as the previous
one, with a further constraint: when a BN trajectory reaches the
target state, then such state must be kept. In other words, the
target state must be a BN fixed point. As in the previous case
study, we assign a certain reward also to those BNs whose
trajectory reaches a state either almost congruent to the target
one or a certain number of simulation steps t before z. At each
network evaluation, let z’ € [z—7,T] be the simulation step corre-
sponding to the state with the largest number of Boolean

3 We applied both y2 test and Fisher’s test [42] to the success percentages and
the null hypothesis (i.e., equal distributions) could not be rejected.
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variables congruent to the target state. To verify that BN state in z’
is a fixed point of the BN, it is enough to check if the state at z/+1
is equal to the one in z'. If this occurs, then we can assert that the
BN trajectory has reached a fixed point. This statement is valid
because we are considering BNs with deterministic dynamics and
synchronous state updates.

Analysing the requirements, two different main features can
be noticed: first of all, the network must reach the target state,
but not before z—7. To evaluate this aspect, we can use the same
objective function as in the previous case study, which is defined
by Eq. (1). The second issue consists in making the target state a
fixed point for the BN. A way to merge these two aspects is to
define an objective function f.s3 based on a weighted mean,
as follows:

. u(t)
1 if —*=1, te]0,z—1],
ftask3 = N .
ax(z)+(1—w)y(z’) otherwise,

where x(z') is defined by Eq. (1) and y(z) is a function that
compares the BN states in z and z'+1, returning the ratio
between number of not congruent Boolean variables and the
total number of BN nodes. Thus, when y(z') = 0, the BN state in z/
represents a fixed point for the BN.

Different values for o account for different relative importance
between reaching the target state and keeping it. We tried several
values of this parameter (« e {0.25,0.5,0.75}) to estimate its
impact on the optimisation process. We noticed that small values
of o (i.e,, . <0.5) lead to a slightly better performance than the
one attained with o = 0.75. In Fig. 7, we show the results obtained
with oo =0.5 and other parameters set to the same values as the
results showed for the previous case study. We can note that the
overall performance is better than in the previous case. We
conjecture that the behaviour of the local search is positively
affected by the introduction of the objective function component
accounting for the fixed point constraint. In fact, once a BN is
tuned such that a fixed point is reached, it is not hard to further
change the Boolean functions so as to match the target state. This
conjecture finds an independent support in a recent work in
evolutionary robotics [43].

These experiments show that it is possible to train BNs to
reach a given target state, while fulfilling additional requirements
on the trajectory. The relevant point in these experiments is that
the automatic procedure which realises the learning process is
able to find a successful assignment of Boolean functions to the
nodes by exploring a very large search space, thus showing that it
is possible to control the dynamics of a BN. In addition, we also
explained the reason why the performance attained starting with
ordered and critical BNs is better than the one starting with
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Fig. 7. Run length distribution related to task 3: reaching a fixed point target state
within a given time window.

chaotic networks in terms of autocorrelation of the search
landscape.

In the next section, a more complex task will be discussed in
which a BN must tackle a classification problem.

5. Density classification problem

The Density Classification Problem (DCP), also known as
Density Classification Task, first introduced by Packard, is a
simple counting problem [44] born within the area of cellular
automata (CA), as paradigmatic example of a problem hardly
solvable for decentralised systems. Informally, it requires that a
binary CA (or more generally a discrete dynamical system—DDS)
recognise whether an initial binary string contains more 0s or
more 1s. In its original formulation, the nodes (or cells) are
arranged in a one-dimensional torus and can interact only with
the neighbouring ones. The problem is designing simple rules,
governing the dynamics of each node, in such a way that the
system is driven to a uniform state consisting of all 1 s, if the
initial configuration contains more 1s, or all 0s otherwise. In
other words, the convergence of the DDS should decide whether
the initial density of 1 s is greater or lower than 1/2.

Although the assignment might look trivial, it is a challenging
problem and it is known to have no exact solution in the case of
deterministic one-dimensional CA [45]. This difficulty stems from
the impossibility to centralise the information or to use counting
techniques: the convergence to a global uniform state must be
obtained by using only local decisions, i.e., by using just the
information available within the close neighbours of a node.
Given these difficulties, various modifications to the classical
problem have been proposed, including stochastic CA, CA with
memory, CA with different rules succeeding in time (see [46] and
references cited therein). Interestingly, some authors directly
investigated the dichotomy between the local nature of the CA
and the global requirements of the related DCP by allowing
the presence of long-range connections within the links of the
otherwise local neighbourhood [47-50]. In particular, it can be
shown that the simple majority rule applied on random topologies
outperforms all human or artificially evolved rules running on an
ordered lattice [49,50]; a performance gap that increases with the
number of nodes [50]. The majority rule states that the value of a
CA cell at time t+1 is O (resp. 1) if the majority of its neighbours
has value O (resp. 1) at time t.

These last two cited studies demonstrate that RBNs can
effectively deal with the DCP. Our aim in this section is demon-
strating that learning RBNs are flexible objects, able to attain a
performance comparable to a hard-to-match benchmark such as
the majority rule. Therefore, we do not use extremely large
neighbourhoods or network sizes, but rather we focus our atten-
tion to the learning process itself, leaving scaling issues to
further work.

In order to define the learning processes, we divide the nodes
of a BN into three (possibly overlapping) groups: input nodes,
output nodes and hidden nodes. This setting nevertheless does
not completely specify the overall learning scheme: in fact, input
nodes could maintain the initial values or could be involved in the
usual BN dynamics, output nodes could have or not have feed-
backs on the hidden/input nodes. Moreover, it is not clear what is
the influence on the final attractors of the initial conditions of
hidden and output nodes. A possibility, explored in the previous
studies [51,52,56], consists in partitioning network nodes into
input, hidden and output nodes. In this setting, the value of input
nodes is externally imposed and does not change during network
evolution, whereas hidden and output nodes are driven, as usual,
by their transition function. However, in [51,56] it is also shown
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that different initial settings of hidden and output nodes typically
lead to different attractors, making the analysis of the network’s
answer difficult. For the DCP we opt for an easier choice: we
establish that (a) all network nodes are input nodes, (b) all nodes
are output nodes, and (c) there are no hidden nodes. In such a
way, no node has a characterisation different from the usual one,
the initial conditions are well defined and the correct answers can
be identified with the two vectors composed by “all 0” and “all 1”
values. Finally, and coherently with the Boolean nature of BNs, in
order to correctly interpret oscillating asymptotic states it is
enough to compute the time averages node per node, assigning
“0” to the averages lower than 0.5 and “1” otherwise.

In this paper we use two groups of RBNs having, respectively,
11 and 21 nodes (odd numbers, as usual in the DCP, in order to
avoid ambiguous situations where 0 s and 1 s are equally present;
moreover we wished to keep computation times manageable),
each with connectivity K=3: this choice makes the formation and
detection of local majorities possible. We create a training and a
testing set for each N e {11,21}, assembled in order to uniformly
sample the whole range of the density possibilities in initial
condition vectors. Thus, in the training set, if N is the number of
nodes, we have N vectors having one component set to 1 and the
others set to 0, N vectors having two components set to 1 and the
others set to 0, etc., up to N vectors having N—1 components set
to 1 and the other one set to 0. To that, we add N vectors having
all components set to 1 and N vectors having all components set
to 0, for a total of N(N+ 1) examples. This last addition emphasises
the importance of giving a correct answer when the example
coincide with one of the targets. The test set is similar, but lacks
the first two and the last two series of the training set, in order to
avoid useless reiterations of fitness evaluation. Therefore, the set
is composed of N(N—3) samples.

In order to employ a BN as a classifier, we need to specify some
kind of procedure, a classification function, that maps an example
to a class. In the following we detail such procedure. A network
assigns examples to classes by following these steps. Let us call
these classes gy (majority of zeroes) and ¢; (majority of ones).
Given an example s, a network is evolved up to an attractor
starting from initial condition s; the temporal average of the
attractor is computed and then the resulting vector is binarised
with threshold 0.5, that is, values are rounded to the nearest
integer*: a binary vector is so obtained. If this vector contains
more zeroes than ones (respectively, more ones than zeroes) the
network assigns s to oy class (resp., o1 class).

5.1. Experimental setting

We carried out our experiments on networks consisting of
classical RBNs with constant input connectivity K=3 and
N e {11,21}. BNs are labelled as critical, ordered or chaotic accord-
ing to the function bias values used to generate them. Details on
network parameters are given in the following:

Critical ensemble: for each number of nodes N e {11,21} and for
each function bias p € {0.211324,0.788675} we generated 50 net-
works for a total of 200 RBNs.

Ordered ensemble: for each number of nodes N e {11,21} and
for each function bias p € {0.15,0.85} we generated 50 networks
for a total of 200 RBNs.

Chaotic ensemble: for each number of nodes Ne{11,21} we
generated 100 networks with function bias p=0.5 for a total of
200 RBNs.

These networks are the initial solutions in our local search
algorithm and will be collectively referred to as initial set.

4 Values equal to 0.5 are rounded to 1.

The local search used for training the BNs is ILS, described in
Section 3.2. After preliminary experiments on a randomly
selected subset of networks, we determined the termination
criterion for the local search, which is also the only parameter
to configure. We decided to stop our ILS algorithm after 150 000
networks have been evaluated. Within this limit, we observed
that the local search reaches stagnation. At each improvement
over the previous incumbent—i.e., the currently best found
solution—we recorded the node functions of the new best
solution.®

The objective function evaluates a BN classifier on the training
examples. The objective function is to be minimised and has
values in the [0, 1] interval. The evaluation process is remarkably
similar to the definition of classification function given at the end
of paragraph 5, up to the computation of the binary vector:
we initialise the network to be evaluated with an example s,
we evolve it to an attractor A, we compute the temporal average
of A and binarise it with threshold 0.5 obtaining a Boolean
vector v. The contribution of s e {0, 1}" to the objective function
is the following: if s belongs to ago (resp., g;) the objective
function value is wy(v)/N (resp., (N—wy(v))/N), where wy(v) is
the Hamming weight of vector v—i.e,, the number of ‘1’
entries—and N is the network size. The contributes of all training
examples are added up and divided by the number of examples
seen. Notice that this definition entails that if the objective
function is 0 then the BN classifier correctly classifies all examples
in the training set. The converse, however, is not true: a BN might
correctly classify all training examples even if its objective
function is greater than zero.

In order to measure the classifying capabilities of the opti-
mised networks, we compared them to BNs with a very specific
structure. We thus generated a new ensemble, labelled benchmark
set, whose networks have random topology, input connectivity
equal to 3 and whose node functions are all equal to the Boolean
majority function on three inputs. The benchmark set contains
100 BNs with N=11 nodes and 100 BNs with N=21 nodes.

5.2. Results

In this section we outline the analysis performed on data
gathered from the experiments. We perform two kinds of analy-
sis. Firstly, we assess the classification error of our optimised
networks and we compare it with the BNs in the benchmark set
(Section 5.2.1). Secondly, we analyse the network generated
during the search process and show to what extent selected
network features are affected by the optimisation algorithm
(Section 5.2.2). Finally, we compare the performance of our ILS
with genetic algorithms (Section 5.2.3).

5.2.1. Performance analysis

The performance of the optimised networks is measured
by the classification error, that is, the fraction of misclassified
examples.

Fig. 9 depicts the main statistical features of the distribution of
the classification error on the test set. Each boxplot represents the
statistics of the classification error attained in 50 independent
runs (see Section 5.1), for each network category. These plots
compare the networks in the benchmark set (leftmost boxplot)
with the classifiers generated by our metaheuristic starting from
networks in the critical (second boxplot), ordered (third boxplot)
and chaotic (last boxplot) ensembles. Performances of optimised
networks do not significantly differ if the local search starts from
either ensemble, although the distribution of the error for the

5 We recall that the local search move does not change network topology.
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chaotic ensemble has the lowest minimum (for N=11 it ties the
minimum on the ordered networks). We analysed the autocorre-
lation of the search landscapes, as done in Section 4. Since in this
case the classification error appears similarly distributed across
ordered, critical and chaotic BNs, we do not expect high variance
in landscapes autocorrelation. The boxplots showing the main
statistics of this analysis are depicted in Fig. 8. As in the previous
test case, the autocorrelation of the landscape corresponding to
ordered and critical BNs is higher than that of chaotic BNs.
Nevertheless, the median autocorrelation coefficient r is rather
low, ranging in [0.4,0.6] across all dynamical regimes. In addition,
both the difference among the medians is quite low and the
extreme values span across wide, overlapping, ranges. This result
explains why, in this case study, we do not observe a difference
across network’s dynamical regimes as striking as in the case
discussed in Section 4. It is important to stress that the objective
function used in this task only loosely depends upon the BN
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trajectories in the state space, as it is rather affected by BNs
steady state behaviour.

The remarkable performance gap between the benchmark and
ILS observed when going from 11 to 21 nodes can be explained by
the fact that, as previously noted, the majority rule cannot be
improved and its classification performance increases with the
number of nodes [45,50]. As a matter of fact, Fig. 9 shows that
performances attained by ILS with both network sizes are similar
(the median for N=11 is actually slightly lower).

It is also important to mention that even this optimisation
scheme might be subject to overtraining. In this context, overtraining
means that the network returned by our local search might not be
the classifier that achieves the smallest classification error on the
test set. Fig. 10 shows two typical examples of overtraining. These
plots depict the classification error (y-axis) on both training and test
sets attained by the current best network for every iteration of the
local search (x-axis). As expected, the training error curve is non-
increasing since our objective function approximates from above the
classification error on the training set (see remarks at the end of
Section 5.1). On the other hand, the test error curve has a global
minimum before the local search reaches its optimal solution.
Specifically, in Fig. 10(a) the classification error on the test set has
a minimum at about iteration 10 000, while in Fig. 10(b) we have a
minimum around iteration 3000.

For this reason, for each algorithm execution we kept track of
all the networks generated whenever a new local optimum was
found; that way we could choose the BN which minimises the
classification error on the test set.

5.2.2. Analysis of learning process

In the following, we analyse statistical properties of the net-
works generated by the search process. Specifically, we compare
the initial networks in each ensemble with the best classifiers
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returned by our local search, i.e., the best BNs that achieve the
smallest error on the test set (henceforth referred to as “optimised
networks”).

The comparison is performed on the following network mea-
sures: number of attractors, average attractor period, average
network sensitivity and pattern distance. In order to calculate the
former two measures, we simulate a network up to an attractor
starting from all the possible initial conditions.

The average network sensitivity (or network sensitivity for
short) is a well-known measure often used in BN analyses [53,54].
Network sensitivity, determined according to the formulas in the
previously cited papers, is defined as the average of node function
sensitivities sz The sensitivity sy of a K-variable Boolean function
f measures how sensitive f is to a change in its inputs, and
is calculated as follows. Let us define sp(x)=|{X'|f(x) # f(x)A
du(x,x')=1}| where x € {0, 1}¢ and dy is the Hamming distance.
The sensitivity is thus sy = (1/2)3", . 0.1xS¢(%).

The pattern distance measures the average similarity of the
node functions to the Boolean majority function and is computed
as follows. Let us denote with v; {0, 1}® the truth table of the i-th
node transition function; we compute the average over all nodes
v=(1/N) Z?:o v;. We obtain a new binary vector 7 e {0,1}V by
rounding v to the nearest integer (0.5 is rounded to 1). We finally
compute the Hamming distance of 7 to (0,0, 0, 1, 0, 1, 1, 1), which
is the truth table of the Boolean majority function of three inputs.
Notice that a pattern distance equal to 0 does not imply that all
network functions match the majority rule.

Sensitivities of the optimised networks have similar character-
istics regardless of the dynamical regime of the initial networks
(Fig. 11). This is a further explanation for the similarity between
the distributions of the classification errors reported in Fig. 9.
However, the distribution of the number of attractors of opti-
mised networks and their average periods (not shown) just
slightly differ. This observation needs more detailed considera-
tions. Optimised networks show a sensitivity of about 1.3 regard-
less of both initial dynamical state and number of nodes.
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A sensitivity greater than one indicates a network with chaotic
dynamics, as shown in [53], where an explicit relation between
network sensitivity and Lyapunov exponent is given, and in [54]
where the same conclusion is reached by a different argument.
Nevertheless, a recent work has shown that networks which
undergo an optimisation process could exhibit features from all
dynamical classes [27]. This fact has also been confirmed in [31]
and the actual results seem to provide further evidence for this
property. These issues need more extended analyses and will be
investigated in further work.

Fig. 12 illustrates the evolution of the pattern distance through-
out the search process. The y-axis represents the pattern distance
averaged over a network ensemble and the x-axis represents the
iteration index. Each data point (i,d) is obtained by calculating the
pattern distance d on the incumbent solution at iteration i and
averaging over all networks in the ensemble, thereby obtaining d
(we show only two examples, since the curves of all the other cases
are substantially identical). These plots further remark that opti-
mised networks have similar characteristics. Specifically, they show
that the search process is drawn towards networks with functions
similar to the majority rule.

5.2.3. Comparison with genetic algorithms

Since the search landscape of the DCP is not highly correlated
(see Fig. 8), a genetic algorithm (GA) could attain a better perfor-
mance because of its capability of sampling wide areas of the search
space. Therefore, we repeated the previous experiments by plugging
a GA as the optimisation component inside the training algorithm.
We tried a total of 12 different GAs which substantially differ in
behaviour by selecting different recombination operators and para-
meters (see below). Furthermore, by these further tests, we can
also address the question as to whether the results presented in
Section 5.2 depend on the search algorithm used.

Coherently with all other experiments described in this paper,
our genetic algorithm does not modify the network topology: all
solutions in the populations share the same topology, which is
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Table 1
Summary of GA parameters.

Name Values

Mutation operator
Mutation probability
Crossover probability

1-flip, 2-flip, node-function
0.1,0.2
0.1, 0.9

kept fixed throughout the search procedure. The individuals of
the candidate solution population in the GA are represented by
genomes. Formally, a genome is a vector <{fy,f,,....fy> of N
genes. A gene is a truth table f; € {0,1}® which defines the i-th
node transition function. The offspring of the current population
is built by generating new individuals by means of two genetic
operators, i.e., crossover and mutation. The crossover operator is a
standard two-parents one-point crossover. This operator is
applied with probability pgss. If crossover is not applied, the
two parents are simply cloned. As for mutation, we experimented
with two ad hoc operators. The first one, labelled X-flip, randomly
picks X bits in a truth table and negates them. The second
operator, labelled node-function, replaces a gene with another
randomly chosen K-variable Boolean function.® Both operations
are applied to all N genes with probability p,,.., meaning that, on
average, N - p,,.; genes are changed. We implemented a steady-
state genetic algorithm solver with population size of 100
genomes and roulette wheel selection. Population overlap for
the steady state is 50% meaning that at each generation an
offspring of 50% population size genomes is generated and added
to the current population. Afterwards, the current population is
shrunk back to the initial size by removing the worst genomes.

We tested several algorithm configurations which differed in
mutation operator (1-flip, 2-flip and node-function), mutation prob-
ability pye and crossover probability peoss for a total of 12 config-
urations (see Table 1 for a summary). The reason for the choice of
such extreme values for pgo.ss was to verify whether crossover
introduced a too disruptive change in the network structures so as
to degrade GA’s performances. As for mutation operators are con-
cerned, we chose 1- and 2-flip mutations because their effect on a BN
is comparable to the application of (a small number of) local search
moves. On the other hand, we chose an operator such as node-
function because we wanted to test the effect of a more radical
modification in a BN structure. For the sake of brevity, we will refer to
a configuration with a triple (mutation operator, ppus, Deoss)- Each
configuration was evaluated 30 times for each BN's dynamical class.
For each algorithm evaluation, the initial population was initialised
with 100 RBNs, all sharing the same topology, generated with
appropriate bias depending on the dynamical class. We terminated
each algorithm run after 150 000 objective function evaluations, the
same termination condition used for ILS.

We performed a full factorial analysis of the configuration
space and we subsequently applied a Mann-Whitney test [42],
with a significance level equal to 0.05, to all pairs of algorithm
configurations in order to obtain the best for each dynamical
class of the initial networks. The test is able to identify two
configuration, namely (node-function, 0.1, 0.9) and (node-function,
0.1, 0.1), that are significantly better than the others. This result
holds true for all dynamical classes. Since these configurations are
not distinguishable by the statistical test, we select the first one as
the competitor against ILS.

6 This last operator works only with topologies with constant in-degree,
which is the case in our experiments.
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Fig. 13. Comparison between ILS and GA performance. Boxplots report the
classification error distribution on the test set. Experimental setting consists of
300 RBNs with 21 nodes from each dynamical class.

Fig. 13 compares the performance of the selected GA configuration
(node-function, 0.1, 0.9) (rightmost boxplots) with our ILS (leftmost
boxplots) for all dynamical classes. The comparison was performed
on the same set of 300 RBNs with 21 nodes introduced in Section 5.1.

First of all, we observe that the GA attains results which do not
qualitatively differ from those obtained by ILS, because differences
among the three dynamical classes are rather small. However, the
overall performance of the GA is significantly lower” than that of ILS,
since notches of boxplot associated to ILS do not overlap to those
related to the GA [55]. This result might seem counterintuitive, given
the low correlation of the search landscape. Nevertheless, we should
remark that the values of autocorrelation we computed span across a
wide range, therefore ILS can take advantage of its full neighbourhood
exploration and find paths towards improving solutions which are
not easily found by the sampling process of the GA. A detailed
discussion of strengths and weaknesses of perturbative metaheuristic
methods, such as ILS, and population-based ones is out of the scope of
this work. However, we forward the interested reader to specialised
literature [33].

6. Conclusions and future work

BNs have been mainly considered as genetic regulatory net-
work models and are the subject of notable works in the complex
systems biology literature. Nevertheless, in spite of their simila-
rities with neural networks, their potential as learning systems
has not yet been fully investigated and exploited.

In this work we use BNs as flexible objects, which can evolve by
means of suitable optimisation processes, to deal with two notable
issues: the problem of controlling the BN’s trajectory to reach a target
state and the density classification problem. The two tasks have
different characteristics which have repercussions on the search
itself: in fact, the initial dynamical regime could facilitate or slow
down the learning process (as in the target state-controlled BN case
study), or could have no particular consequences (as in the density
classification problem). It is important to remark that the differences
we observed in the performances are to be found in the autocorrela-
tion of the search landscape, which depends on the objective function
(plus the neighbourhood relation used in the local search), in turn
affected by the BN dynamical class. If the objective function is directly
influenced by the properties of the BN trajectory in the state space,
then we expect the dynamical regime of initial BNs to impact search
performance. When, instead, the objective function depends upon
steady-state properties of the BNs, the dynamical regime is very likely
to have a shallow influence on the autocorrelation of the landscape.

7 With 95% confidence.



122 S. Benedettini et al. / Neurocomputing 99 (2013) 111-123

As a further observation, we can note that in both cases BNs
successfully deal with the proposed challenges, revealing flexibility.

Critical BNs have been shown to outperform ordered and
chaotic ones in terms of robustness and adaptiveness [12] and
one might observe that, in this work, the optimisation processes
starting from critical BNs do not show performances higher than
those starting from different dynamical regimes. This is very
likely to be a consequence of the static nature of the proposed
tasks that have not time dependent assignments: in these cases,
there are no particular reasons that can favour critical systems
with respect more ordered or chaotic ones.

Further work will address the interaction between the neighbour-
hood definition (that is, the allowed moves of the metaheuristic
algorithms) and the possibility of shaping the dynamical regime of
these nets, by involving not only the functions expressed by each
single networks’ node, but also more global network properties as, for
instance, their connectivity distribution, modularity and assortativity.
Although control theory offers mathematical tools for steering simple
engineered and natural systems towards a desired state, a framework
to control complex self-organised systems is still lacking. BNs and the
already present knowledge on their dynamical behaviour could help
in this enterprise, and allow in such a way the design of specialised
learning systems, able to dynamically shape their own learning
capabilities in relation to the characteristics of the problem and of
the search space.
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