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Abstract. Buyer-seller watermarking protocols integrate watermarking techniques
with cryptography, for copyright protection, piracy tracing, and privacy protec-
tion. In this paper, our main contribution is the development of an efficient buyer-
seller watermarking protocol based on homomorphic public-key cryptosystem,
and the use of composite signal representation in the encrypted domain to re-
duce both the computational overhead and the large communication bandwidth
which are due to the use of homomorphic public-key encryption schemes. Both
complexity analysis and simulation results confirm the efficiency of the proposed
solution, suggesting that this technique can be successfully used in practical ap-
plications.
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1 Introduction

Today’s rapid development of multimedia technology resulted in a number of secu-
rity issues including copyright protection, traitor tracing, authentication and identifica-
tion. At the same time, more attention has been paid to privacy protection for users in
emerging multimedia applications. In order to meet these needs, digital watermarking
and fingerprinting protocol has experienced a surge in research activities over the last
decade, and a variety of elegant watermarking protocols have been proposed [27,26,4],
allowing the content provider to embed seller’s information in a distributed content to
preserve copyright, or buyer’s information to identify copyright violators. Traditional
watermarking schemes assume that content providers are trustworthy such that they
would never distribute content illegally and always perform the watermark embedding
honestly. However, in practice, such assumptions are not fully established. As a con-
sequence, the watermark tracing mechanism is discredited,because a malicious seller
may benefit from framing an innocent buyer or a guilty buyer may repudiate the fact
of copyright infringements by invoking the possibility of framing by the seller. It is
against this background that buyer-seller watermarking protocols were introduced, as
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a cross-disciplinary application, combining cryptography with watermarking to ensure
copyright protection, security and privacy for both the content provider and the cus-
tomer simultaneously.

In the literature, the first known buyer-seller watermarking protocol was introduced
by Memon and Wong [23] using homomorphic cryptosystems to embed a watermark in
the encrypted domain. In a typical setting, the content provider and the customer per-
form a protocol and both generate only part of the watermark,and this ensures the wa-
termarked content delivered to the buyer is unknown by the seller, the unwatermarked
original content is unavailable to the buyer, and none of them have access to the embed-
ded watermark. Some of the successors were proposed as an extension and variation to
[23] including [22,31,13,20].

However, a common problem of the aforementioned approachesis that they do not
focus on the actual embedding of the watermark in a specific multimedia content. This
is a classical scenario where cryptographic techniques should be applied together with
signal processing techniques. In such a scenario, the availability of signal processing
modules that work directly on encrypted data would be of great help to satisfy the
security requirements.

Signal processing in the encrypted domain (s.p.e.d.) is a new field of research aim-
ing at developing a set of specific tools for processing encrypted data to be used as
building blocks in a large class of applications [15]. As to buyer-seller watermarking
protocols, the literature offers few examples of s.p.e.d.oriented approaches. In [21], a
basic amplitude quantization-based scheme based on an additively homomorphic cryp-
tosystem has been proposed for embedding the watermark in the encrypted domain,
which has been adapted to more robust watermarking techniques in [29]. However, such
techniques require processing each content feature as a separate encryption, which leads
to a high computational complexity since it introduces a huge expansion factor between
the original signal sample and the encrypted one. To the bestof our knowledge, there
is no solution in the literature addressing both the security issues stemming from the
protocol and the efficiency issues related to the actual embedding of the watermark in
the encrypted domain.

As an extension of the previous work [3,13], we have proposed a secure buyer-
seller watermarking protocol based on homomorphic public-key encryption with an
efficient watermark embedding method in the encrypted domain using the composite
signal representation. Addressing the security and efficiency issues, our contribution of
this paper is twofold:

Avoid double watermark insertion. Double watermark insertions, required by most
predecessors, may cause a degradation of the final quality ofthe distributed contents.
When applied independently, the second watermark could confuse or discredit the au-
thority of the first watermark, thus acting as an actual ”ambiguity attack” [11]. That is
avoided by designing a unique watermark, composed of the buyer’s secret watermark,
the seller’s secret watermark, and a transaction index.

Efficient watermark embedding. The existing s.p.e.d.watermark embedding schemes
are reviewed under a unifying framework and combined with a composite signal rep-
resentation [3] that permits to represent several features of the content in a single en-
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cryption. Several composite embedding strategies are proposed, which demonstrate the
practical feasibility of the protocol.

2 Primitives

2.1 Cryptographic Primitives

Privacy Homomorphism
An encryption scheme is said to behomomorphicif for any given encryption scheme,

the encryption functionE satisfies

∀m1,m2 ∈M : E(m1⊙M m2) = E(m1)⊙C E(m2)

for some operators⊙M in the plaintext spaceM and⊙C in the ciphertext spaceC .
Homomorphic cryptosystems can be classified as two groups, namely the ones

whose security relies on the”decisional composite residuosity assumption” (DCRA),
and the ones of the ElGamal class based on”decisional Diffie-Hellman assumption”
(DDH). Because homomorphic cryptosystems cannot have the non-malleability prop-
erty, the strongest security level a privacy homomorphism can reach isIND-CPA, in-
stead ofIND-CCA2. For instance, the deterministicRSAcryptosystem [30] and the
ElGamalcryptosystem [14] are multiplicative privacy homomorphisms. In contrast to
deterministicRSA, ElGamal is IND-CPA. TheGoldwasser-Micalicryptosystem [18],
the Paillier cryptosystem [24], andPaillier ’s generalization the Damgård-Jurik cryp-
tosystem [12] are additive privacy homomorphisms. The state of the art ofprivacy ho-
momorphic cryptosystems is presented in [16].

Group Signature Group signatures [8,5] enable group members, each with its own
private signature key to produce signatures on behalf of thegroup. Group signature
schemes can either be used for static groups, where the identities of group members
are fixed in the group setup phase; or for dynamic groups, which allow to update group
members. Dynamic schemes have the advantage that instead ofassigning a high level
of trust to a single group manager, the group manager is separated as an issuer, to issue
private signature keys to the group members, and an opener, to open signatures. This
provides more security with a lower level of trust [2]. The security properties of static
and dynamic group signature schemes are formalized in [1,2] as follows:

– Anonymity allows group members to create signatures anonymously, such that it
is hard for an adversary, not in possession of the group manager’s opening key to
recover the identity of the signer. The anonymity property implies that the group
member is anonymous in the group.

– Anonymity allows group members to create signatures anonymously, such that it
is hard for an adversary, not in possession of the group manager’s opening key to
recover the identity of the signer. The anonymity property implies that the group
member is anonymous in the group.

– Non-frameability requires that no adversary can produce a signature that an honest
opener would attribute to a user unless the latter indeed produced it.
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2.2 Watermarking and Signal Processing Primitives

Dither Modulation Dither modulation techniques belong to the class of data hiding
schemes defined informed embedding algorithms or host-interference rejecting meth-
ods [10], where the watermarking problem is viewed as one of communications with
side information at the encoder. These systems can achieve host-interference rejection
since knowledge of the host signal at the encoder is adequately exploited in system
design, in such a way that in absence of attacks the probability of missing detection
is equal to zero. Within this class of methods, QuantizationIndex Modulation (QIM)
[9] and Rational Dither Modulation (RDM) [25] are widely employed due to their good
performance. Such methods hide signal-dependent watermarks using as embedding rule
the quantization of some content features. In our scheme, the extension of such tech-
nique to watermark embedding in the encrypted domain is considered [21,29].

The simplest example of such techniques is a binary Dither Modulation (DM) with
uniform scalar quantizers: in this realization, we assume thatw is a binary vector, and
that each bit ofw, saywi , determines which quantizer, chosen between two uniform
scalar quantizers, is used to quantize a single scalar host featurexi . Two codebooksU 0

andU 1 associated respectively to a bit valuew = 0 andw = 1 are built as:

U ∆
δ,0 =

{

u0,k
}

= {k∆ + δ,k∈ Z} ,

U ∆
δ,1 =

{

u1,k
}

= {k∆ + ∆/2+ δ,k∈ Z} ,
(1)

where∆ is the quantization step, andδ the dithering value.
Watermark embedding is achieved by applying to the featurex either the quantizer

Q0 associated toU 0, or the quantizerQ1 associated toU 1, depending on the to-be-
hidden bit valuew = {0,1}:

Q ∆
δ,w(x) = arg min

uw,k∈U
∆
δ,w

|uw,k−x| (2)

whereuw,k are the elements ofU ∆
δ,w. By lettingy indicate the marked feature, we have

theny = Q ∆
δ,w(x).

Composite RepresentationComposite representation of signals [3] permits to group
several signal samples into a single word and to perform basic linear operations on
them. This representation has been proposed to solve the problems related to the data
expansion from the plaintext to the encrypted representation of signals, due to the use of
cryptosystems operating on very large algebraic structures. Composite signal represen-
tation allows to speed up linear operations on encrypted signals via parallel processing
and to reduce the size of the whole encrypted signal. In our scheme, composite rep-
resentation is used to reduce the size of the digital content(image) before watermark
embedding in the encrypted domain.

Let us consider an integer valued signalan ∈ Z, satisfying|an| ≤ Q, whereQ is a
positive integer. Given a pair of positive integersβ,R, thecompositerepresentationaC,k

of an of orderRand baseβ is defined as
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aC,k =
R−1

∑
i=0

ai,kβi , k = 0,1, . . . ,M−1 (3)

whereai,k, i = 0,1, . . . ,R−1 indicateR disjoint subsequences of the signalan.
If β > 2Q and βR ≤ N, whereN is a positive integer, it can be shown [3] that

the composite representationaC,k takes no more thanN distinct values. Thanks to this
property,aC,k can be represented overZN without losing information. Moreover, as
long as the aforementioned hypotheses hold, several kinds of linear processing can be
applied directly to the composite representation of the signal, allowing for a parallel
processing of the original signal samples.

3 Proposed protocol

The proposed buyer-seller watermarking protocol involvesfour players: the sellerA ,
the buyerB , the trustworthyCA, and an arbitratorJ . In this section, we elaborate on
the three subprotocols. First, in the registration protocol, B registers at theCA before
the purchase. Second, in the watermark generation and insertion protocol,B purchases
a digital content from a media distributerA . Third, in the identification and arbitration
protocol,A identifies the copyright violator, with the collaboration of the J and the
CA. We assume theCA is trustworthy and a securePublic Key Infrastructureis well
deployed such that each party has a certified public and private key pair. For consistency,
we assume the digital content is a still image, although the protocol can be applied to
other multimedia formats. As an illustration, we follow theformal definition of dynamic
group signatures of Bellare et al. [2].

3.1 Registration Protocol

The registration protocol performed between the buyerB and theCA is depicted in
Fig.1.
1. TheCAexecutes thegroup-key generationalgorithmGKg to produce the group public
keygpk, the issuer keyik, and the opener keyok.
2. B begins with theuser-key generationalgorithmUKg to obtain a public and private
key pair(upkB,uskB).
3. To join the group,B generates a key pair(skB, pkB), signspkB with uskB, and sends
(pkB,sigB) to the issuer. IfsigB is verified, the issuer issues a certificate ofpkB andB ’s
identityB. Then(pkB,sigB) are stored in a registration table asreg[B].
4. Upon receivingcertB, B generates his private group signature keygskB from the tuple
(B, pkB,skB,certB), whereB denotesB ’s identity.

3.2 Watermark Generation and Embedding Protocol

The protocol can be executed multiple times for multi-transactions between the seller
A and the buyerB , as depicted in Fig.2. A andB first need to negotiate a purchase
agreementARG on rights and obligations as well as the specification of the digital
contentX.
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Certificate authority (CA) Buyer (B )

1. group key generation SecureChannel
� - 2. user key generation

(gpk,ok, ik)← GKg(1k) (upkB,uskB)← UKg(1k)

3. group joining ifVf(upkB, pkB,sigB) = 1 pkB,sigB
� (pkB,skB)← Ks(1k), sigB← SiguskB

(pkB)

certB← Sigik(B, pkB), reg[B]← (pkB,sigB)

else certB← ε certB - gskB← (B, pkB,skB,certB)

Fig. 1. The registration protocol performed between the buyerB and the certificate
authorityCA.

Seller (A ) Buyer (B )
ARG

� - 1. (pk∗B,sk∗B)← KB(1k), µ= GSig(gpk,gskB, pk∗B)
ZKP1� - 2. Eesc= EpkCA(sk∗B)
ZKP2� - 3. generateWB,ewBi = Epk∗B

(WBi )

5. GVf(gpk,(pk∗B,µ)), Vf(s, pk∗B) m,s
� 4. m← (pk∗B,µ,ARG,ewB,Eesc), s= Sigsk∗B

(m)

generateWA,φ, WAB← (WA,WB),W← (WAB,φ)

Epk∗B
(Yi) = Epk∗B

(Xi⊕Wi ), (i = 1, ...,n)

TableA← [φ,m,s,WA]
Epk∗B

(Y)
- 3. getY with sk∗B

Fig. 2.The watermark generation and embedding protocol performedbetween the seller
A and the buyerB .

1.B first generates a one-time anonymous key pair(pk∗B,sk∗B). ThenB applies thegroup
signingalgorithmGSig to create a signatureµ to pk∗B with his group signature keygskB
and the group public keygpk, asµ= GSig(gpk,gskB, pk∗B).
2. Next,B computes an key escrow cipherEesc= EpkCA(sk∗B) to recoversk∗B from the
CA in case of disputes. ThenB (as the prover) andA (as the verifier) engage in an
honest-verifier zero knowledge proofZKP1, in order to assureA that the ciphertextEesc

is valid without compromising the encrypted message, whichis B ’s private keysk∗B.
3.B generates the buyer’s secret watermark as an-bit numberWB = {wB1..wBn} where
wBi ∈ {0,1}, in compliance with the features ofX for robustness, and encryptsWB

bit-by-bit with his public keypk∗B asewBi = Epk∗B
(wBi ). The encrypted watermark is

presented asewB = {ewB1..ewBn}. After this, for the correctness of the embedding and
the successive detection an honest-verifier zero-knowledge proofZKP2 has to be per-
formed, such that the buyer proves to the seller that the given ciphertextewBi can be
decrypted to a bit (i.e., the plaintext is either 1 or 0), without revealing any secret infor-
mation. An alternative strategy could consider to neglect this step, confiding either in
the ability of the watermark detector to reveal such fingerprint artifacts or in the fact that
values different from(0,1) will significantly degrade the content during the embedding
process.
4.B sends(pk∗B,µ,ARG,ewB,Eesc) asm with his signatures= Sigsk∗B

(m) to A .
5. AfterA performed thegroup signature verificationalgorithmGVf to verifyB ’s group
signatureµ with gpk and B ’s signatures with pk∗B, A generates the seller’s secret
watermarkWA and an indexφ to locate the current transaction record inTableA. Let
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WAB = WA⊕WB, W = WAB+φ2n. W consists of then-bit WAB and theℓ-bit φ. W can be
decomposed intoℓ+ n binary numbers, withwi ∈ {0,1}, satisfyingW = ∑n+ℓ−1

i=0 wi2i .
The watermark embedding can be considered as a function which takes the encrypted
watermark bitsE (wi) and the contentX as input, and returns the encrypted water-
marked contentE (Y) as output, whereE (·) denotesEpk∗B

(·). The encrypted watermark
can be computed in the encrypted domain as

E (W) = {E (φ1), ..,E (φl )}||{E (wAB1), ..,E (wABn)} (4)

where, fori = 1, ...,n

E (wABi ) = E (wAi ⊕wBi ) =

{

E (wBi ) wAi = 0

E (1) ·E (wBi )
−1 wAi = 1

(5)

Note that|| denotes concatenation, and⊕ denotes exclusive OR.
6. A stores(φ,m,s,WA) in TableA, and delivers the encrypted watermarked content
Epk∗B

(Y) to B . As a result,B obtains the watermarked contentY with a decryption
Dsk∗B

(Epk∗B
(Y)).

3.3 Identification and Arbitration Protocol

The identification and arbitration protocol, performed among the sellerA , the judgeJ ,
and theCA, is depicted in Fig.3.

Seller (A ) Judge (J ) Certificate authority (CA)

1.U ← Det(X,Y
′
), φ′ ←U [TableA]Y

� - 2. Vf(s, pk∗B) Eesc
- 3. sk∗B = DskCA(Eesc)

4.WB = Dsk∗B
(ewB), WAB← (WA,WB)

EpkJ (sk∗B)
�

W
′

AB← Det(X,Y
′
), W

′

AB
?
= WAB

µ, pk∗B
- 5. open group signature

B
� 6. Judge(gpk,B,upkB, pk∗B,µ,τ) B,τ

� (B,τ)← Open(gpk,ok, reg, pk∗B,µ)

Note:µ= GSig(gpk,gskB, pk∗B)

Fig. 3. The copyright violator identification and arbitration protocol performed among
A , J , and theCA.

1. Once a pirated copyY
′

of X is found,A extracts the watermarkU from Y
′

and
retrieves the most significantℓ bits ofU as an indexφ′ to search inTableA, by choosing
theφ from TableA most correlated withφ′ . A provides the collected information toJ .
2. J verifies the buyer’s signatures with the provided keypk∗B. If verified, J sends the
key escrow cipherEesc to theCA. Otherwise, the protocol halts.
3. TheCAdecryptsEescto recover the suspected buyer’s private keysk∗B = DskCA(Eesc),
and sends encryptionEpkJ(sk∗B) back toJ .
4. J recoverssk∗B = DskJ(EpkJ(sk∗B)), WB = Dsk∗B

(ewB), and calculatesWAB fromWA and

WB. J then extracts the watermarkU
′
from Y and retrieve then least significant bits of
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U
′
asW

′

AB. If W
′

AB andWAB match with a high correlation, the suspected buyer is proven
to be guilty. Otherwise, the buyer is innocent. Note that until now, the buyer has stayed
anonymous.
5. J sends a court order to theCA, which executes thegroup signature openalgorithm
Open with its opener keyok and the registration tablereg to retrieve the identityB with
a claim proofτ.
6. J verifiesB andτ with thegroup signature judgingalgorithmJudge. If verified, J
closes the case and announces that the buyerB with identityB is guilty. Otherwise, the
protocol halts.

3.4 Zero Knowledge Proofs

Zero Knowledge Proof for Fair Encryption of Private Keys ZKP1 In our protocol,
the buyer (as the proverP ) needs to convince the seller (as the verifierV ) that given the
ciphertextEesc= EpkCA(sk∗B) is an encryption of some value related to his private key,
e.g., the factorization of the modulusn, without revealing any secret information; and
the trusted third partyCA is able to recover the buyer’s private key, with the encryption
EescandC A ’s private key. Indeed, the buyer’s Paillier public key isn = pq andg, and
his Paillier private key isλ = lcm(p−1,q−1) which is equivalent to the factorization of
the modulon. The statistical zero knowledge proofZKP1 contains two building blocks
as follows:
ZKPA: Prove the correctness of the public key setup
Due to the fact that the key pair(pk∗B,sk∗B) is self-generated by the buyer, it is essential
to first prove the public key is correctly setup andn is the product of two large primes.
That is to prove that the committed value is related to the private key, and the quantity
committed to is the factorization of an RSA modulus. We follow the statistical zero-
knowledge protocol by Camenisch et al. [6], proving that a committed (or revealed)
numbern is the product of two safe primes, i.e., primesp andq such that(p−1)/2 and
(q−1)/2 are primes as well.
ZKPB: Prove the correctness of the private key encryption
Two candidate schemes seems to fit our setting, namely the verifiable encryption by
Camenisch et al. [7] and the fair encryption of RSA keys by Poupard et al. [28]. Despite
the claim of [7] that [28] may overlook the fact that the underlying encryption scheme
provides security against chosen ciphertext attacks, we decide to employ Poupard’s
scheme due to its efficiency of zero knowledge proofs. The encryption scheme of the
buyer’s private key and the proof of fairness works as follows:
Key Generation: Let N be an RSA modulusN = P ·Q, whereP andQ are primes,
gcd(N,ϕ(n)) = 1, andG be an integer of order multiple ofN moduloN2. The third
party CA’s public key is(N,G) and private key isλ(N). The buyer’s private key is
λ(n) = lcm(p− 1,q− 1) with the factoring componentsp and q such thatn = pq,
which is the modulus of the Paillier cryptosystem’s betweenthe buyer and the seller.
Encryption : P (the buyer) computesx= n−ϕ(n)= p+q−1, randomly choosesu∈Z

∗
n

and computesΓ = Gx ·uN modN2.
Non-interactive proof: The common input toP andV are randomly chosen integers
zi ∈ Z∗n for i = 1..K.
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P randomly choosesr1, r2 ∈ [0,A[ andv1,v2 ∈ Z∗n, computes the commitmentt1 =
(

Gr1v1
N modN2,(zr1

j modn) j=1..K

)

, t2 =
(

Gr2v2
N modN2,(zr2

j modn) j=1..K

)

, ande1 =

H (t1,N,G,(zj ) j=1..K ,n), e2 = H (t2,N,G,(zj ) j=1..K ,n). P computesy1 = r1 + e1(n−
ϕ(n)), y2 = r2 + e2(n−ϕ(n)) ands1 = ue1 · v1 modN, s2 = ue2 · v2 modN. The non-
interactive proof is a 6-tuple(y1,s1,e1,y2,s2,e2).
V checks 0≤ y1 < A and 0≤ y2 < A,

computest1′ =
(

(Gy1 ·yN
1 /Γe1 modN2,(zy1−e1n

j modn) j=1..K

)

andt2′ =
(

(Gy2 ·yN
2 /Γe2 modN2,(zy2−e2n

j modn) j=1..K

)

,

checkse1 = H (t1′,N,G,(zj ) j=1..K ,n) ande2 = H (t2′,N,G,(zj ) j=1..K ,n).
V accepts if and only if this holds.

Zero Knowledge Proof for Bit Encryption ZKP2 The following round should be
repeatedm times, wherem is the bit length of the buyer’s watermark. The buyer (as
the proverP ) needs to prove to the seller (as the verifierV ) that a given ciphertextC
is an encryption of a bit, i.e., the corresponding plaintextis one of the two candidate
plaintextsw1 = 1 orw2 = 0, but the seller doesn’t know which one is encrypted exactly.
In other words, the buyer needs to prove that the given encryption E(wi) is eitherE(1)
or E(0), namelyZKP{wi : E(wi)

∧

(wi ∈ {0,1})}. Our proof protocol is based on the
honest-verifier zero knowledge proof by Damgård and Jurik [12], and is depicted as
follows:

As explained above, Paillier encryption isE(i) = gi · rn modn2, and it can be seen a
specialized form of the Damgård-Jurik cryptosystem. Given ciphertextc and two can-
didate plaintextsw1 = 1 andw2 = 0, P andV both computeu1 = cg−w1 modn2 and
u2 = cg−w2 modn2. It is easy to see that the proof is equivalent to convincingV that
eitheru1 or u2 is a n-th residue modulon2. We assume thatP knows an n-th rootu1,
andM is the honest-verifier simulator for the n-th residue modulon2 protocolZKP3. It
is necessary to first outline howZKP3 works.

ZKPC: Prove a value is n-th residue modulon2

Common input:n, u
Private input forP : v, such thatu = vn modn2

1. P chooses at randomr ∈ Z
∗
n, and sendsa = rn modn2 to V .

2.V choose a challengee, a random k-bit number, and sendse to P .
3. P sends the responsez= rve modn2 to V .
4.V checks thatzn = aue modn2, and accepts if and only if this holds. Otherwise, the
protocol halts.

ZKPD: Prove a value is 1-out-of-2 n-th residue modulon2

Common input:n, u1, u2

Private input forP : v1, such thatu1 = v1
n modn2

1.P chooses at randomr1∈Z
∗
n, and then invokesM on inputn,u2 to get a conversation

a2,e2,z2. P sendsa1 = r1
n modn2, a2 to V .

2. V choose a challenged, a random t-bit number, and sendsd to P . Note that ifk is
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the bit length ofn, we can sett = k/2 and be assured that a cheating prover can made
the verifier accept with probability≤ 2−t .
3.P computese1 = d−e2 modn2 andz1 = r1v1e1 modn2, and sendse1,z1,e2,z2 toV .
4.V checks thatd = e1 +e2 mod 2t , zn

1 = a1u1
e1 modn2 andzn

2 = a2u2
e2 modn2, and

accepts if and only if this holds. Otherwise, the protocol halts.

To construct four-round perfect zero-knowledge proofs of knowledge based on honest-
verifier zero knowledge proofs, we refer to the framework introduced by Cramer, Damgård,
and MacKenzie [19].

4 Secure Watermark Embedding

The buyer-seller protocol described in the previous section requires that a vector of en-
crypted bits to be embedded in a digital media through a suitable watermarking scheme.
We will name a watermarking scheme with such capabilities a secure watermark em-
bedding scheme.

In the proposed protocol, we adopt a secure watermark embedding scheme based
on dither modulation techniques and homomorphic cryptosystems; such class of em-
bedding schemes has been proposed in [21,29]. In the following, the aforementioned
techniques are reviewed under a unifying framework and combined with the composite
signal representation in order to provide an efficient implementation.

Let us assume that a vector of host featuresx has been extracted from the original
content and denote a generic feature asxi . The corresponding watermarked features
using a scalar binary dither modulation can be expressed as

yi = f (xi ,x)+wi ·∆(xi,x) (6)

where f (xi ,x) and ∆(xi ,x), denoting respectively a suitable function of the original
feature and a signal dependent quantization step, change according to the chosen em-
bedding technique. Namely, standard QIM is obtained by choosing

f (xi ,x) = Q 2∆
δi ,0

(xi)

∆(xi ,x) = ∆ ·sgn(xi−Q
2∆
δi ,0

(xi))

distortion compensated QIM (DC-QIM) is obtained as

f (xi ,x) = Q 2∆
δi ,0

(αxi)+ (1−α)xi

∆(xi ,x) = ∆ ·sgn(αxi−Q
2∆
δi ,0

(αxi))

and rational dither modulation (RDM) is obtained as

f (xi ,x) = Q 2∆
δi ,0

(

xi

µ(x)

)

µ(x, i)

∆(xi ,x) = ∆ ·sgn

(

xi

µ(x, i)
−Q 2∆

δi ,0

(

xi

µ(x, i)

))

µ(x, i)
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where sgn(x) = x/|x|, α is a constant in[0,1] andµ(x, i) is a suitable function of the
features aroundxi [25,29].

The watermarked features in (6) are not suitable for processing through a homo-
morphic cryptosystem, since they are represented as real values. An integer valued wa-
termarked feature is then obtained as

zi = ⌈ f (xi ,x) ·Q⌋+wi · ⌈∆(xi ,x) ·Q⌋= fQ(xi ,x)+wi ·∆Q(xi ,x) (7)

where⌈·⌋ is the rounding function andQ is a scale factor that can be adjusted according
to the required precision. By assuming an additively homomorphic cryptosystem, the
above equation can be translated into the encrypted domain as

E[zi ] = E[ fQ(xi ,x)] ·E[wi]
∆Q(xi ,x). (8)

Note that the seller, being the content owner, knows the plaintext version ofx and
can compute bothfQ(xi ,x) and∆Q(xi ,x) in the clear. Hence, equation (8) can be im-
plemented by the seller relying only on the homomorphic properties of the underlying
cryptosystem.

4.1 Composite Embedding

One of the main problems of the secure embedding approach presented in equation (8)
is that each sample ofx must be encrypted separately. Since the number of features
can be very large when marking multimedia contents, the computational cost of en-
crypting such data may become prohibitive for a practical implementation of the above
technique. Also, security of the underlying cryptosystem requires the use of very large
algebraic structures. For instance, a secure implementation of Paillier will require at
least a 1024 bit modulus, which means that each encrypted word will be represented as
a 2048 bit integer. As a consequence, the bandwidth requirements of such an application
may soon become very demanding.

In traditional watermarking applications the number of bits required to correctly
represent the features is usually quite small, typically ranging from 8 to 16 bits. This
suggests that the composite signal representation introduced in Section2.2may be suc-
cessfully used to reduce both the number of encryptions and the operations performed
on encrypted values.

Let us define the signalsai = fQ(xi ,x) andbi = wi ·∆Q(xi ,x). If we divide the feature
vector into blocks of sizeM, then the composite representations of the above signals can
be defined as

aC,k =
R−1

∑
j=0

a jM+kβ j bC,k =
R−1

∑
j=0

b jM+kβ j . (9)

Note that each composite word containsR values that are spacedM positions apart
in the original vector. That is, a block ofM composite words can be viewed as the
superposition ofR adjacent blocks of features.
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The composite embedding can be defined as the sum ofaC,k andbC,k. The result is
the composite representation of the watermarked features:

zC,k = aC,k +bC,k =
R−1

∑
j=0

{

a jM+k +b jM+k
}

β j =
R−1

∑
j=0

zjM+kβ j . (10)

As long as|zi |<
β
2 , ∀i, the vector of watermarked features can be safely extractedfrom

zC,k. Hence, by a suitable choice ofβ the watermark embedding in (7) can be efficiently
performed using (10). The proposed composite embedding can be performed in the
encrypted domain by simply using an additively homomorphiccryptosystem. Namely,
a secure composite embedding can be defined as

E[zC,k] = E[aC,k] ·E[bC,k]. (11)

In the model we considerE[aC,k] is simply obtained as the encryption ofaC,k, since the
seller can computeaC,k in the clear. Conversely,E[bC,k] must be obtained from opera-
tions in the encrypted domain applied to the encrypted bitsE[wi ]. A possible solution
is to compute theE[bi ] and then compose them by using the homomorphic property:

E[bC,k] =
R−1

∏
j=0

E[b jM+k]
β j

=
R−1

∏
j=0

{

E[wjM+k]
∆Q(xjM+k,x)

}β j

(12)

The above strategy will be referred to asstandard composite embedding.
A possible drawback of the previous strategy is the necessity of computing the com-

posite representation after the encryption ofbi . Although such encrypted values come
from the product betweenE[wi ] and∆Q(x jM+k,x), that is, they do not require to actu-
ally encrypt anything, nevertheless the amount of intermediate encrypted data and the
complexity of the encrypted domain composition may result in an unacceptable com-
putational overhead.

To solve this problem we may resort to an alternative embedding strategy. Usually,
the number of bits that compose the watermark is very small with respect to the avail-
able features. This suggests that the same bit may be embedded in more than one feature
[21], in order to provide a simple repetition code and protect the watermark message
from possible detection errors.

In our alternative strategy, we assume that the repetition code is designed so that
each feature within the same composite word, sayzC,k, encodes the same watermark
bit, saywk. The composite componentbC,k is then obtained as

bC,k =
R−1

∑
j=0

wk∆Q(x jM+k,x)β j = wk

R−1

∑
j=0

∆Q(x jM+k,x)β j . (13)

Hence, the encrypted componentE[bC,k] can be simply obtained as

E[bC,k] = E[wk]
∑R−1

j=0 ∆Q(xjM+k,x)β j
(14)

where the composite representation is computed on plaintext data. This strategy will be
referred to asefficient composite embedding.
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5 Implementation

The efficiency of the proposed solution is verified by means ofa practical implementa-
tion of the buyer-seller watermarking protocol. Namely, wewill implement a prototype
of the watermark embedding part, which is deemed the most computational demanding
phase of the protocol. As to the setup and watermark generation parts of the protocol,
we will refer to a complexity estimate considering well-known practical implementa-
tion designs for the cryptographic primitives employed in the protocol.

5.1 Watermark Embedding

In our implementation, we assume that the content is an imageand that the features
are obtained by applying a block 2D-DCT to the pixel values. Namely, the image is
divided into square blocks of 8×8 pixels and an 8×8 DCT is applied to each block.
The features are the 14 lowest frequency DCT coefficients of each block, excluding the
DC value: they are obtained by reordering the DCT coefficients in the classical zig-zag
scan and taking the coefficients from the second to the fifteenth.

The output of the embedder is a vector of encrypted and watermarked DCT coef-
ficients. In order to keep secret the exact set of features, the embedder outputs all the
DCT coefficients of the image in encrypted form. The marked coefficients are obtained
as in (8). The other coefficients are simply multiplied byQ and rounded before encryp-
tion. More formally, the plaintext output values, i.e., after decryption by the buyer, can
be expressed as

zi =

{

fQ(xi ,x)+wi ·∆Q(xi ,x) xi ∈M

⌈xi ·Q⌋ xi /∈M
(15)

whereM indicates the set of marked features.
After receiving the encrypted and watermarked coefficients, the Buyer will decrypt

them, divide them byQ, and reconstruct the watermarked image by applying an inverse
DCT. When a composite signal representation is used, the Buyer shall also extract the
DCT coefficients from their composite representation. In this case, we assume that the
parametersβ andRof the composite signal representation are made public by the Seller.

We have implemented three versions of the watermark embedding algorithm. The
first version is based on the direct implementation of (8), by encrypting each marked
coefficient separately. We will refer to this version aspixelwise. The second version uses
the composite signal representation according to (12) and will be referred to asstandard
composite. The third one employs the composite signal representationaccording to (14)
and will be referred to asefficient composite. All versions are based on the Paillier’s
cryptosystem [24], with a modulusN of 1024 bits.

The aforementioned versions have been implemented in C++ using the GNU Multi-
Precision (GMP) library [33] and the NTL library [32], and have been run on an Intel(R)
Core(TM)2 Quad CPU at 2.40 GHz, used as a single processor. Inorder to verify the
efficiency of the proposed solutions, we measured the execution time of the three ver-
sions using three different image sizes: 256× 256, 512× 512, and 1024× 1024. The
marked features have been quantized using three different choices forQ: 211, 215, and
223. In each version, a random bit sequence with the same length as the total available
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Table 1. Execution time (in seconds) of the different implementations of the secure
embedding algorithm: (1) pixelwise; (2) standard composite; (3) efficient composite.

Q 256×256 512×512 1024×1024
(1) (2) (3) (1) (2) (3) (1) (2) (3)

211 493.210.9 7.3 2058.444.230.5 7528.3164.1110.5
embedding215 489.314.9 9.6 1909.158.537.8 8704.2250.7170.7

223 497 22.914.6 1953 89.8 57 7926.7362.1231.4
211 133.8 1.8 1.8 546.2 7 7 2171.4 27.8 27.8

extraction 215 133.8 2.3 2.3 528.3 9.1 9 2113.7 36 36
223 134 3.4 3.4 539.1 13.513.5 2122.5 53 53

features has been embedded using QIM. Both the seller’s sidecomputations and the
buyer’s side computations have been considered. The results are shown in Table1.

It is evident that the composite signal representation permits to reduce the compu-
tational complexity of secure watermark embedding to a great extent. Namely, when
Q= 211 the execution time of the efficient composite embedding is 70times lower than
the pixelwise embedding and the corresponding extraction time is about 80 times faster
with respect to the pixelwise version. A 1024×1024 image can be processed by the
seller in less than two minutes, whereas the buyer can extract the plaintext image in less
than 30 seconds. Such timing constrains do not seem prohibitive in view of a practical
application of the proposed techniques.

(a) (b)

Fig. 4. Example of a watermarked image: (a) original “Man” image; (b) RDM water-
marked image (PSNR = 46.62 dB). The watermarked image has been obtained with
efficient composite embedding, usingQ = 211.

In order to assess the robustness of the watermark in the images processed with
the proposed algorithms, we have measured the detection performance after an addi-
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tive white Gaussian noise (AWGN) attack. We considered the “Man” image with a
resolution of 512×512 pixels. The watermark strength is measured by the Document-
to-Watermark Ratio (DWR), defined as

DWR = 10log10
σ2

x

σ2
w

(16)

whereσ2
x is the variance of the original image, andσ2

w is the variance of the watermark
signal, defined as the difference between the original imageand the watermarked one.

The image has been watermarked with the DC-QIM, and RDM algorithms de-
scribed in Section4, implemented using the standard composite and efficient composite
strategies and using different scaling factorsQ. The quantization step size has been set
in order to obtain a nominal DWR of 33 dB on all images. As to DC-QIM, the parameter
α has been set to 0.5, whereas for RDM, the functionµ(x, i) has been defined as

µ(x, i) =

(

1
2L+1

i+L

∑
j=i−L

|x j |
p

)1/p

(17)

whereL = 15 andp = 1 [25].
The detection performance has been evaluated in terms of biterror rate (BER) and

fingerprint error rate (FER). A fingerprint error is counted every time the detected fin-
gerprint differs from the correct fingerprint by at least onebit. The BER and FER have
been measured on 1000 tests, where in each test a 128 bit long fingerprint was em-
bedded into the image. Since the number of available features is much greater than the
fingerprint length, the fingerprint has been encoded with a repetition code exploiting
the maximum available length.

The detection performance has been measured with differentnoise levels. The strength
of the additive Gaussian noise is expressed through the Watermark-to-Noise Ratio, de-
fined as

WNR = 10log10
σ2

w

σ2
n

(18)

whereσ2
n is the variance of the noise.

The BER and FER curves versus the WNR are plotted in Fig.5-6. To facilitate
comparison, we also considered the performance of a plaintext embedder using floating
point computations, which is referred to asoriginal in the figures. As can be seen, for
all watermarking algorithms the performance of the standard composite version is very
near to the performance of the plaintext version, irrespective of the value ofQ. This
means that the secure embedding can be safely implemented using the smaller value of
Q, which guarantees the higher gain when using the composite signal representation.
In the case of the efficient composite version, the results are quite different. As to DC-
QIM, the performance decreases slightly when a lowerQ is used. As to RDM, quite
surprisingly, the efficient version gains about 2 dB with respect to the standard version.
We deem that such results can be ascribed to the particular repetition coding pattern of
the efficient version, which encode the same bit into DCT coefficients having the same
position within the 8× 8 blocks. In the case of QIM and DC-QIM, this will slightly
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Fig. 5.Performance of DC-QIM under AWGN attack: (a) BER; (b) FER.n1 = log2Q.
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Fig. 6.Performance of RDM under AWGN attack: (a) BER; (b) FER.n1 = log2Q.

correlate the errors on the code bits, since DCT coefficientshaving the same position
will have similar magnitude and will exhibit similar error patterns. Conversely, in the
case of RDM, adjacent features are correlated due to the division byµ(x, i). Hence, a
repetition code avoiding code bits on adjacent features will perform better.

5.2 Efficiency Considerations

In this section, we measure the protocol efficiency in terms of computational and com-
munication complexity for realistic values. As a practicalimplementation, the following
cryptographic primitives are employed in our protocol. Theparameters are outlined be-
low or the same as recommended in the original papers. For privacy homomorphism,
we choose the Paillier cryptosystem [24], with public key size of 1024 bits, which is
the product of two large safe primes of 512 bits each. We employ the group signature
scheme by Camenisch et al. [5], with 2048-bit RSA modulus. The key escrow of Pail-
lier private key is based on fair encryption of RSA(-like) keys by Poupard et al. [28].
The proof of bit encryptions is modified from the auxiliary protocols of Damgård-Jurik
cryptosystem [12], with the security parameters= 1 for Paillier’s cryptosystem. The
proof of the correctness of public key is based on proving in zero knowledge that a
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Table 2.Computational complexity and communication complexity estimation.

Protocol number of exp. or multi-exp. (group size) size (bit)

Protocol 1 total 2 exp.(on 282 bits), (2 exp.+ 4 multi.) (on 2048 bits) 12,853

Protocol 2 total
–pixelwise 27 exp. (on 1024 bits), (1158 exp.+262,332 multi.) (on

2048 bits)
538,053,144

–composite 27 exp. (on 1024 bits), (1158 exp.+3,948 multi.)(on
2048 bits)

7,500,312

Protocol 3 total 3 exp. (on 1024 bits), (3 exp.+1 multi.) (on 2048 bits) 232,664

Protocol in total
–pixelwise 2 exp. (on 282 bits), 30 exp. (on 1024 bits), (1163exp.

+ 262,337 multi.) (on 2048 bits)
538,298,661

–composite 2 exp. (on 282 bits), 30 exp. (on 1024 bits), (1163exp.
+ 3,953 multi.) (on 2048 bits)

7,745,829

number is the product of two safe primes [6]. For implementation efficiency, we use
the non-interactive statistical zero-knowledge proof forquasi-safe prime products by
Gennaro et al. [17]. Because of the foreseen attacks to the hash function SHA-1and
SHA-2 series, we choose to employ SHA-512. Digital signature scheme is RSA-PSS,
based on RSA, and hence brings the convenience of generatingsignature and keys from
Paillier’s RSA factorizing based keys.

For the computational complexity, the number of exponentiations in each message
and the total number of exponentiations required by the protocols, with the group size
on which they are performed, are presented in Table5.2. The communication com-
plexity is evaluated as the sum of the sizes of all messages orrounds, i.e., the number
of bits exchanged during the protocols. The registration protocol contains 2 rounds,
namely round 1 as key generation and round 2 as group joining,as detailed in Fig.1.
The messages exchanged in the other protocols are indicatedin Fig. 2 and3. Based
on the same group, we distinguish single exponentiations (denoted as exp.) with multi-
exponentiations (denoted as multi.), taking into consideration that there are algorithms
to compute multi-exponentiations that are faster than firstcomputing each exponentia-
tion separately and then multiplying the results.

In Table 5.2 we consider a 512× 512 image, so that the size of the host signal
is 262,144 DCT coefficients, with a fingerprint of 128 bits, ofwhich 96 bits for the
watermark generated by the buyer and the seller and 32 bits for the index. When using
a pixelwise approach, each DCT coefficient is encrypted using Paillier’s cryptosystem,
requiring 262,144 multi-exponentiations on a 2048-bit group. The size of the encrypted
image is 262,144×2048= 536,870,912 bits (indicated in message 2.5.3). When using
the composite signal representation, we assume thatQ= 211, which result inR= 85, so
that we have roughly 3,760 multi-exponentiations and 6,318,080 transmitted bits. The
efficient composite scheme has been assumed.



Efficient Implementation of a Buyer-Seller Watermarking Protocol 39

From Table5.2, it is evident that the total number of exponentiations are reigned
by the number of multi-exponentiations, and that most of thecomputational effort is
required to encrypt the whole image. Most of the computational complexity is located
on the Seller’s side, since he/she has to encrypt the digitalcontent and perform the
embedding in the encrypted domain. However, the composite signal representation can
significantly lower this burden. In the pixelwise case, the number of exponentiations
required to encrypt the image takes 99.5% of the total number of 2048-bit exponenti-
ations, whereas in the composite case it takes only 73.5%. As to the communication
efficiency, the transmission of the encrypted image takes 99.7% of the bandwidth in the
pixel wise case and 81.6% of the bandwidth in the composite case. This data also show
that the overhead of the protocol is small compared to image encryption: to protect a
512× 512× 8= 2 Mbit image, the data exchanged in the whole protocol (composite
version) is about 7.4 Mbit. With an expansion rate of 3.7, small compared to most public
key cryptosystems, and with the modern network bandwidth capacity, we can conclude
the communication overhead is within an acceptable range.

6 Conclusions

In this paper, we propose an efficient buyer-seller watermarking protocol based on
homomorphic public-key cryptosystem and composite signalrepresentation in the en-
crypted domain. On one hand, the proposed protocol takes into account all the security
concerns related to this kind of applications. Particularly, it avoids double watermark
insertion and generalizes to every watermarking algorithmwhich preserves privacy ho-
momorphism. On the other hand, it employs a recently proposed composite signal rep-
resentation which allows us to reduce both the computational overhead and the large
communication bandwidth which are due to the use of homomorphic public-key en-
cryption schemes.

Our complexity estimates show that the most computational demanding part of the
protocol is the encryption of the content and the embedding of the watermark in the
encrypted domain. In order to evaluate the feasibility of this part, a practical imple-
mentation of an encrypted domain watermark embedding method, based on different
watermarking algorithms, has been proposed and tested on images. The results show
that the version using composite signal representation canrun in less than two minutes
on realistic size images, with a performance in terms of robustness almost indistin-
guishable from that of the corresponding plaintext embedding algorithms. Considering
the computational and network capacity of modern systems, the results suggest that the
proposed technique can be successfully used in practical applications.

As for the work in progress, we are currently working on the formal security proof
of the proposed buyer-seller watermarking protocol.
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