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Deadlock detection and recovery-based routing schemes for wormhole networks 

have gained attraction because unlike deadlock avoidance-based schemes, they do not re-
strict routing adaptability. In order to alleviate the overhead of running a recovery pro-
cedure, the studies on deadlock detection have focused on the accuracy of deadlock de-
tection, trying to reduce the number of false detections. This paper proposes both dead-
lock detection and recovery schemes. The proposed detection scheme is based on the turn 
model and designed to declare only one packet per simple cycle of blocked packets as 
deadlocked. Our recovery scheme adjusts the time-out value flexibly according to the 
utilization rate of the recovery resources, rather than fixing a single time-out value as in 
previous schemes. As a consequence, it not only prevents saturation of the recovery re-
sources by deadlocked packets but also reduces congestion of normal buffers at heavy 
loads. Simulation experiments show that the proposed deadlock detection scheme sig-
nificantly reduces the number of false deadlock detections over previous schemes for low 
to moderate time-out thresholds. It is also found that the proposed recovery scheme pre-
vents overloading of the recovery resources, yielding better network performance.   
 
Keywords: multicomputer, wormhole routing, deadlock detection, deadlock recovery, 
adaptive routing  
 
 

1. INTRODUCTION 
 

Direct communication in multicomputer networks has been used for executing tasks 
in parallel to achieve better throughput. Wormhole routing has been preferred in multi-
computer networks, since it requires smaller buffer requirements and the message latency 
is less sensitive to the distance from the source and destination, leading to lower message 
latency for the network with little contention [9]. All the algorithms discussed in this 
paper focus on wormhole routing. In wormhole routing, a packet is split into several flits 
for transmission. A header flit leads the route and the remaining flits follow in a pipe-
lined fashion. Since a router is provided with a few flit buffers only, a packet may reside 
in several routers simultaneously. Therefore, wormhole routing is susceptible to dead-
lock, where each packet in a set of packets requests a channel resource held by another 
packet in the set in a circular way. 

Deadlock avoidance has been a traditional approach in handling deadlock problem, 
where routing is restricted so that it could fundamentally prevent the occurrence of cyclic 
dependency between channels. For example, the turn model [4, 16] prohibits turns that 
may form a cycle. However, such design of routing algorithm results in low adaptivity 
and increased packet latency. A deadlock avoidance scheme by Duato [3] exploits virtual 
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channels which are divided into two classes; one, referred to as the escape channel, is 
used for a routing free from cyclic dependencies and the other for fully adaptive minimal 
routing allowing cyclic dependencies among packets. A packet proceeds on the fully 
adaptive virtual channels until it blocks, where it moves onto the escape channels. 

As reported in [11], deadlock rarely occurs if sufficient routing freedom and multi-
ple virtual channels are provided, so it is wasteful to limit adaptivity, as in deadlock 
avoidance approaches. This motivated a new approach, deadlock detection and recovery 
[5, 9]. In contrast to deadlock avoidance schemes, this approach provides fully adaptive 
routing by its nature. However, current deadlock detection schemes cannot distinguish 
between real deadlocked and simply blocked packets, yielding many false deadlock de-
tections. Another problem is that in principle all the packets involved in cyclic depend-
ency can be presumed as deadlocked, although it is sufficient to select only one for re-
covery. This might lead to unignorable recovery overhead. The fundamental difficulty of 
deadlock detection and recovery schemes lies in determining the time-out value; there is 
no single time-out value that satisfies various network conditions.  

This paper proposes a simple but efficient idea whose objective is to select only one 
packet in a simple cycle of blocked packets in most cases under a fully adaptive routing. 
The basic idea is that only the packets making certain turns are eligible for checking for 
the existence of any potential deadlock. It is found from simulation experiments that the 
proposed strategy effectively reduces the number of deadlock detections compared to 
previous schemes, which implies that it also reduces the number of false deadlock detec-
tions, since most detected deadlocks are in fact non-existent. 

Deadlock recovery schemes are in general classified into two groups, regressive and 
progressive schemes [8, 10]. In order to resolve deadlock, regressive schemes simply kill 
deadlocked packets and re-inject them into the network after some delay. On the other 
hand, progressive recovery schemes do not kill but allow deadlocked packets to keep 
progressing toward their destinations [15]. One of the progressive recovery mechanisms, 
named Disha [10], provides buffers other than normal flit buffers, named deadlock buff-
ers, which are centralized at routers. Those buffers form a dedicated recovery path for 
deadlocked packets to follow by preempting network bandwidth from undeadlocked 
packets when necessary. Another progressive technique proposed in [8] absorbs dead-
locked packets at the current node and later reinjects them. 

In order to minimize performance degradation, it is recommended not to saturate 
recovery resources such as the centralized buffers suggested in [10]. So, lower deadlock 
detection rates are preferable. However, we found through simulation experiments that 
lower deadlock detection rates do not always lead to better network throughput at satu-
rated loads, when recovery resources are provided as in [10]. We observed that utiliza-
tion of the recovery resources to some extent leads to better performance in a heavily- 
loaded situation, since it directs blocked packets to those resources, relieving congestion 
of normal flit buffers. Therefore, we propose a deadlock recovery scheme that flexibly 
adjusts the time-out according to the utilization rate of the recovery resources, rather than 
fixing a single value as in previous schemes. The scheme is proved through simulation to 
effectively relieve congestion of normal flit buffers as well as saturation of the recovery 
resources by reflecting the network status on the time-out value.   

The rest of this paper is organized as follows. Section 2 introduces the proposed 
deadlock detection and recovery schemes. In section 3, performance of the proposed 
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schemes is evaluated through simulation experiments and compared with that of previous 
schemes. Section 4 concludes this paper. 

2. THE PROPOSED DEADLOCK DETECTION AND 
RECOVERY MECHANISMS 

2.1 Deadlock Detection 
    

The proposed scheme detects deadlock for n-dimensional direct regular networks 
with true fully adaptive minimal routing that have directions associated with the channels. 
The basic idea comes from the observation that deadlock involves packets waiting on 
each other cyclically. This property is also exploited by previous methods where certain 
turns are prohibited to avoid deadlock [4, 16]. Regarding deadlock detection, this implies 
that it is enough to examine only those packets making certain turns for potential dead-
lock. Inactivity time of the channels requested by those packets is measured to check for 
potential deadlock. By restricting the eligibility of packets to be examined for deadlock, 
a significant reduction of the number of false deadlock detections can be achieved.  

 
Definition 1  Let REQP be the set of all the next feasible output channels requested by a 
packet P according to the routing algorithm. A feasible output channel is one that leads a 
packet closer to its destination. Let OCCP be the set of all channels occupied by a packet 
P. A blocked packet P is dependent on a packet Q if REQP ∩ OCCQ ≠ ∅.           

 
Definition 2  A blocked packet P is said to be transitively dependent on a packet Q if 
either of the following conditions is true:  
(i) there exists a packet R such that P is dependent on R and R is dependent on Q. 
(ii) there exists a packet R such that P is dependent on R and R is transitively dependent 

on Q.                                                               
 
A packet is either advancing or blocked. The latter is further classified as follows.  
 

Definition 3  A packet P is temporarily blocked if 
(i) all of its next feasible output channels are occupied by some other packets and  
(ii) at least one of the packets on which P is dependent is advancing.                
 
Definition 4  A packet P is completely blocked if  
(i) all of its next feasible output channels are occupied by some other packets and  
(ii) none of the packets on which P is dependent is advancing.                     

Note that a deadlocked packet is sure to be completely blocked but the opposite may 
not be the case. 

2.1.1 n-dimensional meshes 

To identify the types of turns in cycles of blocked packets, we focus on directions of 
packet movement. For nD meshes, the following notations are used. 
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Notation 1  Let Di denote dimension i for i = 0, …, n − 1. Then directions Di
- and Di

+ 
represent the negative and the positive directions along dimension i, respectively.     
 

Fig. 1 illustrates a cycle of blocked packets changing their directions in 2D meshes. 
A cycle is pictured in two different representations. Fig. 1 (a) shows a channel depend-
ence graph [12] at a particular point of time, with arcs labeled with packet IDs depicting 
packet progressions or blocking relation and vertices representing physical channels. Fig. 
1 (b) depicts only turns made by packets, so named turn-based graph. A vertex in the 
turn-based graph represents a direction and a directed edge (d1, d2) indicates that some 
packet is turning or waiting to turn from direction d1 to direction d2; the edge is labeled 
with that packet. In the figure, m1, holding channel c1, is waiting to change its direction 
from D1

+ to D0
+ and is dependent on m2. In the turn-based graph, m2 and m5 are not 

shown, since they are not involved in any turns.  
 

 
(a) A channel dependence graph.       (b) A turn-based graph. 

Fig. 1. An illustration of a cycle in 2D meshes with two different representations. 

 
In general, a blocked packet in the turn-based graph of a cycle may be transitively 

dependent on a packet ahead of it in the graph. Note that there is no one-to-one corre-
spondence between the two types of graphs in Fig. 1, since the latter focuses on packet 
turns only. Hence, a turn-based graph may represent several different network states. It is 
observed that the turn-based graph representation of a cycle in nD meshes has the fol-
lowing properties. 
 
P1. Since 180-degree turns are not allowed in our assumption, (Di

-, Di
+) and (Di

+, Di
-) 

are not included in the graph.  
P2. The graph includes a cycle such that  

P2-1. the cycle includes at least four vertices and their associated edges and  
P2-2. if the cycle includes vertex Di

-, it also includes vertex Di
+, and vice versa.  

 
Now we need to select common types of turns that are included in every cycle, in 

order to detect deadlock. In [4], it is said that prohibition of n(n − 1) turns is sufficient to 
prevent any deadlock in nD meshes. However, care must be taken so that the selected 
turns cover all possible cycles in nD meshes. In our scheme, turns from Di

+ to Di+1
-, Di+1

+, 
…, Dn-1

-, and to Dn-1
+, for i = 0, …, n − 2, are selected. Note that the total number of 

turns selected as such is n(n − 1). 
 

Theorem 1  Any cycle in nD meshes includes at least one of the turns from Di
+ to Di+1

-, 
Di+1

+, …, Dn-1
-, and to Dn-1

+, for i = 0, …, n − 2. 



DEADLOCK DETECTION AND RECOVERY IN REGULAR WORMHOLE NETWORKS 

 

469 

 

Proof: By contradiction. Consider a m-dimensional cycle, for m = 2, …, n, which ex-
cludes all of the specified turns. Fig. 2 illustrates the turn-based graph representing the 
cycle. The m dimensions are renamed and listed in an ascending order, i1, i2, …, im. As 
seen in the figure, the graph contains no cycle of m dimensions and it violates Property 
P2-2.                                                                  

 
Fig. 2. A turn-based graph including all edges except those corresponding to the selected turns in 

nD meshes. 
 

To describe the proposed deadlock detection scheme in detail, a bit of a packet 
header, named turn bit, is allocated to indicate whether the next routing direction of a 
packet corresponds to one of the selected turns. If the turn bit of a packet is set and all of 
its next feasible output channels have been inactive for time-out, the packet is presumed 
as deadlocked. Note that the turn bit of a packet may be set at a router but the packet may 
be presumed as deadlocked at another router on its way to the destination.  
 
Deadlock Detection Scheme for nD meshes:   
1.  If the next routing direction of a packet corresponds to one of the turns from Di

+ to 
Di+1

-, Di+1
+, …, Dn-1

-, and to Dn-1
+, for i = 0, …, n − 2, set its turn bit to true.  

2.  If a packet has been completely blocked for the time-out interval and its turn bit is set 
true, the packet is presumed as deadlocked.                                 

2.1.2 k-ary n-cubes 

For k-ary n-cubes, in addition to cycles in meshes, there can be a cycle involving 
wraparound channels. This cycle may not include the selected turns mentioned previ-
ously. A simple modification is made to the scheme to detect such deadlock; when the 
next routing direction of a packet uses a wraparound channel, set its turn bit true. This 
strategy is more than enough to detect all deadlocks involving wraparound channels. 
More sophisticated method can be devised to reduce the number of turn bit settings. 
However, we choose simplicity rather than complexity not to degrade the router per-
formance. 

Deadlock Detection Scheme for k-ary n-cubes:  
1. If the next routing direction of a packet corresponds to one of the turns from Di

+ to 
Di+1

-, Di+1
+, …, Dn-1

-, and to Dn-1
+, for i = 0, …, n − 2, set its turn bit to true.  

2. Otherwise if the next routing direction of a packet uses a wraparound channel, set its 
turn bit to true.  
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3. If a packet has been completely blocked for the time-out interval and its turn bit is set 
true, the packet is presumed as deadlocked.                                 

 
2.2 Deadlock Recovery 
 

A time-out value is an important factor affecting the performance of a deadlock 
handling scheme. Especially for Disha Concurrent [10], prompt deadlock recovery de-
pends on the number of deadlocked packets which is primarily determined by the 
time-out value, since deadlocked packets are routed through the path of deadlock buffers 
concurrently. Given too many deadlocked packets, the path is overloaded, degrading 
performance. To investigate this correlation in detail, we conducted simulations for a 
wide range of time-out values. Fig. 3 (a) shows the result. It is noted that the deadlock 
buffer (DB) utilization ranging from 0.05 to 0.11 yields the best throughput. Therefore, 
we may conjecture that it is possible to improve throughput by managing the time-out 
flexibly so that deadlock buffer utilization be within some range. To verify our conjec-
ture, we conducted simulation for the same network conditions and varying initial 
time-out values. As shown in Fig. 3 (b), for each initial time-out value, one experiment is 
conducted without adjusting the time-out during simulation and another experiment with 
adjusting the time-out to maintain deadlock buffer utilization in the range of 0.05 and 
0.11. It is seen that adjusting the time-out flexibly during simulation yields better 
throughput regardless of the initial time-out value.  
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The above observation motivates us to develop an idea that adjusts the time-out 

value flexibly by periodically checking the deadlock buffer usage. Specifically, if the 
deadlock buffer usage is high, increase the time-out value. Otherwise, consider either of 
the two situations; the network is lightly loaded or the time-out value is too large in a 
heavily-loaded network. In the latter case, a shorter time-out would facilitate dissipating 
congestion as it decreases utilization of normal buffers. To realize this idea of managing 
the time-out flexibly, named FLEX-TO recovery scheme, it is required to estimate net-
work congestion status and determine the proper rate of deadlock buffer utilization. The 
time-out needs to be modified only when the network is congested. There have been sev-
eral approaches developed for measuring and controlling network congestion [1]. We 

(a) Fixed time-out values during simulation.  (b) Throughput improvement by time-out values 
adjusted flexibly during simulation. 

Fig. 3. Deadlock buffer utilization and/or throughput vs. time-out value, offered traffic rate = 0.45. 
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take one of the useful approximations of congestion in the literature that is obtained by 
measuring busy output channels at each node [8]. When the network is presumed as 
heavily loaded, our recovery scheme adjusts the time-out value, thus realizing the se-
lected proper utilization rate of deadlock buffers. The scheme utilizes some predeter-
mined values as follows.  

 
1. Set a threshold for output channel utilization rate (THCH). 
2. Set a threshold for deadlock buffer utilization rate (THDB). 
3. Set a minimum time-out value (TOmin) and a maximum time-out value (TOmax). 
4. Set a time-out update period (I).  
5. Set a time-out increment/decrement value (VAL).  
 

After determining the above parameters, FLEX-TO recovery scheme runs the fol-
lowing steps at each router at every time-out update period. 
 
1. Calculate the current utilization rate of output channels (CURCH).   
2. If CURCH < THCH then exit. 
3. Calculate the current utilization rate of the deadlock buffers (CURDB).   
4. If THDB − CURDB > α for some α > 0 and TO (current time-out value) > TOmin then 

decrease TO by VAL.  
5. Otherwise if CURDB − THDB > α and TO < TOmax then increase TO by VAL. 
 

In steps 4 and 5, if α is too small, the scheme is very sensitive to the change of 
deadlock buffer utilization rate, thus frequently updating the time-out value. On the other 
hand, a large α rarely changes the time-out value if the network is stable.  

3. PERFORMANCE 

3.1 Simulation Model 
 

Performance comparison is mainly made with a previous deadlock detection scheme 
in [7] in combination with two deadlock recovery schemes, Disha Concurrent and Disha 
Sequential [10]. Disha Sequential requires sequential access to the recovery path; only 
one deadlocked packet at a time can proceed through the recovery path after capturing a 
token. To our knowledge, the scheme in [7] is most sophisticated and efficient in terms 
of the number of deadlock detections. In order to view performance difference between 
various paradigms of routing strategies, we also experimented on those routing schemes 
most studied in the literature through simulation. Namely, we evaluated the fully adap-
tive Duato’s avoidance-based scheme [3], the Negative-First routing algorithm, and 
Compressionless Routing [6], a true fully adaptive regressive recovery routing scheme. 
Duato’s scheme has been widely studied as a typical example of deadlock avoidance 
algorithms and shown to exhibit superior performance over other existing avoidance 
routing algorithms [5, 14]. As a result, it has been practically accepted in real systems 
such as the Cray T3E [13] and Reliable Router [2]. The Negative-First algorithm is par-
tially adaptive and shown to yield the best results among the Turn Model schemes dis-



SOOJUNG LEE 

 

472 

 

cussed previously [4]. Compressionless routing recovers from deadlock by simply killing 
the packets involved and later reinjecting them into the network after some delay.  

All simulations are conducted at the flit level. The routing algorithm can use any 
minimal path to forward a message toward its destination. Performance comparison is 
made on two important metrics, the ratio of packets presumed as deadlocked (simply, the 
ratio of deadlocked packets) and throughput. Throughput is measured as normalized ac-
cepted traffic in flits per node per cycle. Considering the sizes of current multicomputers 
and widely-used topologies in the simulation study, we simulated the schemes on 8x8x8 
meshes and 8-ary 3-cubes. A node is equipped with one injection and reception channel 
at the network interface. A physical channel between nodes is shared by three virtual 
channels of buffer depth of two flits. It is assigned to a virtual channel in a demand-slot- 
ted round robin fashion. We used the true fully adaptive routing except for Duato’s 
scheme [3], which requires one virtual channel for avoiding deadlock in mesh networks, 
thus two virtual channels remaining for true fully adaptive routing. For 8-ary 3-cubes, 
the scheme requires one more channel for deadlock avoidance, leaving only one channel 
for true fully adaptive routing. It is assumed that both routing time and transmission time 
of a flit across a channel equal one clock cycle. Also it takes one cycle to transfer a flit 
from an input buffer to an output buffer unless there is congestion. The crossbar switch 
allows multiple messages to traverse it simultaneously. 

Each simulation result was obtained after running the program sufficiently long 
enough for the network to operate in a steady state or become saturated. We discarded 
the data collected during the initial transient period, i.e., before the network enters into a 
steady state. We simulated the packet length of 32 flits and the uniform, perfect-shuffle, 
and bit-reversal distributions of packet destinations. Packets are generated with the injec-
tion rate varying from low load to saturation and exponentially distributed, where the 
same rate is applied to all nodes. 

For the simulation of Disha Sequential, the token propagates at twice the router clock 
speed with no impact on router delay, as also assumed in [10]. The central deadlock buffers 
for Disha Sequential have the size of two flits. For Disha Concurrent, the router is provided 
with two types of deadlock buffers, both of two-flit size, using the Hamiltonian-path with 
shortcuts [17]; one in the increasing order for those packets with the destinations of 
higher ids and the other in the decreasing order for those packets with lower destinations. 

 
3.2 Tuning the Parameters 

 
In this section, we select appropriate values for those parameters required by FLEX-  

TO recovery scheme discussed in section 2.2 for best performance. Fig. 4 shows output 
channel utilization rates vs. throughput for different time-outs for the uniform traffic 
patterns. Output channel utilization is measured as the ratio of the number of virtual 
channels occupied by packets. It is noted that the network begins to be saturated when 
the utilization rate is over 0.5 for 8-ary 3-cubes. For meshes, the rate is approximately 
0.4, regardless of the time-out. Similar results are obtained in [8] where nine out of 
eighteen virtual output channels are busy at saturation regardless of message length for a 
8 × 8 × 8 torus. Therefore, we selected 0.5 as the threshold for output virtual channel 
utilization rate (THCH) to activate FLEX-TO recovery scheme for torus networks. For 
meshes, the selected threshold rate is 0.4. 
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(a) 8-ary 3-cubes.                     (b) 8 × 8 × 8 meshes. 

Fig. 4. Output channel utilization for varying time-out value of the proposed deadlock detection 
scheme with Disha Concurrent recovery scheme.  

 
Next we determine a proper threshold for deadlock buffer utilization rate (THDB). 

As mentioned in section 2.2, the utilization rate is calculated as the mean ratio of the 
number of the deadlock buffers occupied by deadlocked packets per cycle. We used 
various threshold values ranging from 0.05 to 0.11 for 8-ary 3-cubes, as obtained from 
the simulation results in section 2.2, and found that throughput differences are almost 
negligible even at high network load. For meshes, the range of thresholds was chosen 
from 0.03 to 0.11, which was found to yield better throughput than with the other 
thresholds. Although any threshold within this range produces almost the same through-
put, the thresholds from 0.07 to 0.10 yield slightly higher throughput. Among these val-
ues, we selected 0.08 as a threshold for deadlock buffer utilization rate in the results 
presented next. As discussed in section 2.2, the time-out is adjusted when CURDB (cur-
rent deadlock buffer utilization rate) differs from the threshold by α. After examining the 
threshold range yielding better throughput, we chose 0.02 for α which is approximated 
difference between the threshold (0.08) and each limit value of the range.  

Now consider the time-out update period (I) and update value (VAL). Intuitively, 
with a large I, the scheme slowly reflects the status on the time-out, thus rather insensi-
tive to the change of network status. A large VAL will fluctuate the deadlock buffer utili-
zation rate sharply, as well as the time-out. To study their effects on performance, we 
simulated our schemes for heavy traffic load; recall that FLEX-TO recovery scheme is 
triggered only when the network load is over the predetermined threshold. The experi-
ments were conducted for (10, 5), (50, 5), and (100, 10), where the first value of the pair 
indicates I and the second one VAL. It was noted that the scheme reflected the network 
status most promptly with (10, 5), whereas the scheme tended to make relatively infre-
quent time-out change with the larger I. It turned out that throughput difference after 
applying each of these parameter values was minimal. We selected (50, 5) as values for I 
and VAL, respectively. For TOmin and TOmax, we selected 4 and 1024 cycles, respectively, 
considering the range of time-out values, 16 to 1024 cycles, used in our experiments. 

3.3 Simulation Results 

This section presents simulation results of several schemes under various network 
conditions: the scheme in [7] together with Disha Sequential [10] (LPZ-DS), that with 
Disha Concurrent [10] (LPZ-DC), our proposed deadlock detection scheme with Disha 
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Concurrent (PRP-DC), our detection scheme with FLEX-TO recovery scheme (PRP- 
FLX), the fully adaptive Duato’s avoidance-based scheme (DUATO) [3], the Negative- 
First routing algorithm (TURN), and Compressionless Routing (COMPL) [6]. The per-
formance of PRP-DC is studied to fairly investigate the efficiency of the proposed dead-
lock detection scheme in terms of the number of deadlock detections as compared with 
the scheme in [7] when the same recovery scheme, Disha Concurrent, is applied.  

We measured the ratio of packets presumed as deadlocked by each deadlock detec-
tion scheme for varying packet injection rate (offered traffic) and time-out value (TO). 
Offered traffic loads are normalized with respect to the network’s maximum wire capac-
ity, defined as all of the network channels transmitting simultaneously. Fig. 5 shows the 
results for 8 × 8 × 8 meshes for uniform traffic patterns. For PRP-FLX, the specified 
time-out values are given initially to the simulator and adjusted during simulation ac-
cording to FLEX-TO recovery scheme. The schemes behave similarly in that the ratios 
are almost zeros for normal network loads but increase substantially for heavy loads. In 
general, the ratio is inversely related with the time-out in every scheme except PRP-FLX. 
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(a)                    (b)                    (c)                    (d) 

Fig. 5. Deadlocked packet ratio in 8 × 8 × 8 meshes for uniform traffic patterns when (a) TO = 16; 
(b) TO = 64; (c) TO = 256; and (d) TO = 1024 cycles. 

 
It is noted that PRP-FLX yields the lowest ratio for TO of 16 cycles, but the highest 

ratio for the large TO of 1024 cycles at high loads. This is because of the property of 
FLEX-TO recovery scheme, as it flexibly adjusts the time-out based on the deadlock 
buffer utilization. That is, for a small time-out in congested networks, the deadlock buff-
ers tend to be heavily loaded, thus having the time-out increased. Consequently, packets 
would be presumed as deadlocked less frequently than the other schemes. On the other 
hand, for a large time-out in congested networks, the opposite situation occurs. 

COMPL performance varies most depending on the time-out, as shown in Fig. 5. 
The obvious reason is that it adopts the loosest condition for deadlock detection, i.e., 
simply killing packets that have not progressed for time-out at the sources. Among dead-
lock recovery schemes, LPZ-DC seems more sensitive to the time-out for saturated net-
works, as its range of ratios for different time-outs is the largest. Specifically, at satura-
tion (rate of 0.225), the ranges are 0.10, 0.11, and 0.04, for LPZ-DC, LPZ-DS, and 
PRP-DC, respectively. For highly saturated situation (rate of 0.25), they are 0.37, 0.18, 
and 0.21 in that order. In terms of the number of deadlock detections, PRP turns out to 
be more efficient than LPZ, as the ratio for LPZ is as much as 2.5 times higher for TO of 
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16 cycles at saturation. Even for the large TO of 1024 cycles, LPZ detects approximately 
1.2 times more deadlocks than PRP.   

Note in Fig. 5 that LPZ-DS yields lower ratio than LPZ-DC and PRP-DC at highly 
saturated networks (rate of over 0.25) for relatively short TOs of 16 and 64 cycles. The 
reason is as follows. DC enables concurrent recovery of deadlocked packets proceeding 
along the deadlock buffers. On the contrary, DS allows only one packet to use the recov-
ery path, since a packet for DS must wait for the token for recovery. During the waiting 
time, there is a higher chance that the packet presumed as deadlocked may obtain a next 
feasible channel and become unblocked, since a network with a fully adaptive routing 
rarely enters into deadlock. In case of larger TOs of 256 and 1024 cycles, such effect is 
diminished, since the time-out is sufficiently long enough for blocked packets to proceed, 
substantially decreasing the number of deadlock detections for LPZ and PRP.  

Fig. 6 plots the ratio of deadlocks for 8-ary 3-cubes. The schemes behave almost 
similarly as in meshes. However, the ratios are lower in general than those for meshes, 
due to the higher adaptiveness property of tori. Note that the ratios for PRP-DC are still 
lower than those for LPZ-DC in every result, even though PRP enforces loose criteria for 
deadlock declaration for tori than for meshes. Specifically, the ratios for LPZ-DC are 2.1 
to 3.2 times higher than those for PRP-DC for the TO less than 1024 cycles at saturation. 

Simulation experiments are also conducted with non-uniform traffic patterns for 3D 
tori. Fig. 7 depicts the deadlocked packet ratios for perfect-shuffle and bit-reversal traffic 
patterns for the TOs of 16 and 256 cycles. They tend to increase at lower offered traffic 
loads, but are in general lower than for uniform traffic patterns, except for PRP-FLX. 
The ratios quickly level off at high loads regardless of time-outs and traffic patterns. For 
the TO of 256 cycles, LPZ and PRP-DC yield almost no deadlocks. Different from the 
uniform traffic pattern case for the TO of 16 cycles, PRP-DC results in the lowest ratio 
for both non-uniform traffic patterns. It is noted that PRP-FLX consistently yields the 
ratio of 0.1 to 0.15 at heavy loads for all traffic patterns and all time-outs presented. 

Fig. 8 plots normalized throughput of each scheme in 3D meshes. It is observed that 
the schemes except TURN and COMPL perform almost the same for low and moderate 
loads but differ at high loads. In particular, PRP-FLX generally performs better than the 
other schemes for all time-outs. This is because PRP-FLX manages to allocate the chan-
nel bandwidth properly by not overloading the recovery path. Especially, such manage-
ment takes effect for the TO of 16 cycles, as PRP-FLX significantly outperforms all the 
other schemes, yielding from 1.9 to 6.68 times higher throughput at highly offered traffic 
of 0.25. One exception is COMPL which tends to sustain its performance at high loads 
for low TOs of 16 and 64 cycles. This is mainly because it kills sufficient number of 
packets for the network to return to normal condition. However, for larger time-outs, 
COMPL performance degrades more significantly than the other schemes, demonstrating 
its degree of sensitivity to time-out, which is also addressed in [6, 10]. 

It is noticed in Fig. 8 that LPZ-DS performs worst at heavy loads. This is attributed 
to its sequential recovery procedure. That is, although it results in lower ratio of dead-
locked packets than LPZ-DC or PRP-DC in some cases as shown in Fig. 5, only one 
deadlocked packet at a time is recovered, thus taking much longer time for recovery. For 
instance, the recovery time of a deadlocked packet for LPZ-DS is approximately 1.98 
times longer than that for LPZ-DC, for the TO of 64 cycles at the offered traffic of 0.25. 
Unless the network is significantly heavy, TURN yields the lowest throughput, due to its 
restriction on routing adaptiveness. 
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Fig. 6. Deadlocked packet ratio in 8-ary 3-cubes for uniform traffic patterns when (a) TO = 16; (b) 
TO = 64; (c) TO = 256; and (d) TO = 1024 cycles. 
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Fig. 7. Deadlocked packet ratio in 8-ary 3-cubes. Perfect-shuffle traffic patterns when (a) TO = 16 and 
(b) TO = 256 cycles. Bit-reversal traffic patterns when (c) TO = 16 and (d) TO = 256 cycles. 
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Fig. 8. Throughput in 8 × 8 × 8 meshes for uniform traffic patterns when (a) TO = 16; (b) TO = 64; 
(c) TO = 256; and (d) TO = 1024 cycles. 

 
Interestingly, throughput for the TO of 1024 cycles is lower than that for the TO of 

256 cycles for LPZ-DC and PRP-DC at high loads. This is because those schemes redi-
rect blocked packets to the deadlock buffers less frequently for the longer time-out, thus 
being unable to quickly relieve normal flit buffers from congestion. For the lower TOs of 
16 and 64 cycles, PRP-DC outperforms LPZ-DC, although they use the same recovery 
scheme. This is attributed to the lower ratio of deadlocked packets by PRP-DC, as seen 
in Fig. 5. If the ratios are too high, deadlocked packets would obviously encounter con-
siderable delay when routed along the deadlock buffers. Fig. 8 shows that DUATO sur-
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prisingly outperforms all the progressive deadlock recovery schemes except PRP-FLX 
for all time-outs. Its behavior is similar to that of PRP-FLX, as its throughput tends to 
drop slightly after saturation. This indicates that efficient use of the deadlock buffers is 
critical to network performance.  

Fig. 9 plots the performance of each scheme in terms of throughput in 3D tori. The 
schemes behave almost similarly as in meshes, although they show higher peak through-
put. In general, PRP-FLX continues to outperform all the other schemes, especially for 
large time-outs and high loads. One of the main differences from the results shown in Fig. 
8 is that DUATO performs relatively worse. The obvious reason is that DUATO requires 
two virtual channels to avoid deadlock for tori, leaving only one channel for fully adap-
tive routing, whereas it uses two channels for fully adaptive routing for meshes. TURN 
also performs worse than in meshes because it provides non-minimal routes in tori, as 
discussed in [6]. Another difference is that LPZ-DS performs comparably to LPZ-DC 
and PRP-DC for the TO of 1024 cycles. This is due to its ratio of deadlocked packets as 
shown in Fig. 6 (d), where all the three schemes generate almost no deadlocked packet, 
obviously leading to virtually no performance difference. In the figure, COMPL per-
forms better than DUATO for the TO less than 1024 cycles, while DUATO is slightly 
better for the TO of 1024 cycles at high loads over 0.35. This result matches with that in 
[5, 10]. Moreover, DUATO significantly outperforms TURN for all the configurations, 
which is also demonstrated in [10].    
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Fig. 9. Throughput in 8-ary 3-cubes for uniform traffic patterns when (a) TO = 16; (b) TO = 64; (c) TO 
= 256; and (d) TO = 1024 cycles. 
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Fig. 10. Throughput in 8-ary 3-cubes. Perfect-shuffle traffic patterns when (a) TO = 16 and (b) TO = 
256 cycles. Bit-reversal traffic patterns when (c) TO = 16 and (d) TO = 256 cycles. 
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Fig. 10 presents throughput of each scheme for non-uniform traffic patterns for 3D 
tori. The schemes behave very similarly as in the uniform traffic patterns. TURN shows 
relatively better performance in perfect-shuffle patterns than in the other patterns. This is 
also the case for DUATO, since its performance difference from PRP-FLX is much less 
than in the uniform patterns. In particular, DUATO performs comparably to COMPL for 
the TO of 256 cycles in the non-uniform patterns, while it is outperformed by COMPL in 
the uniform patterns. It is noticed that PRP-DC does not degrade significantly for the TO 
of 16 cycles, but yields performance competitive with PRP-FLX in the figure. In fact, for 
large time-outs, the progressive deadlock recovery schemes exhibit little difference in 
throughput. 

4. CONCLUSIONS 

This paper proposed efficient deadlock detection and recovery schemes for true fully 
adaptive routing in wormhole networks. Deadlock detection is based on the turn model 
and intended to mark only one packet as deadlocked in a simple cycle. Our deadlock 
recovery scheme operates by adjusting the time-out value flexibly according to the utili-
zation rate of the recovery resources, rather than fixing a single time-out value as in pre-
vious schemes. Simulation experiments were conducted to show that the proposed dead-
lock detection scheme significantly outperforms previous schemes in terms of the num-
ber of packets detected as deadlocked for low to moderate time-out intervals. Perform-
ance study also shows that the proposed deadlock recovery scheme yields better through- 
put over previous ones and deadlock avoidance-based routing schemes. Although simu-
lation results for only 8 × 8 × 8 meshes and tori are presented in this paper, similar re-
sults were obtained for larger and smaller networks such as 16 × 16 and 4 × 4 × 4 meshes. 
The main advantage of the proposed scheme is that it virtually removes the need for de-
termining a best time-out value satisfying various network conditions. 
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