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Context: Comparing and contrasting evidence from multiple studies is necessary to build knowledge and
reach conclusions about the empirical support for a phenomenon. Therefore, research synthesis is at the
center of the scientific enterprise in the software engineering discipline.
Objective: The objective of this article is to contribute to a better understanding of the challenges in syn-
thesizing software engineering research and their implications for the progress of research and practice.
Method: A tertiary study of journal articles and full proceedings papers from the inception of evidence-
based software engineering was performed to assess the types and methods of research synthesis in sys-
tematic reviews in software engineering.
Results: As many as half of the 49 reviews included in the study did not contain any synthesis. Of the
studies that did contain synthesis, two thirds performed a narrative or a thematic synthesis. Only a
few studies adequately demonstrated a robust, academic approach to research synthesis.
Conclusion: We concluded that, despite the focus on systematic reviews, there is limited attention paid to
research synthesis in software engineering. This trend needs to change and a repertoire of synthesis
methods needs to be an integral part of systematic reviews to increase their significance and utility for
research and practice.

� 2011 Elsevier B.V. All rights reserved.
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
2. Theoretical background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
2.1. The role and definition of systematic reviews. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441
2.2. Synthesis of qualitative and mixed-methods evidence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 442
2.3. Appraisal of qualitative and mixed-methods evidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 444
3. Research methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 444
4. Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 445
4.1. What was the basis for the reviews? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 446
4.2. How were the findings synthesized? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 446
4.2.1. Methods of synthesis as described by the authors of SRs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 446
4.2.2. Methods of synthesis according to the original references . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 447
4.2.3. SR goals and the use of synthesis methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449
4.3. How were the syntheses presented? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449

5. Discussion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450
5.1. Implications for theory and practice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 451
5.2. Recommendations and future research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 452
5.3. Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453
ll rights reserved.

), tore.dyba@sintef.no (T. Dybå).

http://dx.doi.org/10.1016/j.infsof.2011.01.004
mailto:dcruzes@idi.ntnu.no
mailto:tore.dyba@sintef.no
http://dx.doi.org/10.1016/j.infsof.2011.01.004
http://www.sciencedirect.com/science/journal/09505849
http://www.elsevier.com/locate/infsof


D.S. Cruzes, T. Dybå / Information and Software Technology 53 (2011) 440–455 441
6. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453
Appendix A. Studies included in the review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 454
1. Introduction

Developing software engineering (SE) knowledge is a coopera-
tive enterprise of accumulating empirical evidence in an orderly
and accurate fashion. The evidence of a particular research study
cannot be interpreted with any confidence unless it has been con-
sidered together with the results of other studies addressing the
same or similar questions. Comparing and contrasting evidence is
necessary to build knowledge and reach conclusions about the
empirical support for a phenomenon. An accurate combination of
study outcomes in terms of research syntheses is, therefore, at
the center of the scientific enterprise in the SE discipline. Still, it
was only half a decade ago when software researchers began to
pay serious attention to how to systematically locate, evaluate, syn-
thesize, and interpret the evidence of past research studies [18,32].

Research synthesis is a collective term for a family of methods
that are used to summarize, integrate, combine, and compare the
findings of different studies on a specific topic or research question
[7,13,39]. These methods embody the idea of making a new whole
out of the parts to provide novel concepts and higher-order inter-
pretations, novel explanatory frameworks, an argument, new or en-
hanced theories, or conclusions. Such syntheses can also identify
crucial areas and questions for future studies that have not been ad-
dressed adequately with past empirical research. Research synthe-
sis is built upon the observation that no matter how well designed
and executed, empirical findings from single studies are limited in
the extent to which they may be generalized [5]. It is, thus, a way
for drawing conclusions from a collection of studies [39].

The key objective of research synthesis is to analyze and evalu-
ate multiple studies and select appropriate methods for integrating
[7] or providing new interpretive explanations about them [39]. If
the primary studies have similar interventions and quantitative
outcome variables, it may be possible to aggregate them through
meta-analysis, which uses statistical methods to combine effect
sizes. However, in SE, primary studies are often too heterogeneous
to permit a statistical summary and, in particular, for qualitative
and mixed methods studies, different methods of research synthe-
sis are needed [17].

Although research is underway in other disciplines (e.g.,
[13,41,50]), there is a number of methodological questions about
the synthesis of qualitative and mixed-methods findings. There
are technical challenges, such as inter-rater reliability in abstract-
ing qualitative data from individual studies or from diverse study
type analyses for producing a cross-study type synthesis. There
are also challenges related to the epistemological and ontological
commitments underlying qualitative research, the methods of
qualitative synthesis, and to methods for integrating qualitative
synthesis with meta-analysis.

The aim of this article is to contribute to a better understanding
of these challenges and their implications for the progress of
empirical and evidence-based SE research by examining the types
and methods of research synthesis employed in systematic reviews
(SRs) in SE. More specifically, we seek to answer the following re-
search questions:

1. What is the basis, in terms of primary study types and evidence
that is included, in SE systematic reviews?

2. How, and according to which methods, are the findings of sys-
tematic reviews in SE synthesized?
3. How are the syntheses of the findings presented?

The remainder of this article is organized as follows: Section 2
describes the theoretical background and examines the concept
of research synthesis along with an overview of synthesis and ap-
praisal methods. Section 3 provides an overview of the research
methods that were used, while Section 4 presents findings related
to the research questions. Finally, Section 5 provides a discussion
of the findings and the implications for research and practice. Sec-
tion 6 provides the conclusions of the study.

This article is an extension of a conference paper [10], which
was extended in three respects. First, Section 2 is broadened and
considerably expanded to provide a much fuller account of the
concept of research synthesis and its role within systematic re-
views. Additionally, there is extended coverage of emerging syn-
thesis methods as well as new material on appraisal methods.
The results in Section 4 are considerably expanded with new mate-
rial related to the number of studies that were included and with
respect to the topics that were covered. Finally, Section 5 is ex-
panded with a deeper discussion of the findings, their implications
for theory and practice, and opportunities for future research.

2. Theoretical background

In this section, we provide the theoretical background of SRs
and their relationship to evidence-based software engineering
(EBSE) by contrasting the reviews to traditional literature reviews
and scoping studies. Furthermore, we present definitions of re-
search synthesis and provide an overview of the most relevant
methods for synthesis of qualitative and mixed-methods evidence,
followed by an overview of different ways of appraising the quality
of such evidence for inclusion in SRs.

2.1. The role and definition of systematic reviews

Along with several other domains, such as healthcare, public
policy, education, and management, the evidence-based paradigm
has also been proposed for SE research [32], practice [18], and edu-
cation [25]. The goal of this paradigm is:

to provide the means by which current best evidence from
research can be integrated with practical experience and
human values in the decision-making process regarding the
development and maintenance of software [32].
In this context, evidence is knowledge obtained from findings
derived from analysis of data obtained from observational or
experimental procedures that are potentially repeatable and that
meet the currently accepted standards of design, execution, and
analysis (e.g., [26,49]). Depending on how the evidence was ob-
tained, it can vary greatly in terms of strength. The strongest
empirical evidence is obtained from rigorous methods incorpo-
rated into a study designed to have a clear, unequivocal supporting
or refuting outcome. However, the evidence can be weakened by
the possibility of other explanations for the results or due to weak-
nesses in the methods. Because the opportunity for independent
assessment of the strength of evidence is a key component in
any empirical study, the methods used to obtain the evidence must



Table 1
Differences between traditional reviews and systematic reviews (adapted from [38]).

Feature Traditional reviews Systematic reviews

Question Often broad in scope Often a focused research question
Identification of research Not usually specified, potentially biased Comprehensive sources and explicit search strategy
Selection Not usually specified, potentially biased Criterion-based selection, uniformly applied
Appraisal Variable Rigorous critical appraisal
Synthesis Often a qualitative summary Qualitative and/or quantitative synthesis
Inferences Sometimes evidence-based Usually evidence-based
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be described or referenced sufficiently. Currently, depending on
the methods that were used, empirical evidence in SE varies from
strong and useful to weak, wrong, or irrelevant [53].

A key element of EBSE is the SR, which is a concise summary of
the best available evidence that uses explicit and rigorous methods
to identify, critically appraise, and synthesize relevant studies on a
particular topic. The individual studies that contribute to a SR are
called primary studies, while the SR itself is a form of secondary
study.

Typically, a SR focuses on a well-defined question aiming to
provide an answer by synthesizing the findings from a relatively
narrow range of quality-assessed studies. A fundamental distinc-
tion regarding the objective of such reviews is whether they at-
tempt to provide knowledge support or decision support [44]. A
SR directed at knowledge support will typically bring together
and synthesize research evidence on a particular topic, while a
SR aimed at decision support will be more specific and include ana-
lytical tasks to help make a decision within a particular context
[35]. In reviews for knowledge support, approaches may be prior-
itized to avoid bias, whereas for supporting a decision, avoiding
bias may be necessary but not sufficient and the reviewer must
also be explicit about the basis of the judgments that are inevitably
made [44]. Furthermore, when a review aims to provide decision
support, it may need to include non-research evidence and possi-
bly use various modeling and simulation methods, which will af-
fect the methodological focus of the SR.

Both traditional literature reviews and SRs are retrospective,
observational studies. Therefore, they are subject to systematic
and random errors. The quality of a review depends on the extent
to which scientific and transparent review methods were used to
minimize error and bias. In addition to research synthesis, these
methods are the key feature that distinguishes traditional reviews
from SRs (see Table 1). There is, however, a discussion on how ex-
plicit and transparent a SR can be [23] as well as to what extent it is
possible, or even relevant, to follow predefined procedures [15].

Another form of secondary study is the scoping study, which
(unlike SRs) is less likely to attempt to address very specific re-
search questions or to assess the quality of the included studies
[2,12]. Typically, scoping studies address broader topics and are
‘‘designed to provide an initial indication of the size and location
of the literature relating to a particular topic as a prelude to a com-
prehensive review’’ or ‘‘to establish how a particular term is used
in what literature by whom and for what purpose’’ [1]. As a conse-
quence, scoping studies tend to draw on a diverse range of qualita-
tive and quantitative research, and non-research sources that
cannot be easily appraised or synthesized. The lack of research syn-
thesis and quality appraisal in scoping studies is what distin-
guishes these studies from SRs.
2.2. Synthesis of qualitative and mixed-methods evidence

Following the conventions in Mays et al. [35], we use the term
‘‘systematic review’’ to describe the whole process of bringing to-
gether evidence from a range of sources, and the term ‘‘synthesis’’
is used to describe the specific procedures within the SR that are
used to combine the evidence from individual, primary studies.

There are three definitions of synthesis that were applicable to
our purpose (Merriam-Webster’s dictionary). According to the first
definition, synthesis is the combination of parts or elements to
form a whole. Synthesis can also be defined as the dialectic combi-
nation of thesis and antithesis into a higher stage of truth. Finally,
synthesis can be defined as the combination of often diverse con-
ceptions in a coherent whole.

Noblit and Hare employed these same three distinctions by
stating that the first definition explains synthesis of directly com-
parable studies as ‘reciprocal translations’; the second explains
studies that stand in opposition to one another through ‘refutation-
al translations’ (or forms of resolution); and the third explains the
synthesis of studies that may represent a line of argument (or
forms of reconceptualization) [39].

Noblit and Hare further distinguished between two synthesis
approaches: integrative and interpretive [39]. Integrative synthesis
combines or summarizes data to create generalizations [7]. It in-
volves the quantification and systematic integration of data
through techniques such as meta-analysis (which is concerned
with the assembly and pooling of specific data) or less formal tech-
niques (such as providing a descriptive account of the data).

Interpretive synthesis achieves, on the other hand, subsumes
the concepts identified in the primary studies into a higher-order
theoretical structure. The primary concern is with the develop-
ment of concepts and of theories integrating those concepts. There-
fore, an interpretive synthesis will avoid specifying concepts before
the synthesis and ground the concepts in the data reported from
the primary studies [13]. While most forms of synthesis could be
characterized as being either primarily interpretive or primarily
integrative, every integrative synthesis will include elements of
interpretation, and every interpretive synthesis will include ele-
ments of integration.

The traditional view of research synthesis is the integrative,
quantitative approach with an emphasis on the accumulation of
data and analysis through meta-analysis. Meta-analysis is a form
of additive synthesis that combines the numerical results of con-
trolled experiments, estimates the descriptive statistics, and ex-
plains the inconsistencies of effects as well as the discovery of
moderators and mediators in research findings [22,33,48]. The pur-
pose of meta-analysis is to aggregate the results of studies to pre-
dict future outcomes for situations with analogous conditions.
However, in order for meta-analyses to be convincingly performed,
the experiments must represent results from a single underlying
effect rather than a distribution of effects.

As empirical research has matured, there has been an increasing
awareness that other research designs besides controlled experi-
ments are necessary to understand more complex, and often more
relevant, questions about what works, in which situations, and for
whom. This has spurred a growing interest in qualitative research,
which, in turn, has drawn attention to SRs and synthesis methods
that can include evidence from diverse study types [17]. Therefore,
contrary to the purely integrative, quantitative method we find
several methods for conducting interpretive syntheses of



Table 2
Overview of methods for the synthesis of qualitative and mixed-methods evidence.

Synthesis method Description

Narrative synthesis [47] A defining characteristic of narrative synthesis is the adoption of a narrative (as opposed to statistical) summary of the findings of
primary studies. It is a general framework of selected narrative descriptions and ordering of primary evidence with commentary
and interpretation combined with specific tools and techniques that help to increase transparency and trustworthiness. Narrative
synthesis can be applied to reviews of quantitative and/or qualitative research

Meta-ethnography [39] Meta-ethnography resembles the qualitative methods of the primary studies. It aims to synthesize by induction, interpretation, and
translational analysis of the primary studies to understand and transfer ideas, concepts, and metaphors across different studies. The
product of a meta-ethnographic synthesis is the translation of studies into one another, synthesizing the translations to identify
concepts that go beyond individual accounts to produce a new interpretation. Interpretations and explanations in the primary
studies are treated as data, and are translated across several studies to produce a synthesis

Grounded theory [8,21] Grounded theory is a primary research approach that describes methods for qualitative sampling, data collection, and data analysis.
It includes simultaneous phases of data collection and analysis, the use of the constant comparison method, the use of theoretical
sampling, and the generation of new theory. It treats study reports as a form of data on which analysis can be conducted to generate
higher-order themes and interpretations

Cross-case analysis [36] Cross-case analysis includes a variety of devices, such as tabular displays and graphs, to manage and present qualitative data,
without destroying the meaning of it, through intensive coding. It includes meta-matrices for partitioning and clustering data in
various ways. Evidence from each primary study is summarized and coded under broad thematic headings. Evidence is then
summarized within themes across studies with a brief citation of primary evidence. Commonalities and differences between the
studies are noted

Thematic analysis/synthesis [3] Thematic analysis is a method for identifying, analyzing, and reporting patterns (themes) within data. It minimally organizes and
describes the data set in rich detail and frequently interprets various aspects of the research topic. Thematic analysis can be used
within different theoretical frameworks, and it can be an essentialist or realist method that reports experience, meanings, and the
reality of participants. It can also be a constructionist method, which examines the ways in which events, realities, meanings,
experience, and other aspects affect the range of discourses. Thematic analysis has limited interpretative power beyond mere
description if it is not used within an existing theoretical framework

Content analysis [20] Content analysis is a systematic way of categorizing and coding studies under broad thematic headings by using extraction tools
designed to aid reproducibility. Occurrences of each theme are counted and tabulated. The frequencies of data are determined
based on precise specifications of categories and the systematic application of rules. However, the frequency-counting techniques
of content analysis may fail to reflect the structure or importance of the underlying phenomenon, and the results may be
oversimplified and count components that are easy to classify and count rather than the components that are truly important [13]

Case survey [56] The case survey method is a formal process for systematically coding relevant data from a large number of case studies for
quantitative analysis. A set of structured closed-ended questions is used to extract data so that the answers can be aggregated for
further analysis. Qualitative evidence is converted into a quantitative form, thereby synthesizing both qualitative and quantitative
evidence. Each primary study is treated as a specific case. Study findings and attributes are extracted using closed-form questions
for increased reliability, while survey analysis methods are used on the extracted data

Qualitative comparative analysis
(QCA) [45]

The qualitative comparative analysis method is a mixed synthesis method that analyzes complex causal connections using Boolean
logic to explain pathways to a particular outcome based on a truth table. The Boolean analysis of necessary and sufficient conditions
for particular outcomes is based on the presence/absence of independent variables and outcomes in each primary study

Aggregated synthesis [19] Aggregated synthesis is an interpretive process that contains elements of both grounded theory and meta-ethnography. It attempts
to preserve the context of the original research while enhancing the generalizability of the original studies by building mid-range
theories. The goal of aggregated synthesis is thus theory development and cumulative knowledge, which can explain as well as
predict certain behaviors

Realist synthesis [43] Realist synthesis is a theory-driven approach that encompasses quantitative and/or qualitative research from any kind of evidence
by focusing on explaining how these interventions work and why they fail to work in particular contexts. Data extraction in realist
synthesis takes the form of an interrogation of baseline inquiries for information on what works for whom under what
circumstances. The theory that underlies a particular intervention is central to this method

Qualitative metasummary [50] Qualitative metasummary is a quantitative oriented aggregation of qualitative findings. The goal is to discern the frequency of each
finding and to find in higher frequency findings the evidence of replication foundational to validity in quantitative research and to
the claim of having discovered a pattern or theme in qualitative research

Qualitative metasynthesis [50] Qualitative metasynthesis is an interpretive integration of qualitative findings that are in the form of interpretive syntheses of data;
either conceptual/thematic descriptions or interpretive explanations. Metasyntheses offer novel interpretations of findings derived
from considering all the studies in a sample as a whole. Validity does not reside in replication logic, but rather in interpretation

Meta-study [41] Meta-study involves the analysis of theories, methods, and findings in qualitative research as well as the synthesis of these insights
into new ways of thinking about phenomena. The goal is to transform the accumulation of findings into a legitimate body of
knowledge with the ultimate aim of both generating new theory and informing practice. The method is unique in the extent to
which it focuses on the importance of understanding the findings in terms of the methods and theories that drive them

Table 3
Overview of approaches for the appraisal of qualitative and mixed-methods evidence.

Appraisal approach Description

Critical appraisal skills
programme [4]

A number of tools were developed under the CASP to help with the process of critically appraising articles of diverse types of research.
The qualitative appraisal tool presents ten questions that deal very broadly with some of the principles or assumptions that
characterize qualitative research. The following three broad issues are included: rigor, credibility, and relevance

Long and Godfrey [34] A relatively lengthy tool that incorporates both descriptive and evaluative elements. It includes 34 questions across four key areas:
characteristics of the study (study type, sampling and setting), how the study was done (rationale for the choice of setting, sample, data
collection and analysis), research ethics, and policy and practice implications

Spencer et al. [54] This framework was developed by the UK Cabinet Office to support work in Departments. It provides a guide for assessing the
credibility, rigor, and relevance of individual research studies. The framework contains 18 appraisal questions related to nine key
areas: findings, design, sample, data collection, analysis, reporting, reflexivity and neutrality, ethics, and auditability

Walsh and Downe [55] Walsh and Down reviewed a number of frameworks for appraising qualitative research. They appraised and synthesized the resulting
frameworks to make a practice-oriented checklist. The final checklist included 53 items related to eight key areas: scope and purpose,
design, sampling strategy, analysis, interpretation, reflexivity, ethical dimensions, and relevance and transferability
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qualitative and heterogeneous research [13], which has been pre-
sented in the form of a narrative.

There is, however, a debate about the appreciation and legitimi-
zation of qualitative synthesis. On one hand, proponents of qualita-
tive synthesis view it as essential for achieving the goals of the
evidence-based paradigm. On the other hand, proponents against
the synthesis of qualitative research argue that there are epistemo-
logical and ontological commitments that are assumed to underlie
qualitative research. They also argue that qualitative research is as
resistant to synthesis as poems are [50].

A more pragmatic view was taken by Estabrooks et al. [19], who
argued that the synthesis of multiple studies could result in a con-
tribution to theory building that is more powerful than any single
study. According to this view, the synthesis of qualitative evidence
could allow for the construction of larger narratives and more gen-
eral theories and, therefore, overcome the problem of isolation
associated with qualitative research and allow for cross-study
themes or higher-order analytical categories to be developed [13].

Accordingly, a number of different methods have been proposed
for the synthesis of qualitative and mixed-methods findings, many
of which were based on approaches used in primary research
[13,44]. Some of the methods maintain the qualitative form of
the evidence, such as meta-ethnography, and some methods in-
volve converting qualitative findings into a quantitative form, such
as content analysis and qualitative metasummary. Table 2 outlines
some of these methods. This is by no means meant to be an
exhaustive list; there are numerous other methods with slightly
different terminology as well as different epistemological and
ontological foundations. Ultimately, a number of factors, including
the research question, the anticipated number of primary studies,
and the knowledge and expertise of the team undertaking the re-
view, will influence the choice of method.
2.3. Appraisal of qualitative and mixed-methods evidence

A final, but widely debated, concern is the issue of how, or
whether, to appraise qualitative studies for inclusion in a SR. The
process of quality appraisal is important because the quality of
studies or other evidence may affect both the results of the individ-
ual studies and the conclusions derived from the synthesis. While
some authors have argued against the use of standard quality
criteria, or ‘‘criteriology’’ [52], for evaluating qualitative studies,
others have accepted the need for transparent approaches for ap-
praisal. Such quality appraisals are typically used to establish a
minimum quality threshold for the inclusion of studies, to discrim-
inate between overall contributions of studies, or to gain a better
understanding of the strength of evidence [16].

Assessing the quality of a study is not straightforward, however,
as there is no general, agreed upon definition of ‘‘quality’’ [29].
There are also common problems in appraising the quality of pub-
lished research because journal articles and, in particular, confer-
ence papers rarely provide enough detail of the methods due to
space limitations in journal volumes and conference proceedings.
Despite these difficulties, and the lack of consensus regarding the
quality appraisals of qualitative studies, there are a multitude of
guidelines, tools, and checklists available that can be used to assess
the quality of primary, qualitative studies. Table 3 outlines some of
these methods.

When it comes to appraising the quality of SRs, several tools are
also available (see [16] for examples). The York University, Centre
for Reviews and Dissemination (CRD) Database of Abstracts of Re-
views of Effects is particularly relevant (DARE, 2010). CRD under-
takes high quality SRs that evaluate the research evidence on
health and public health questions of national and international
importance. The findings of CRD reviews are widely disseminated
and have impacted on health care policy and practice both in the
UK and internationally.

The CRD databases have become a key resource for health pro-
fessionals, policymakers and researchers around the world. The
databases assist decision makers by systematically identifying
and describing SRs and economic evaluations, appraising their
quality and highlighting their relative strengths and weaknesses.
DARE is a CRD database that contains more than 15,000 abstracts
of SRs, which includes over 6000 quality assessed reviews. Each
month, thousands of citations are screened to identify potential
SRs. These citations are independently assessed by two researchers
for inclusion in DARE by using the following criteria:

1. Were inclusion/exclusion criteria reported?
2. Was the search adequate?
3. Were the included studies synthesized?
4. Was the validity of the included studies assessed?
5. Are sufficient details about the individual included studies

presented?

Reviews included in DARE meet at least four of the five criteria
(Criteria 1–3 are mandatory). Kitchenham et al. used the DARE cri-
teria to evaluate the quality of SRs in the SE field [27,28], but did
not include the mandatory Criterion 3, regarding synthesis. Like-
wise, Kitchenham and Charters did not include the synthesis
requirement in their reference to DARE in the guidelines for per-
forming systematic literature reviews in SE [31]. However, Crite-
rion 3 is critically important for the DARE evaluation because it
is mandatory for a SR to synthesize primary studies. Without such
synthesis, the secondary study will be, at best, a scoping study.

3. Research methods

This study is a tertiary review [31] to assess the types and meth-
ods of research synthesis in systematic reviews in SE. Based on the
research questions in Section 1, we used the ISI Web of Knowledge
to conduct a search in the following databases:

� Science Citation Index Expanded (SCI-EXPANDED).
� Social Sciences Citation Index (SSCI).
� Arts and Humanities Citation Index (A&HCI).
� Conference Proceedings Citation Index-Science (CPCI-S).
� Conference Proceedings Citation Index-Social Science and

Humanities (CPCI-SSH).

We searched within all the ‘computer science’ subject areas for
all full proceedings papers and journal articles published from 1st
January 2005 until 31st July 2010 that contained the term ‘system-
atic review’ in the title:

Title=(systematic review)
Refined by: Subject Areas=(COMPUTER SCIENCE,

INFORMATION SYSTEMS OR COMPUTER SCIENCE,
INTERDISCIPLINARY APPLICATIONS OR COMPUTER
SCIENCE, SOFTWARE ENGINEERING OR COMPUTER
SCIENCE, THEORY & METHODS)

Timespan=2005-2010. Databases=SCI-EXPANDED, SSCI,
A&HCI, CPCI-S, CPCI-SSH

Due to previously reported inadequacies with the ACM Digital
Library, and the fact that ISI Web of Knowledge does not index
ACM proceedings papers [17], we performed a separate search in
the ACM Digital Library for such papers. Also, because Kitchenham
et al. reviewed the status of EBSE since 2004 in two tertiary



Table 4
Publication year.

Year # Percent (%)

2005 2 4.08
2006 5 10.20
2007 7 14.29
2008 12 24.49
2009 12 24.49
2010 11 22.45

Table 5
Publication venues.

Publ. # Percent (%)

IST 22 44.9
Conference 12 24.5
TSE 5 10.2
Workshop 4 8.2
EMSE 2 4.1
Others 4 8.2
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reviews that focused on articles describing secondary studies
[27,28], we examined the articles included in those reviews for
possible inclusion in the current study as well.

We restricted the start of our search to the beginning of 2005
because we would not expect earlier papers to be influenced by
the seminal papers on EBSE [18,32] or the procedures for undertak-
ing systematic reviews [30]. We also restricted the search to sec-
ondary studies that, themselves, claimed to be SRs; either by
stating so in the title or by explicitly referencing Kitchenham and
Charters’s guidelines for conducting SRs [31], in the case they were
identified by the tertiary reviews of Kitchenham et al. but did not
include the search term in the title.

Our search procedure retrieved 84 articles of which two were
duplicates and two were conference paper versions of later journal
articles, thus, resulting in 80 unique studies. Of these, we excluded
40 studies that were either short papers, were clearly outside the
subject area of SE (e.g., studies within medical informatics), or that
were tertiary reviews or lessons learned reports on conducting sys-
tematic reviews. Of the remaining 40 studies, we were not able to
retrieve one of the papers. In addition, we added 10 more SRs from
Kitchenham et al.’s tertiary reviews, thus leaving 49 articles for
data extraction and analysis (see Appendix A).

We extracted the following data from each study:

� The source and full bibliographic reference.
� The main topic area, overall aim and research questions.
� How the authors perceived synthesis within the context of a

systematic review.
� The databases used to search for primary studies.
� The number and time span of the primary studies included.
� Whether the authors mentioned the types of primary studies

included, and if so, which types.
� Whether a separate section on synthesis method(s) was

included and whether they explicitly mentioned a method of
synthesis with a corresponding reference.
� Quality assessment approach and its use.
� Whether the authors synthesized findings according to the

types of primary studies included or according to the quality
of the studies.
� The types and methods of synthesis used.
� How the synthesis was performed and presented.
Fig. 1. Publication ye
The first author (Cruzes) extracted and categorized the data
while the second author (Dybå) checked the extraction. Whenever
we had a disagreement, we discussed the issues until we reached
an agreement. To answer our research questions, we analyzed
the extracted data both qualitatively and quantitatively. Although
we included a short narrative description of the results, the major-
ity of the results were tabulated to present an overview of the find-
ings as well as basic information about each study. As such, our
study is a scoping study [2] that ‘maps’ out the SR literature in
the SE field based on the types and methods of research synthesis
employed.
4. Findings

The number of SRs in SE has grown from one published study in
2005 (S25), to 12 studies in 2009, and to 11 until the middle of
2010, for a total of 49 studies (Table 4 and Fig. 1). The journal Infor-
mation and Software Technology (IST) was the first to introduce sys-
tematic reviews to its readers and to publish them. This journal
published 22 of the 49 reviews in our sample (Table 5 and
Fig. 1). Papers from conferences represented one fourth of the
SRs (12/49), while IEEE Transactions on Software Engineering (TSE)
published 5 of the 49 SRs. The remaining 10 SRs were published
in various SE and SE-related journals and proceedings.

There was a diversity of topics addressed in the SRs. As shown
in Table 6, SRs in SE can be classified into 21 broad research areas,
reflecting topics in which empirical research in SE has increased
during the last years thus making systematic reviews possible.
Requirements engineering (6/49), software design (5/49) and
experimental methods in SE (5/49) were the three topic areas with
most studies.

Most authors claimed that the rationale behind their SRs was
that it is a formalized, repeatable process for systematically search-
ing a body of literature to document the state of knowledge on a
particular subject. They also claimed that the benefit of performing
a SR is that it provides researchers with more confidence that they
have located as much relevant information as possible. Although
search strategies and data extraction methods were typically de-
scribed in detail, few studies mentioned synthesis methods. Some
studies did not even mention the synthesis part at all, but often
ars and venues.



Table 6
Main topic areas in SE systematic reviews.

Main topic area Studies

Agile software development S5, S12
Aspect-oriented programming S45
Distributed software development S15, S19, S47
Domain analysis S22
Estimation models S16, S21, S35, S43
Experimental methods in SE S6, S17, S18, S38, S44
Global software engineering S31
Knowledge management in SE S3
Motivation in SE S2, S28
Product lines software development S20, S25, S33
Requirements engineering S4, S14, S26, S29, S32, S48
Reuse S36
Software design S8, S23, S30, S39, S42
Computer games S49
Software maintainability S34
Software measurement S9, S40
Software process S27, S41
Technology acceptance model S46
Testing S1, S7
Theory use in SE S10, S11
Web development S13, S24, S37
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covered only the selection and extraction processes. Other studies
used terms such as ‘interpretation’, ‘summarize’, ‘inferences’,
‘aggregation’, and ‘analyze’ to refer to the synthesis. In the remain-
der of this section, we present the findings of our study according
to the research questions stated in Section 1.

4.1. What was the basis for the reviews?

Sample size, publication year, and the types of primary studies
included varied among the studies. The identification process of
appropriate publications was typically described. Manual searches
were included in more than 60% of the studies. About 70% of the
searches were based on retrievals from IEEE eXplore and the
ACM Digital Library. Other databases that appeared in around
20–50% of the papers were ISI, Google Scholar, Inspec, Ei Compen-
dex and Science Direct. A few studies did not describe their search
procedures or searches in detail.

All of the studies had information on the sample size. The num-
ber of primary studies included in the SRs ranged from 10 to 304
with a median of 54. However, eight articles were not clear about
the number of primary studies that were examined when search-
ing for studies.

The majority of the SRs, 63.3%, classified the primary studies
based on the type of intervention, but only 20.4% of the SRs used
this classification for the synthesis of primary studies (Table 7).

In addition to empirical research studies, and contrary to the
aims of systematic review research [24], most of the SRs also in-
cluded non-empirical primary studies. Some SRs even based their
findings on statements and the author’s own experience. For exam-
ple, in S12, 16 out of 20 studies were lessons learned reports based
on expert opinion, while more than 90% of the primary studies in
Table 7
Basis for systematic reviews in SE.

Yes
(%)

No
(%)

Classified the types of studies (e.g., case studies,
experiments, surveys)?

63.3 36.7

Synthesis based on study types? 20.4 79.6
Quality appraisal? 34.7 65.3
Quality appraisal used for the exclusion of papers? 6.1 93.9
Quality appraisal used for synthesis? 14.3 83.7
S20 were based on claims and expert opinions without any corre-
sponding empirical data. Furthermore, 117 out of the 173 primary
studies included in S25 were advocacy research, proof of concept,
or experience reports, whereas half of the studies included in S13
did not conduct any empirical evaluations.

The extent of quality appraisal of primary studies included in
the SRs in SE was very low (Table 7). Only 34.7% of the SRs ap-
praised the quality of the primary studies, while as few as 6.1%
used such appraisals to exclude the primary studies with low qual-
ity from entering the SR. Furthermore, only 14.3% of the SRs used
the quality appraisal in the synthesis of the studies or to weigh
the evidence from different sources.

Since Kitchenham et al. did not include the mandatory criterion
regarding synthesis in their appraisal of the SRs in SE [27,28], we
reappraised the studies by using all five DARE criteria to ascertain
whether the studies were in accordance with the DARE inclusion
criteria or not (Table 8). From this appraisal, we observed that
63.3% of the SRs did not satisfy the DARE criteria. Of the three man-
datory criteria, Criterion 3, which was omitted by Kitchenham
et al., was the main criterion that would exclude the studies from
inclusion in the DARE repository.

Finally, if the validity of the studies was not assessed (Criterion
4), there should be sufficient details in the report of the SR that al-
low for independent assessment to be completed. Normally, this
requirement would imply including a full list of bibliographic
information for the included primary studies. As seen in Table 8,
20.4% of the SRs did not provide this information.

4.2. How were the findings synthesized?

In this section, we divided the analysis into three perspectives:
(1) the methods of synthesis as described by the authors, (2) the
methods of synthesis as we classified them (based on the original
literature and the actual synthesis described in the papers), and (3)
the appropriateness of the synthesis methods according to the goal
of the SR.

4.2.1. Methods of synthesis as described by the authors of SRs
We classified the SRs according to the methods of synthesis in

their study as indicated by the authors (Table 9). In almost half
of the SRs, there was no indication of a synthesis method being fol-
lowed. In a few SRs, the synthesis methods were explained in de-
tail, occasionally with illustrating descriptions (e.g., S2, S5, S6,
and S18). Some studies provided little information on their proce-
dures, while others were more detailed. In some SRs, instead of
explaining the synthesis procedures, the authors explained how
the extraction of the data was performed. In addition, although half
of the papers contained a synthesis section, only ten (20.4%) of the
SRs included a reference for the method of synthesis (Table 9),
although the authors did not always follow the method described
in these references.

We found only six original references to synthesis methods in
which there was a detailed explanation and definition of the meth-
od. Examples of these methods references included Noblit and
Hare’s meta-ethnography [39], Ragin’s qualitative comparative
method [45], Miles and Huberman’s methods [36], Strauss and
Corbin’s constant comparison method [8], and Cohen’s post hoc
power calculations [6]. Four of the references we found for meth-
ods of synthesis were not adequate, as they referred to papers that
did not define the methods of synthesis. For example, in one SR, the
authors provided a reference on narrative synthesis that was a pa-
per on systematic mapping studies that did not discuss narrative
synthesis methods. In another SR, we found a reference to what
the authors called a ‘‘grounded approach.’’ We checked the refer-
ence and could not find a definition of the method mentioned by
the authors.



Table 8
Quality appraisal of systematic reviews in SE using the DARE criteria.

SR (1) Were inclusion/
exclusion criteria
reported?

(2) Was the
search adequate?

(3) Were the included
studies synthesized?

(4) Was the validity of
the included studies
assessed?

(5) Are sufficient details
about the individual
studies presented?

Inclusion
in DARE?

S1 Yes Yes Yes Yes Yes Yes
S2 Yes Yes Yes Yes Yes Yes
S3 Yes Yes Yes No Yes Yes
S4 Yes Yes Yes No Yes Yes
S5 Yes Yes Yes Yes Yes Yes
S6 Yes Yes Yes No No No
S7 Yes Yes Yes Yes Yes Yes
S8 Yes Yes No No Yes No
S9 Yes Yes No No No No
S10 Yes Yes No No Yes No
S11 Yes Yes No No Yes No
S12 Yes Yes Yes No Yes Yes
S13 Yes No No No No No
S14 Yes Yes Yes Yes Yes Yes
S15 Yes No No No Yes No
S16 Yes Yes No No Yes No
S17 Yes Yes No Yes Yes No
S18 Yes Yes Yes No No No
S19 Yes Yes Yes No No No
S20 Yes Yes Yes Yes Yes Yes
S21 Yes Yes Yes Yes Yes Yes
S22 Yes Yes No No Yes No
S23 Yes No No No Yes No
S24 Yes No No No No No
S25 Yes Yes No No No No
S26 Yes No Yes No Yes No
S27 Yes Yes Yes No Yes Yes
S28 Yes Yes Yes No Yes Yes
S29 Yes No Yes Yes Yes No
S30 Yes No Yes No Yes No
S31 Yes Yes Yes No Yes Yes
S32 Yes Yes No Yes Yes No
S33 Yes Yes No No Yes No
S34 Yes Yes Yes Yes Yes Yes
S35 Yes Yes Yes Yes Yes Yes
S36 Yes No Yes No Yes No
S37 Yes Yes No Yes No No
S38 Yes Yes No No Yes No
S39 Yes Yes Yes No Yes Yes
S40 Yes Yes No No Yes No
S41 Yes No No Yes No No
S42 Yes Yes No No Yes No
S43 Yes No No No Yes No
S44 Yes Yes No No No No
S45 Yes Yes Yes Yes Yes Yes
S46 Yes Yes Yes Yes Yes Yes
S47 Yes Yes No No Yes No
S48 Yes Yes No Yes Yes No
S49 No Yes No No Yes No

% Yes 98.0% 79.6% 51.0% 34.7% 79.6% 36.7%

% No 2.0% 20.4% 49.0% 65.3% 20.4% 63.3%
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4.2.2. Methods of synthesis according to the original references
Table 10 shows which synthesis methods the authors actually

performed according to the original description of the methods
(see Table 2). When the authors attempted to describe their synthe-
sis method, they were mostly correct, but many authors did not use
the appropriate terminology for the method. We categorized the
studies that did not describe a synthesis method as scoping studies.
In addition, the ‘‘classification analysis’’ that was mentioned by
some authors also fell into the scoping study category.

Twenty-four of the 49 studies were categorized as scoping stud-
ies (Table 10). These studies involved the analysis of a wide range
of research and non-research material to provide an overview or
mapping about a specific topic or field of interest. The main reason
for a study to be in this category was that the study did not synthe-
size evidence from the area in focus, but provided an overview of
the subject area. S44 is a good example of such a scoping study.
This study reported how controlled experiments in SE are con-
ducted and the extent to which relevant information is reported.
Based on this study, other secondary studies could be performed,
such as S11 (scoping study), S17 (scoping study), S18 (meta-anal-
ysis), and S38 (scoping study).

Another example of a scoping study is S8. In this study, ten do-
main design approaches were selected from the literature with a
brief chronological description of the selected approaches. The
authors performed a mapping of the completeness of the domain
design approaches and evaluated the key points and drawbacks
of the approaches that were reviewed, but they did not synthesize
any findings from the primary studies. S10 is also a scoping study;
they referenced Robson [46] for the synthesis method, and claimed
that the study was a ‘‘grounded approach.’’ However, we did not
find the steps for this method described in the cited book or in
the literature on grounded theory (e.g., [8]). The authors identified



Table 9
Methods of Synthesis as Described by the Authors of SRs.

Method as described by
the authors

Studies Examples of Ref to the method Original
reference to
the method?

Mapping S8 None
Classification analysis S3, S7, S9, S11, S13, S16, S17, S26, S15. According to ISO/IEC 12207 (S15) No
Thematic synthesis S2, S12, S28 None No
Descriptive evaluation S1 None No
Vote counting S45, S36, S46 L.M. Pickard, B.A. Kitchenham, P.W. Jones, Combining empirical results in

software engineering, IST 40 (1998) 811–821; P. Mohagheghi, R. Conradi,
An empirical investigation of software reuse benefits in a large telecom
product, TOSEM 17(3) (2007) 1–31 (S36)

No

Narrative synthesis S31 K. Petersen, R. Feldt, S. Mujtaba, M. Mattsson, Systematic mapping studies
in software engineering, Proc. EASE’08, 2008, pp 71–80 (S31)

No

Reciprocal translational
analysis

S39 Noblit and Hare [39] (S39) Yes

Grounded approach S10 Robson [46] (S10) No
Quantitative approach S35 None No
Comparative analysis S4 Ragin [45] (S4) Yes
Content analysis S38, S40 K. Krippendorff, Content Analysis: An Introduction to Its Methodology,

second ed., Sage, 2004; U.H. Graneheim, B. Lundman, The Challenge of
qualitative content analysis, Nurse Education Today, 24 (2004) 105–112
(S38)

Yes

Quantitative aggregation
based on standardized
effect sizes

S18 R.B. Kline, Beyond Significance Testing, Reforming Data Analysis Methods
in Behavioral Research, American Psychological Association, Washington
DC, 2004; Rosenthal and DiMatteo [48] (S18)

Yes

Post-hoc power
calculations

S6 Cohen [6] (S6) Yes

Meta-ethnography S5 Miles and Huberman [36]; Noblit and Hare [39] (S5) Yes
Not explicit about the

method
S34, S27, S14, S21, S23, S43, S48, S22, S24,
S32, S33, S37, S41, S42, S44, S47, S49, S19,
S20, S29, S30, S25

No

Table 10
Methods of Synthesis as described by the authors (rows) vs. by the literature (columns).

Scoping study Thematic
synthesis

Narrative
synthesis

Comparative
analysis

Meta-
analysis

Case
survey

Meta-
ethnography

Mapping (Scoping) S8
Classification analysis S9, S11, S13, S15, S16, S17 S3 S7, S26
Thematic synthesis S2, S12, S28
Descriptive evaluation S1
Vote counting S45, S36 S46
Narrative synthesis S31
Reciprocal translational analysis S39
Grounded approach S10
Quantitative approach S35
Comparative analysis S4
Content analysis S38, S40
Quantitative aggregation based on

standardized effect sizes
S18

Post-hoc power calculations S6
Meta-ethnography S5
Not explicit about the

method
S22, S23, S24, S25, S32,
S33, S37, S41, S42, S43, S44,
S47, S48, S49

S19, S20, S29,
S30

S27, S34 S21 S14

Percentage 49.0% 16.3% 18.4% 8.2% 4.1% 2.0% 2.0%
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the number of articles using a theory in specific ways then applied
a second categorization process to analyze how each theory was
used. However, they did not synthesize any of their findings.

We classified eight SRs as thematic syntheses (Table 10), but
none of the studies referenced any methodological paper for the
method used for synthesis. One example of thematic synthesis is
S12 in which the authors identified the themes emanating from
the findings reported in each of the primary studies included in
their SR. The authors presented frequencies for the number of
times each theme was identified in different studies. Subsequently,
the authors synthesized the findings from the primary studies in
order to find the answers to their research questions according to
the themes.

In another example of thematic synthesis, the authors of S29
conducted a SR with the aim of identifying and classifying types
of requirement errors into a taxonomy to support the prevention
and detection of errors. The authors first described the errors and
their characteristics based on the research questions posed for
the SR. The authors then organized the errors into a taxonomy with
the intent of addressing limitations in the existing quality
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improvement approaches. Finally, they synthesized and described
each error class along with the specific errors that made up that
class as well as the references that backed up the findings.

Nine SRs were categorized as narrative syntheses (Table 10). In
S1, the authors described the evidence from each study in a chro-
nological way and then discussed some differences and possible
explanations for the differences in the results. The authors per-
formed the narrative synthesis according to the categories found
for non-functional search-based software testing. In S7, the authors
analyzed the empirically evaluated relationships between regres-
sion test selection techniques by showing the results of the studies
in graphs combined with narrative synthesis. In S36, the authors
performed what they described as a modified approach for vote-
counting and used the results from the SR to describe how the
intervention worked, why it worked, and for whom it worked;
approaching a realist review.

Four SRs were categorized as comparative analyses. One of
them referenced Ragin [45], while the others did not explicitly
mention their approach. Neither of them fully applied the method
as described by Ragin because they did not use the concept of a
truth table and Boolean algebra. In study S4, the authors provided
a table in which they compared the studies providing evidence for
and against a certain result as well as any relevant aggregation-re-
lated issues. In study S21, the authors provided tables in which
they identified a variety of options for performing a comparative
study of cross-company and within-company estimation models.
They considered the pros and cons of each option and identified
which primary studies (if any) used that option. Based on the re-
sults of this study, and on their own experience, they provided a
comparison table with a summary of advice based on the evidence
in favor of and against each item. In S46, the authors performed
vote-counting to compare the studies because they could not
undertake an effect-size meta-analysis in their sample of studies.

Two SRs were categorized as meta-analyses. The two reviews
were from the same research group, and they used the same set
of primary studies (103 experimental papers). One of the reviews
(S6) analyzed the statistical power, and the other (S18) analyzed
the effect size in SE experiments. Following the post hoc method,
S6 aggregated the power of each test in the primary studies in rela-
tion to Cohen’s definitions of small, medium, and large effect sizes
[6]. Study S18 cited various meta-analysis references (e.g., [48])
and performed a meta-analysis using Hedges’ g as the standardized
effect-size measure.

Study S14 was the only example of a case survey. The goal of the
SR was to provide an objective view of what technologies were
present in requirements engineering research and to what extent
papers describing these technologies provided decision support
for practitioners seeking to adopt such technologies. Each of the re-
search questions in S14 was mapped to a data extraction form in
form of a closed-ended questionnaire. The questionnaire was con-
cerned with the credibility of the evidence and the degree to which
practitioners could use the evidence to guide decisions for adopt-
ing specific technologies in industrial practice. The evidence was
then synthesized considering its strength.
Table 11
Goals vs. synthesis methods.

Scoping study Thematic
analysis

Scoping S11, S13, S15, S16, S17, S22, S24, S25, S32, S33, S37, S41,
S42, S44 S47, S49

S12, S20,
S29, S30

Decision
support

S9

Knowledge
support

S8, S10, S23, S38, S40, S43, S48 S2, S3, S19
S28
One study (S5) performed a meta-ethnographic study of agile
software development. The authors described the evidence from
each study according to the themes found in the primary studies.
In the discussion section, the authors synthesized the findings
according to the research questions and the themes identified in
the literature. Meta-ethnographic methods that were used to syn-
thesize the data extracted from the primary studies referenced No-
blit and Hare [39].

4.2.3. SR goals and the use of synthesis methods
We classified the goals and research questions of each paper as

decision support, knowledge support, or scoping. A scoping goal is
one that leads to a mapping of the studies selected, as for example,
S46, which stated the following goal: ‘‘. . .identify and characterize
approaches used to evaluate architectural documents. . .’’, which led
to the following research questions: ‘‘How is software architecture
or an architectural document evaluated? Which are the approaches
and what is the context that they are executed?’’ The goals of 23
SRs indicated that they were scoping studies (46.9%). Of these, 16
were ultimately classified as a scoping study, four as thematic
analysis, and three as narrative synthesis.

About 10% of the studies had research questions and aims for a
synthesis that would produce a SR for decision support. One exam-
ple is S21, which had the following goal: ‘‘The main aim of our sys-
tematic review is to assist software companies with small data sets in
deciding whether or not to use an estimation model obtained from a
benchmarking data set. The secondary aim is to provide advice to
researchers intending to investigate the potential value of cross-com-
pany models.’’ Of the SRs designed for decision support, only one
was defined as a scoping study in our classification because it
did not fulfill the goals of the study.

As shown in Table 11, knowledge support was the aim for 21
SRs (42.9%). However, seven of these studies were defined as scop-
ing studies in our classification. The remaining fourteen studies
used various methods of synthesis in the review process. One
example of a study with a knowledge support goal is S35, which
did a comparative analysis of estimation models to arrive at con-
clusions in the review. The goal of this review was to perform ‘‘a
review of the effectiveness of within and between company software
effort estimation models’’, and the research question for this review
was: ‘‘What evidence is there that cross-company estimation models
are at least as good as within-company estimation models for predict-
ing effort for software projects?’’

4.3. How were the syntheses presented?

At the center of the findings sections of the SRs, there were al-
ways a narrative about the discoveries that were made. Sometimes,
these sections included a compelling narrative of the topic under
investigation, and other times there was just a brief description
of tables. In some cases, we could recognize some logical structure
in the text, such as a narrative in a chronological order of the evi-
dence (S1), while in other cases, we could not recognize a logical
structure.
Narrative
synthesis

Comparative
analysis

Meta-
analysis

Case
survey

Meta-
ethnography

S26, S27, S39

S7 S4, S21 S5

, S1, S31, S34,
S36, S45

S35, S46 S6, S18 S14
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Tables provide the simplest type of graphic presentation. This
form of data representation was found in almost all the SRs that per-
formed a synthesis. Tables provided important structure and
sequencing that made logical trends easier for readers to follow.
But comparisons of the findings and results were not very common
in the studies we examined; only 25% of the studies had a table com-
paring the findings of the primary studies (e.g., S18, S19, S21, S28).

When the topic or concept that is being studied, or a topic that
emerged during the review, includes a specific process, a flowchart
can be a useful data organizing tool. We identified one case in
which a flowchart was developed during the SR (S30). This SR
was about software changes, and it provided comprehensive in-
sight into the architecture change process as well as a framework
for assessing change characteristics and their impact on a system.

Other visual representations can also be effective for presenting
findings, particularly complex findings, and for showing relation-
ships between concepts. One example is S7 (Fig. 2), where the
authors used graphs to show connections among the primary stud-
ies’ findings and then used the graphs to drive the synthesis of
their findings. Alternative representations, such as timelines
(Fig. 3) and illustrations of hierarchies, were also found. These rep-
resentations were usually useful for obtaining an overview of the
studies, and especially important to show relationships between
findings or when findings become difficult to view in a table format
(e.g., S11). The challenge of these types of charts is that all findings
may appear to be of equal weight from a visual perspective. The
authors in S11 attempted to counter this challenge by assuring that
the studies included in the findings were all of the same type (in
this case; experiments).

5. Discussion

This study revealed that there is a growing interest and an
increasing number of SRs for a wide range of topics in SE. However,
this study has also shown that synthesizing the evidence from a set
Fig. 2. Empirical results for total time variable in studies included in S7. Grey arrows indi
A line means that the studies have similar effect; an arrow points to a better technique
of studies encompassing many countries and years, and incorpo-
rating a wide variety of research methods and theoretical perspec-
tives, is probably the most challenging task of performing a SR.
These challenges involve which studies to include, how to synthe-
size the findings, and how to present the results of the synthesis.

In disciplines where there is likely to be a large amount of liter-
ature, it is important to consider the breadth and quality of the evi-
dence. The Cochrane Collaboration has emphasized the inclusion,
as much as possible, of all RCTs in a specific area, even unpublished
ones, to overcome publication bias. There is clearly a tension be-
tween minimizing the potential for publication bias and making
reviews manageable. SRs that involve the transformation of raw
data, or that include large numbers of primary studies, require
greater resources, and where the review question and/or range of
evidence is very broad, it may be necessary to sample [44]. In the
present study, we observed that this tension is occurring in the
SE discipline, and that it affects both the potential and the quality
of research synthesis in SE.

The fact that most of the SRs included non-empirical primary
studies, including expert opinion and advocacy research, clearly
indicates that current SRs in SE lack the necessary basis to synthe-
size results for knowledge support as well as decision support. It is
also challenging in itself to synthesize such diverse study types
[17]. Therefore, as a basis for the synthesis, it is also important that
future reviewers decide on the types of interventions and studies
that their SRs will include.

Although two-thirds of the SRs classified their primary studies by
the type of intervention, only one-fifth of the SRs used this classifica-
tion as a basis for synthesis. This trend indicates that the authors of
SRs considered intervention as an important aspect for classifying
primary studies. At the same time, the authors did not seem to attri-
bute the same importance to the choice of synthesis methods.

A striking result with respect to the quality of the SRs included
in the current review was that two-thirds of them did not satisfy
the DARE criteria, even though these criteria have been referred
cate lightweight empirical result while black arrows indicate medium weight result.
. Thicker lines represent more studies.
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to and used extensively in influential SE sources on SRs. For exam-
ple, in two tertiary studies performed by Kitchenham et al. [27,28],
each SR was evaluated according to the DARE criteria. However,
despite the critical importance of synthesis in SRs, both of these
tertiary studies skipped the mandatory DARE criterion on synthe-
sis. The fact that leading researchers within SR methods in SE have
not included the mandatory criterion on synthesis in their evalua-
tions of SRs, might explain why so many of the secondary studies
in SE that claim to be SRs, are actually scoping studies without
synthesis.

Table 12 compares the results of the current study with the re-
sults of a tertiary review of health and healthcare studies. Dixon-
Woods et al. extracted the topics of the SRs and reported methods
for searching, appraisal, and synthesis [14]. The table abridges
some of the findings from Dixon-Woods et al.’s study along with
the corresponding findings from the current study.

A striking difference between the two disciplines is that the
explicitness of searches in SE was much higher than in healthcare
and that the median of primary studies included in SE was much
higher than the median in healthcare. In healthcare, there is a de-
bate about whether to sample when there is a large body of liter-
ature and there are too many sources of evidence to be reviewed
feasibly [44]. A similar debate was not raised in the SRs included
in this study.

Concerning the quality appraisal of the primary studies, it
seems that both disciplines struggle with a lack of consensus for
methods and criteria, especially on how to employ appraisals in
the synthesis process. In SE only one-third of the SRs appraised
their studies, and almost none used the appraisal to exclude low
quality primary studies, used the appraisal in the synthesis, or to
weigh the evidence. While half of the SRs in healthcare appraised
Table 12
Comparison of tertiary studies in health and healthcare to software engineering.

Criteria Health and healthcare [14]

Time span 1994–2004
No. of SRs 42
Descriptions of search The databases that were searched to identify candid

studies for inclusion in reviews were specified by
64.3% (27/42) of the papers

No of studies synthesized Ranged from 3 to 292 (median 15)
Appraisal of studies Precisely, 50% (21/42) of SRs described appraisal of

candidate studies in their reviews
Synthesis All SRs performed some type of synthesis.

Almost 50% (19/42) used meta-ethnography as the
method of synthesis
their primary studies, they failed to give an account of whether
the judgments of quality were used to exclude papers from the re-
view. They also failed to mention how the outcomes of the apprais-
als were taken into account in the synthesis.

The disciplines of healthcare and SE seem to be at different
stages of development with respect to synthesis and the use of syn-
thesis methods. The differences lead to the assumption that the
scope of SRs in SE is broader, but less rigorous with respect to qual-
ity and the analysis of primary studies. While all of the healthcare
SRs performed a synthesis, as many as half of the claimed SRs in SE
did not. Of the SRs in SE that did synthesize their primary studies,
two-thirds of them performed narrative synthesis and thematic
analysis. In the healthcare discipline, meta-ethnography was the
method of synthesis for half of the SRs, while this method was only
used by one of the SRs in SE. In addition, some of the SRs in health-
care reported attempts to innovate or adapt methods for synthesis,
while no innovation was evident in the SE SRs.

For both disciplines, several SRs lack an explicit description
about the methods for searching, appraisal, and synthesis, and
there is little evidence of an emerging consensus on many of these
issues. Based on the evidence gathered in the current study, we
conclude that continued methodological progress and improved
reporting are needed.

In the remainder of this section, we discuss the implications of
our findings for theory and practice, the limitations of the review,
and provide some suggestions for future research.
5.1. Implications for theory and practice

The findings of this review have raised a number of issues that
have implications for research and practice. It shows that it is
Software engineering (current study)

2005–2010
49

ate The databases that were searched to identify candidate studies
for inclusion in reviews were specified by 95.9% (47/49) of the papers

Ranged from 10 to 304 (median 54)
Approximately, 35% (17/49) SRs described appraisal of candidate
studies in their reviews
Only 50% (24/49) of the SRs performed synthesis of primary studies.
Narrative synthesis (nine SRs) and thematic analysis (eight SRs)
were the two most common synthesis methods
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possible to synthesize primary studies in ways that are somewhere
between the extremes of meta-analyses and narrative reviews, and
which, we believe, generate new valuable insights for both re-
search and practice. Also, this review shows that most of the
claimed SRs in SE are not actually SRs but rather scoping studies
of the literature. A key strength of such scoping studies is that they
can provide a rigorous and transparent method for mapping cur-
rent areas of research in terms of the volume, nature, and charac-
teristics of the primary research [2]. Scoping studies make it
possible to identify the gaps in the evidence base and to dissemi-
nate research findings. However, because the overwhelming
majority of SE scoping studies includes non-empirical work, the
identification of the actual evidence base underlying these studies
is not always straightforward.

In our view, the potential of empirical research will not be real-
ized if individual primary studies are merely listed in the absence
of some sort of synthesis. The usefulness of a secondary study will
be very limited without such synthesis and without solid empirical
studies to base it upon.

Closely related issues, therefore, are the evaluation of the qual-
ity of primary studies [53], the decisions of which studies should
be included, and how the evidence should be weighted according
to quality and suitability for the SR. Although some of the SRs
did a quality assessment of their primary studies, these assess-
ments were basically used to characterize the studies, not as a ba-
sis for decisions regarding inclusion or exclusion, or to support the
synthesis of the evidence. Lessons learned and experience reports
or other non-empirical based findings are unlikely to add much va-
lue and confidence to the final conclusions of a SR. We would,
therefore, encourage SE researchers to be much more restrictive
with respect to the included primary studies, or, at a minimum,
to factor the low quality studies into the presentation or discussion
of the findings.

With respect to study types, two SRs (S6 and S18) included only
controlled experiments in their (meta-analytical) synthesis; all of
the other SRs included both empirical and non-empirical studies
from a variety of perspectives and research methods. Although ex-
plicit guidelines are available on how to synthesize quantitative
studies in SE (e.g., [37]), there is much less advice on how to syn-
thesize primary studies that incorporate qualitative and mixed-
methods approaches. However, as is shown in Section 2, there
are several well-known methods for synthesizing evidence from
diverse study types; these methods are equally as relevant for
SRs in SE as for SRs in any other discipline.

Although the epistemological and ontological foundations of
the primary studies might be important for the choice of synthesis
method, at present, we would rather call for a more pragmatic ap-
proach. In our view, SE researchers would benefit the most from
using the SRs’ research questions and the primary studies’ designs,
data collection methods, and methods for data analysis as the driv-
ers for choosing their synthesis methods. However, as this review
shows, this issue is currently not being appropriately addressed
by the majority of the SRs in SE. Surprisingly, only a small number
of SRs describe their methods of synthesis and even fewer cite a
recognized method.

Synthesis of findings across diverse study designs is far from
simple and is likely to be aimed at identifying recurring themes in
the studies or common contextual factors [9,11]. SRs conducted
with respect to the determination of why study results differ (as
they are likely to do), and the evaluation of the potentially contrast-
ing insights from qualitative and quantitative studies will generally
be more helpful in SE than those that focus on identifying average
effects. Seemingly unpatterned and disagreeing findings from
quantitative studies may have underlying consistency when study
design, study settings, developer types, customer and domain char-
acteristics, application details, and the nature of the organizational
culture are taken into account. Qualitative data can also be useful in
capturing developers’ subjective evaluations of organizational- or
project-level interventions and outcomes. In addition, qualitative
findings can be used to develop theories and to identify relevant
variables to be evaluated in future quantitative studies.

The synthesis and presentation of findings are best thought of
as parts of the same process, particularly when there are many pri-
mary studies included in the review. In this case, it will not be pos-
sible to reach a synthesis until an approach for the presentation of
the findings has been developed. In addition to a narrative, most
SRs in our review provided descriptive tables covering aspects of
each study, such as authors, year, and a detailed description of
the intervention, theoretical basis, design, quality assessment, out-
comes, and main findings. The advantage of such tables is that they
make the SR more transparent. However, authors of SR articles
must go beyond the presentation of large tables listing large
amounts of data from individual studies to create a more useful
tabular synthesis that combines the key findings in a more acces-
sible way. Establishing a logical structure of the narrative with sup-
porting recommendations and visual representations will improve
the readability of the article and support the decision-making pro-
cess of practitioners.

5.2. Recommendations and future research

Although our findings may be indicative of the status on the
types and methods of synthesis used in systematic reviews in SE,
further tertiary studies are needed to evaluate the rigor of such
syntheses. Based on the limited attention given to research synthe-
sis that we have identified in current secondary studies, we offer
some recommendations and possible future directions for SE
researchers.

Given the increased interest in synthesis of research evidence,
it is challenging to investigate the ideas inherent to the methods
and to explore the facts behind the doubts and warnings that
researchers in the field have put forth. SE researchers must incor-
porate the synthesis methods already defined in other areas such
as medicine, nursing, and social science and adapt these to our
context in order to improve the synthesis methods used in our
discipline. For example, the issue of combining analysis and inter-
pretation of studies with markedly different approaches and
intentions presents a particular challenge that may not be sur-
mountable in all cases through the process of synthesis as it has
been originally described.

As SRs evolve and continue to gain popularity, awareness is
needed to ensure greater transparency and methodological rigor,
which will increase the legitimacy of findings and relevance for
practice [40]. Despite the fact that standardized quality criteria
have yet to be defined, several innovative methods are being
developed to address the issue of quality evaluation for qualitative
data and synthesis of data from mixed sources of evidence in other
areas, such as medicine and nursing. These include approaches that
combine syntheses of different pieces of evidence or different types
of evidence brought together under a single overarching synthesis
[13,41,44,50,51]. These approaches serve to counter much of the
criticism of the synthesis of qualitative and mixed methods re-
search in terms of the overall quality, suitability, and the legiti-
macy of its findings. Such methods would not only provide a
reasonable combination of evidence that can be considered trust-
worthy and relevant, but would also provide a basis for confidence
among researchers and practitioners in the use of that evidence.

A particularly relevant method for future research synthesis in
SE is Pawson’s theory-driven approach of realist synthesis [42].
The core principle of such synthesis is that one should make expli-
cit the underlying assumptions regarding the method in which an
intervention is supposed to work and should then gather evidence
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in a systematic way to test and refine this theory. Rather than seek-
ing generalizable lessons or universal truths, this approach recog-
nizes and directly addresses the fact that the ‘‘same’’ intervention
is impossible to implement in an identical manner and, therefore,
never has the same impact because of differences in its context,
setting, process, stakeholders, and outcomes. Rather, the aim of
realist synthesis is explanatory: ‘‘what works for whom, in what
circumstances, in what respects, and how?’’ [43].

Finally, as with other approaches to research and evidence syn-
thesis, a more rigorous approach is required. The researchers in SE
must be more consistent when performing SRs. There is a good
consistency thus far with respect to the definition of the research
questions and search strategies for primary studies. However, SE
researchers must be more consistent in the methods with which
they select, characterize, analyze, and synthesize the primary stud-
ies. We suggest that at all levels of inquiry, a quality SR is one that
demonstrates procedural and methodological rigor in all steps. In
addition, explicit identification of practical, methodological, and
theoretical limitations of the approach undertaken should be de-
scribed, to ensure that its usefulness and the value of its findings
can be appropriately interpreted and used by others.
5.3. Limitations

The main limitations of this review are bias in the selection of
publications, inaccuracy in data extraction, and potential author
bias. As for the selection of studies, we implemented a simple
search for ‘‘systematic review’’ in the title of publication in the
ISI Web of Knowledge. We also performed a separate search in
the ACM Digital Library for proceedings papers not indexed by
ISI. In addition, we examined the articles included in the tertiary
reviews by Kitchenham et al. [27,28] for possible inclusion in the
current study. Therefore, any studies in publication venues not in-
dexed or included by these sources were not retrieved. Also, be-
cause our focus was on systematic reviews and not on meta-
analyses, we did not include ‘‘meta-analysis’’ as a search term,
and our review would, therefore, not be comprehensive with re-
spect to the total number of secondary studies using meta-analysis
as the synthesis method.

Several articles lacked sufficient information regarding the in-
cluded primary studies and their methods of synthesis to allow
us to document them satisfactorily in the extraction form. There
is, therefore, a possibility that the extraction process may have re-
sulted in some inaccuracy in the data.

Finally, a potential bias lies in the fact that one of the authors
(Dybå) has written papers that were included in the review. In
these cases, however, the other author (Cruzes) decided whether
or not to include them and judged the extraction, categorization,
and analysis of their findings.
6. Conclusion

Our tertiary review of the types and methods of synthesis in
systematic reviews shows that there is limited attention paid to re-
search synthesis in SE. We identified few studies that adequately
demonstrated a robust academic approach to such synthesis. Half
of the studies that referred to themselves as systematic reviews,
did not include synthesis, and were, rather, scoping studies that
merely mapped out and categorized the primary studies. Further-
more, many of the reviews included primary studies that were
either conceptual or that did not base their findings on empirical
evidence. In addition, as many as two-thirds of the studies did
not use synthesis methods specific for the types of the evidence in-
cluded in the primary studies.
Synthesis of empirical research is at the heart of systematic re-
views, and future attention must be directed toward synthesis
methods that increase our ability to find methods in which to com-
pare and combine that which is seemingly incomparable and
uncombinable. Such methods will pave the way to increased sig-
nificance and utility for research and practice of future systematic
reviews in SE.
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