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Classification is very important for designing intrusion detection system that classifies network traffic data.
Broadly traffic data is classified as normal or anomaly. In the work classification performance using rules
obtained by different methods are applied on network traffic and compared. Classifier is built based on rules
of decision table, conjunctive rule, OneR, PART, JRip, NNge, ZeroR, BayesNet, Ridor from WEKA and
using rough set theory. Classification performance is compared applying on KDD data set where the whole
data set is divided into training and test data set. Rules are formed using training data set by different rule
generation methods and later applied on test data set to calculate accuracy of classifiers.
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1. INTRODUCTION

Online classification of network traffic data is
very important to develop Intrusion Detection
System (IDS) that automatically monitors the
flow of network packets. Existing works on
intrusion detection have been carried out to
classify the network traffic as anomaly or nor-
mal. A majority of current IDS follow sig-
nature based approach [1] in which similar to
virus scanners, events are detected that match
specific predefined patterns known as ”signa-
tures”.

The limitation of these signature based IDS is
their failure to identify novel attacks and even
minor variation of patterns are not detected ac-
curately. In addition, sometimes IDS generate
false alarm for alerting network administrator
due to failure of handling imprecise data which
has high possibility to appear in network traffic
data. Therefore, accuracy, computation time
and system learning are the key issues to be
addressed properly for classifying such data.

Classification is an important task in data min-
ing research that facilitates analysis of huge

amount of data. Rough Set Theory (RST)
[2] is based on mathematical concept can han-
dle vagueness in classification of data. How-
ever, prior to applying RST, the data is dis-
cretized and selection of discretization proce-
dure has great impact on classification accu-
racy. In the paper, network traffic data [3] of
KDD has been considered for generating train-
ing and testing patterns. In order to apply
RST, the datasets are discretized and then a
minimum subset of attributes of the data set
is selected, called reducts by applying genetic
algorithm [4]. Rules are generated from the
reducts and classifiers are built using rule set
classifier [5]. Finally, classification accuracy
has been expressed in terms of correctly classi-
fied and incorrectly classified instances.

Other classifier rules, like decision table, con-
junctive rule, OneR, PART, JRip, NNge, Ze-
roR, BayesNet, Ridor are applied on the same
data set to find out correctly and incorrectly
classified instances. These classifier rules are
used by WEKA software [6] to measure corre-
sponding classification accuracy and then com-
pared based on the results achieved.
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Table 7
Rough Set Classification Accuracy with
Reduct

Reduct Set % of Accuracy
Reduct 1 97.8
Reduct 2 92.5
Reduct 3 95.5
Reduct 4 92.6
Reduct 5 97.8
Reduct 6 90.0
Reduct 7 95.8
Reduct 8 92.2

Table 8
Comparison of Classification Performance with
Reduct

Classifiers Correctly Incorrectly
Classified Classified
Instances(%) Instances(%)

Decision 90.2 9.8
Table
Conjunctive 85.3 14.7
Rule
OneR 90.2 9.8
PART 90.2 9.8
JRip 90.2 9.8
NNge 88.3 11.7
ZeroR 85.3 14.7
BayesNet 91.2 8.8
Ridor 93.2 6.8
RST 97.8 2.2
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