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An Incentive-Based Fairness Mechanism for
Multi-Hop Wireless Backhaul Networks with

Selfish Nodes
JengFarn Lee, Member, IEEE, Wanjiun Liao, and Meng Chang Chen, Senior Member, IEEE

Abstract— In this paper, we study the fairness problem in
multi-hop wireless backhaul networks in the presence of selfish
Transit Access Points (TAPs). We design an incentive-based
mechanism which encourages TAPs to forward data for other
TAPs, and thus eliminates the location-dependent unfairness
problem in the backhaul network. We prove the correctness
and truthfulness of the proposed mechanism, and evaluate its
performance via ns-2 simulations. The results show that the
proposed mechanism achieves fairness even when there are idle
TAPs in the network.

Index Terms— Fairness, game theory, selfish node, wireless
backhaul networks.

I. INTRODUCTION

IEEE 802.11-based wireless network is a promising wireless
technology to access the Internet due to the characteristics

of low cost, robustness, and ease of deployment. Recently,
there have been many studies to extend it from the traditional
one-hop network access [1-4] to multi-hop communications,
such as ad hoc networks, mesh networks, backhaul networks,
etc. [5-8]. In a wireless backhaul network, traffic originating
from or destined to mobile users is forwarded through multiple
wireless Transit Access Points (TAPs) to or from the wired
Internet via a gateway. However, under the Distributed Coor-
dination Function (DCF) in 802.11, users located more hops
away from the gateway suffer low throughput, and in some
cases, even starvation. This calls for solutions to providing
fair resource sharing for wireless backhaul networks.

In most existing work, all the nodes that make up a multi-
hop network are assumed cooperative. In other words, they
share a common goal, do not misbehave in packet forwarding,
and are willing to act as a relay to forward data for the other
nodes. This assumption, while reasonable in disaster recovery
or military applications, may not hold for civilian backhaul
networks, in which TAPs may be owned by different inde-
pendent entities, such as restaurants, small business offices,
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individual residences, or hot spots. Since TAPs are owned by
profit-oriented independent agents, rather than a single entity,
they are indeed selfish. That is to say, they will forward packets
for other nodes only when the profit they make exceeds the
cost they spend in forwarding. The selfish behavior of TAPs
may result in low end-to-end throughputs for those TAPs
located more hops away from the gateway, and worse, may
even lead to service disruption.

The problem caused by nodes’ selfish behavior has been
recognized by the mobile ad hoc network community, and
several mechanisms which encourage cooperation have been
proposed [9]. Existing work may be either reputation-based
(e.g., [10-14]), where the behavior of each node is monitored
and non-cooperative nodes (including selfish and malicious
ones) will be punished, or payment-based (e.g., [15-18]),
where some virtual currency is introduced to encourage packet
forwarding for other nodes. Other issues addressed in existing
work, in addition to encouraging cooperation, include avoiding
cheating [16][18] and collusion [15]. So far, very few efforts
have been made to solve the fairness problem in wireless
backhaul networks with selfish nodes. The challenges in that
problem are mainly due to multi-hop relays, flow aggregation,
and the underlying MAC layer mechanisms. In addition, the
payment or revenue in backhaul networks comes mainly from
mobile users, not TAPs or destinations as assumed in previous
work. Thus, both reputation-based and payment-based mecha-
nisms in the literature cannot be extended to solve the fairness
problem in wireless backhaul networks with selfish nodes.

In this paper, we study the fairness problem by using
game theory and propose a monetary incentive mechanism to
achieve fair resource sharing for wireless backhaul networks
in the presence of selfish TAPs. The fairness here is time-
based, i.e., to ensure that the air time of each link used by
each TAP-aggregated flow (i.e., aggregated from all of its
local mobile users) is identical, and must conform with the
fairness reference model proposed in [5]. The goal of a typical
game theory based design is to combine the preference of each
player into the outcome which satisfies the “social choice,”
[19] i.e., the desired outcome is that each player can optimizes
his/her profit according to the rules of the game. In other
words, the game is designed in such a way that a strategy that
results in the social choice is the optimal or dominant strategy
for each independent player. In this paper, the independent
player corresponds to the TAP, and the desired outcome is
achieved if the fairness in the backhaul network is realized.
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In our game, each TAP is selfish and wants to maximize its
profit; each mobile user pays its associated TAP for successful
data transmission. We introduce two kinds of virtual currency
in the game and design an incentive mechanism by which
the fairness is realized and the TAPs have no incentive to
cheat and collude. We prove that our mechanism is correct
and truthful, and evaluate the performance of our mechanism
via ns-2 simulations. To the best of our knowledge, this is
the first work which achieves fair resource sharing and acts
truthfully for wireless backhaul networks in the presence of
selfish TAPs.

The rest of the paper is organized as follows. In Section II,
we present the network model in our design, describe the
fairness reference model adopted in this paper, and introduce
the virtual currency used in the game design. In Section III,
we propose an incentive-based fairness mechanism in a game
theory based approach. We then prove the correctness and
truthfulness of this mechanism in Section IV, and evaluate the
performance of the proposed mechanism via ns-2 simulations
in Section V. Finally, this paper is concluded in Section VI.

II. NETWORK MODEL AND ASSUMPTIONS

A. Network Model

We consider static, non-cooperative TAPs in a multi-hop
wireless backhaul network. Each TAP is selfish, and its
objective is to maximize its own profit. In other words, TAPs
are economically rational in the sense that they will not take
actions unless the profits of their actions are positive. The
profit here refers to the income earned by their actions minus
the cost spent in the actions. Mobile users pay the attached
TAPs for sending data. The data traffic of mobile users is then
forwarded through multiple intermediate TAPs to reach the
gateway. We assume that data will not be exchanged between
TAPs, and data from one TAP will not be split to multiple
gateways at intermediate TAPs. The TAPs which have no data
from local mobile users are referred to as idle TAPs; the TAPs
which are not idle and with no transit data from other TAPs are
referred to as border TAPs. In this paper, we do not consider
the power consumption or energy efficient issues, since TAPs
owned by entities should be equipped with power supplies.

Each TAP has two data queues at the network layer: one
for packets in transit from other TAPs and the other for
packets from its local mobile users. Data from both queues
are merged at the MAC layer for further forwarding. Each
TAP measures the offered load of its local traffic, i.e., the
arrival rate of aggregate traffic from all its local mobile users
over a predefined measurement time period. Each TAP also
measures the available capacity of each link connecting to an
adjacent TAP. This capacity accounts for such factors as the
MAC layer overhead, the effect of wireless interference, the
hidden terminal problem, and multi-rate multi-channel issues,
and can be obtained via the techniques as implemented in
[20,21]. In this work, we start with the case that each link is
of the same capacity. Later in Section III-A, we will extend
the mechanism to cover links having different capacities. The
offered load and the capacity of each link incident to each TAP
are announced and exchanged between TAPs periodically in a
way similar to OSPF. As a result, each TAP learns the global

information of the system and maintains the information in a
state table, and each entry of which contains the offered load
of one TAP and the capacities of all links to adjacent TAPs.
Any TAPs not announcing their information for a pre-defined
time period are considered inactive, and their entries will then
be purged from the state table. The end-to-end throughput
for each TAP-aggregated flow with fairness constraints can
be computed as a function of the offered load of each TAP.
The end-to-end throughput here refers to the throughput of
each TAP-aggregated flow originating from where the TAP is
located on the routing path to the gateway. Since the message
length is relatively small, the overhead of message exchanges
is modest if the measurement interval is of an order of several
hundred milliseconds.

B. Fairness Reference Model

In this paper, we adopt the fairness reference model pro-
posed by Gambiroza et al. for multi-hop wireless backhaul
networks [5]. The Gambiroza’s fairness model defines four ob-
jectives. First, the granularity of fairness is a TAP-aggregated
flow. The egress traffic of each TAP is treated as a single
aggregate flow, independent of the number of local micro-
flows or mobile devices supported by the TAP. Second, the
maximal spatial reuse must be ensured. Third, the spatial bias
must be eliminated such that TAPs located more hops away
from the gateway will not share disproportionately less air
time than nodes less hops away. This property is essential for
the deployment of multi-hop wireless backhaul architectures
because mobile users in different locations should not suffer
distance-dependent performance penalty. Finally, we use air
time rather than throughput as the network resource to be
shared fairly so as to avoid the IEEE 802.11 performance
anomaly reported in [22]. Specifically, the throughput-based
allocation would lead to serious performance degradation since
the station with the lowest channel quality would determine
the throughputs achievable for all stations.

Note that the fairness reference model described above is
used to define the fairness for TAPs destined to the same
gateway. It is impractical to define fairness among TAPs
destined to different gateways because each gateway may be
associated with its own unique network topology, wireless re-
source, contention, and other resource constraints. Therefore,
we focus only on the backhaul network with one gateway, and
the network with more gateways can be considered as multiple
backhaul networks, each with a single gateway. Please also
note that the fairness mechanism proposed in [5] cannot
be applied to this paper directly as it assumes TAPs are
cooperative and manageable.

C. Virtual Currency and Business Model

Two kinds of virtual currency are defined in this work:
credits and tokens1. Credits have no monetary value and can
only be used in the backhaul network. Each TAP generates
credits by forwarding data for the TAPs at the previous hop

1The generation and management of credits and tokens can be audited
either by a special hardware or software equipped with each TAP as in [16],
or by a fair third party such as the central bank through a secure connection
as in [15].
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and consumes credits in sending data packets for its local
mobile users. In this way, we can encourage TAPs to increase
their stocks of credits by participating in data forwarding. The
exact number of credits for sending one unit data packet is
determined by the target throughput of each TAP-aggregated
flow in the network, which will be described in more detail
in the next section.

The other type of virtual currency is tokens. Unlike credits,
tokens have real monetary value. Mobile users pay tokens
to their attached TAPs for sending their data; then the TAPs
cash their tokens at the central bank. Similar to the concept
introduced in [15], the central bank is responsible for the
transactions of tokens, and nodes (including users and TAPs)
can communicate with the central bank once they have a
good link connection to it. The central bank, which may be
owned by network operators or service providers, can earn
income from the differences in the selling and buying prices
of tokens. The network operators or service providers may
also own TAPs. This strategy completes the business model
of our designed backhaul network. To sum up, tokens, which
can be cashed at the central bank, are the major revenue for
TAPs. This strategy encourages TAPs to increase their stocks
of credits by forwarding data for other TAPs. Therefore, the
TAPs will can earn tokens by sending data for their local
mobile users.

III. INCENTIVE-BASED MECHANISM FOR PACKET

FORWARDING

In this section, we describe our incentive-based mechanism
in detail. In our mechanism, the optimal strategy for each TAP
is to forward transit data for other TAPs, which will further
ensure that the fairness reference model defined in [5] can be
realized. In what follows, we first develop a general formu-
lation to calculate the end-to-end throughput for each TAP-
aggregated flow in accordance with the fairness constraints.
We then describe the operations of TAPs in our mechanism,
and model the forwarding behavior as a non-cooperative game
for ease of analysis. Note that the target throughput for a TAP
corresponds to the end-to-end throughput for the TAP. The
amount of wireless bandwidth shared for each TAP accounts
for the target throughput for its local mobile users and the
used bandwidth to forward transit data for other TAPs.

A. Target Throughput of Each TAP

In this paper, we provide a general formulation to obtain
the target throughputs for TAPs under the fairness constraints
in the backhaul network. We start with the case that all TAPs
in each measurement period are backlogged, i.e., the queue of
each TAP for data from its local users is always backlogged.
We consider the network with N TAPs and N TAP-aggregated
flows. Each aggregate flow f traverses on a pre-determined
route Rf . We assume that each wireless link l on route Rf

is of the same capacity Cl. Let tfl denote the time share for
flow f on link l, l ∈ Rf . To maximize spatial reuse and link
utilization, the time share assigned to flow f on each link
of route Rf must satisfy the flow preservation property, i.e.,
the time share for flow f on each link outbound must equal
the time share used to forward packets of flow f on any of

the previous links. Insufficient air time allocation will lead to
resource wastage, since the data that had been transmitted on
the previous links would be dropped on this link. Excessive
air time allocation will also lead to resource wastage, since
the link will be idle during a part of the allocated time share.
Hence, we have

tfi Cl = tfj Cl,∀i, j ∈ Rf (1)

Since the capacity of each link is assumed the same, (1) can
be rewritten by

tfi = tfj ,∀i, j ∈ Rf (2)

To avoid spatial bias for flows traversing through different
number of hops, we have

tf
lf1

= tg
lg1

, for all flows f and g (3)

where lf1 denotes the first link of flow f on route Rf . Finally,
we must find the bottleneck link, which is defined as the link
with most traffic passing through within its interference range.
Let hi denote the number of flows that traverse link i, and CLi

denote the set of contention links, which is the set of links
in the interference range of link i. The bottleneck link is then
defined as the link with the maximum value of

∑
l∈CLi

hl.
To address this bottleneck effect, (4) is used to maximize the
spatial reuse given that the bottleneck link is i.

N∑
f=1

∑
l∈CLi

tfl = 1. (4)

By solving (2), (3), and (4), we obtain the time share for flow
f at each hop as follows.

tfl = [
∑

k∈CLi

hk]−1,∀l ∈ Rf . (5)

Let ρ
′
i denote the target throughput which satisfies the fairness

reference model for flow f originating from TAPi, provided
that all TAPs are backlogged. Thus, ρ

′
i is given by

ρ
′
i = tfl Cl (6)

Next, we consider the case that not all TAPs are backlogged
in each measurement period. Each TAP measures the average
offered load of the traffic from all its local mobile users every
measurement time period. If the measured offered load λi is
less than ρ

′
i, TAPi is not backlogged and its target throughput

ρi is λi. For non-backlogged flow originating from TAPi,
the link share time tfl ,∀l ∈ RTAPi

, in (2), (3) and (4) is
substituted with t

′f
l = λi/Ci so as to distribute the extra

amount of bandwidth to backlogged TAPs. Let hcf denote
the number of links that flow f traverses over the contention
links for bottleneck link i (i.e., CLi), and Fs be the set of
non-backlogged flows in the calculation. Thus, the time share
of backlogged flow f is thus given by

tfl =
1 − ∑

f∈Fs
(hcf × t

′f
l )∑

k∈CLi
hk − ∑

f∈Fs
hcf

,∀l ∈ Rf (7)
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The actual target throughput of flow f originating from TAPi,
denoted by ρi, is given by

ρi = tfl Cl. (8)

This calculation may be repeated several times since the
resulting target throughputs for some TAPs after receiving the
extra amount of bandwidth may exceed their offered loads.
Note that we will show in a later section that each TAP will
announce its true state about backlogged or non-backlogged
flows even if only the backlogged TAPs can share the extra
bandwidth.

If links in the network are of different capacities, we can
modify (1) as

tfi Ci = tfj Cj ,∀i, j ∈ Rf . (9)

Let Cmax and Cmin denote the maximum and minimum link
capacities, respectively, in the backhaul network, and flow
fmin C be the aggregate flow from a TAP on the link with
the minimum capacity to its adjacent TAPs. Thus, we have
tfminC

l
fminC
1

= Cmaxtu/Cmin, where tu is the amount of time

that transmits the data of flow fmmC on the link with the
maximum capacity (from (9)). Then, we have the following
equation according to (3):

tf
lf1

=
Cmax

Cmin
tu,for all flows f. (10)

To satisfy the flow preservation property for flow f on its
route to the gateway according to (9), we have

tfl =
Cmax

Cmin
tu ×

Clf1

Cl
,for all links ∈ Rf . (11)

Therefore, we can find the bottleneck link i, which is the link
with the maximum value of

∑
f∈CFi

∑
l∈CLi

tfl , and solve
the following equation to obtain the value of tu.

∑
f∈CFi

∑
l∈CLi

tfl = 1, (12)

where CFi is the set of flows traversing contention links CLi.
The target throughput ρi of TAPi is then given by

ρi = tf
lf1

Clf1
. (13)

Flows that do not traverse the contention links for the
bottleneck link can share the remaining wireless bandwidth
fairly, and the calculation is similar to the cases with non-
backlogged TAPs. Note that if there are different gateways in
the backhaul network, an intermediate TAP may forward its
transit data to different gateways. The wireless bandwidth to
forward such data should be deducted from its link capacity
in calculating the target throughputs of TAPs.

B. Payment-Based Packet Forwarding Mechanism

In our mechanism, each TAP generates one credit by
forwarding one unit of transit data for an adjacent TAP. Credits
have no monetary value and can only be used in the network.
To earn real income (i.e., the tokens paid by mobile users),
TAPs must accumulate enough volume of credits to send

data for their mobile users. However, the number of credits
consumed in sending one unit of local data is not fixed at one
but varies with the target throughput of each TAP in order to
satisfy the fairness reference model. Our design philosophy is
to (i) control the sending rates of border TAPs in accordance
with their target throughputs by assigning them an appropriate
number of credits at the beginning of each measurement
period; (ii) adjust the number of credits for sending one unit
of local data in each measurement period, which ensures each
TAP will forward all transit data for other TAPs so as to
maximize the income by generating enough number of credits
for sending its local data; (iii) pay tokens to the idle TAPs on
the routing path so as to encourage them to actively participate
in data forwarding.

Let αi denote the number of credits that TAPi uses to send
one unit of local data, and ST i be the set of TAPs whose traffic
flows traverse over TAPi. Thus,

αi =

∑
j∈STi

ρj

ρi
. (14)

αi is designed to encourage TAPi to forward transit data for
other TAPs, and to restrict the sending rate of TAPi so that
it will conform with the target throughput ρi. Border TAPs
cannot generate credits by forwarding transit data since no
transit flows will traverse through them. Thus, their values
of αi are initialized to 1 and ρi credits are generated every
measurement time period. In this way, border TAPs can send
their data at a rate of ρi; the next hop TAPs can generate
credits by forwarding these data and the generated credits can
then be spent in sending data for their mobile users.

At the beginning of each measurement period, each TAP
measures the offered load of its mobile users and exchanges
this information with other TAPs. Each TAPi then determines
the target throughputs of TAPs in the network as in (6), (8) or
(13), and the value of αi can be determined accordingly. Note
that the number of credits consumed by each source TAP in
sending one unit of local data (i.e., αi) is not equal to the
sum of the credits generated by the TAPs that forward the
data on the routing path to the gateway. We do not need to
ensure the balance between the consumption and generation
of credits in the system since credits have no monetary value
in our mechanism. Moreover, credits cannot be rolled over to
the subsequent periods. As a result, TAPs cannot send more
bursty traffic than their predetermined limits and thus they
have no incentive to cheat. The truthfulness analysis of this
mechanism will be presented in Section IV.

Next, we discuss that idle TAPs may have no incentive to
forward transit data due to the lack of local data. Let μ (μ > 0)
denote the number of tokens each mobile user pays for sending
one unit of data to the attached TAP, and η (η > 0), the
total number of tokens each source TAP pays to all idle TAPs
on the routing path for sending one unit of data. Note that
TAP i obtains μ tokens once it has successfully transmitted
one unit of data even though the TAPs between TAP i and the
gateway do not provide forwarding service. Mobile users may
be willing to pay tokens to their attached TAPs only when their
data frames can reach the gateway. We will show soon that
with our mechanism designed in this section, each TAP will
provide forwarding service such that data from mobile users
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Fig. 1. An illustration of bottleneck links.

can reach the gateway successfully through multi-hop TAPs.
The value of μ should be larger than η such that the source
TAPs will have an incentive to send the data. Moreover, to
eliminate hop-count dependent unfairness, each source TAP
needs to pay a total of η to the idle TAPs located on its
routing path, and similarly, each mobile user needs to pay
the same number of tokens for sending one unit of data to its
TAP regardless of the number of hops they are away from the
gateway. On the contrary, the income earned by each idle TAP
for forwarding one unit of transit data can be different since
idle TAPs will have incentive to provide forwarding service so
long as their profits are positive. Let ki denote the number of
idle TAPs on the path from the source TAPi to the gateway.
Each idle TAPi earns η/ki tokens by forwarding one unit
of transit data. Here, the number of tokens spent by each
source TAP is equal to the total number of tokens earned
by the idle TAPs on the path to the gateway since tokens
have monetary value. Note that the value of η can be a small
positive value close to zero or μ >> η. Such design can ensure
that the payments from their mobile users are more than the
income paid by other source TAPs. This setting prevents non-
idle TAPs from cheating (i.e., by announcing themselves as
idle TAPs), thus ensuring that each TAP will obtain the target
throughput and the fairness will be achieved.

Consider the network shown in Fig. 1 for example. Assume
that the capacity of each link is C. The carrier sense range
of the TAP is twice the transmission range so that the TAPs
located two hops away from a TAP are in the carrier sense
range of each TAP but not in the transmission range of the
TAP. Thus link l3 is the bottleneck link of this network since
its interference range covers all links. Thus, CLl3 denotes the
set of links l1, l2, l3, l4, l5 and l6, and ρ

′
i for each TAPi

is C/14, i = 1, ..., 6. Now, if the offered load of TAP6 in
Fig. 1 is only C/20, which is less than its target throughput
C/14 when it is backlogged, ρ6 is C/20, and the air time
used to transmit data for TAP6 on links l1, l3 , l5 and l6 is
each 1/20, and hcTAP6 is 4. Therefore, the air time shared by
the remaining contention flows is 16/20 (i.e., 1 − 4x1/20),
and the time share for each TAP, except for TAP6, is 16/200
(i.e., 16/20/(14 − 4)) according to (7). Consequently, their
target throughputs are each 16C/200. This leads to the fact
that TAP6 generates C/20 credits, both TAP2 and TAP4

generate 16C/200 credits in each measurement period, and
the values of α5 and α3 are 10/16 (i.e., (C/20)/(16C/200))

and 26/16 (i.e., (C/20+16C/200)/(16C/200)), respectively,
according to (14). If both TAP1 and TAP3 are idle TAPs in
this time period, all the other TAPs must each pay η tokens
for sending one unit of data, and TAP3 and TAP1 will obtain
η (i.e. η/2 + η/2 from TAP5 and TAP6) and 3η (i.e., η/2 +
η/2 + η + η), respectively, tokens for forwarding one unit of
transit data.

C. Game Modeling

Based on the discussion above, we can model the behavior
of data forwarding in wireless backhaul networks as a one-
round non-cooperative game since the credits cannot be rolled
over to the subsequent time periods and the satisfaction of the
fairness is checked in conformance with the target throughput
in each measurement period.

Player There are N players in the game, denoted by
TAP1, TAP2, ..., TAPN . All players are selfish and econom-
ically rational. They all attempt to maximize their individual
profits, and take actions only when their profits are positive.

Players’ Information The TAP knows the network topol-
ogy and the offered loads of the other TAPs in the network.
Thus, it can determine the target throughputs of all TAPs
according to the fairness constraints and the corresponding
values of α.

Strategy Each TAP has two possible strategies: forwarding
or not forwarding data for other TAPs.

Cost of Action The cost of each action mainly comes
from sharing the link capacity. Since each TAP has a power
supply, the cost of forwarding packets with respect to energy
consumption is not considered in the game.

Payment (Pi) If there are no idle TAPs on the path from
the other source TAPi to the gateway, the source TAPi

will not pay for service availability but only consume credits;
otherwise, the source TAPi must pay η tokens per unit of data
to the idle TAPs. Therefore, Pi of TAPi is given by

Pi =

⎧⎨
⎩

0, if there are no idle TAPs from TAPi

to the gateway
ηρi, otherwise.

(15)
Income (Ii). The gain of non-idle TAPi in the system is

μρi if the target throughput ρi of TAPi can be achieved;
otherwise, the income of TAPi due to forwarding transit data
for other TAPs is

∑
j∈B

ηρi

kj
, where B is the set of TAPs whose

routing paths traverse over TAPi, and kj is the number of idle
TAPs, including TAPi, on the path from the source TAPj to
the gateway. Thus,

Ii =
{

μρi, if TAPi is not an idle TAP∑
j∈B

ηρi

kj
, otherwise. (16)

Profit (Wi). The profit of TAPi is the result of the received
income minus the payment of the action in each measurement
period, which is given by

Wi = Ii − Pi. (17)

Note that we do not consider the regular and fixed ex-
pense for each TAP (such as leased line cost, operation and
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maintenance costs) in this work because each player wants to
maximize its profit to cover these costs in the game. Instead,
we consider the profit of each TAP in each measurement
period. The network operators or service providers need to
ensure that the profits throughout the operation period are
more than these fixed costs by adjusting the values of μ and
η to ensure the soundness of the business model.

IV. ANALYSIS

In this section, we prove fairness and truthfulness achieved
by the proposed mechanism in the presence of selfish TAPs.
We first show that (i) forwarding data for other TAPs is
the optimal strategy for all TAPs to maximize their expected
profits if the values of parameters μ and η are properly chosen
in the designed mechanism, and (ii) the fairness reference
model can be enforced in accordance with our mechanism.
Then, we prove truthfulness by showing that each TAP in our
mechanism will honestly announce the offered load of its local
mobile users to the other TAPs in the network.

We first show that the social choice can be achieved in
our mechanism. To prove this theorem, we have the following
lemmas.

Lemma 1: Each intermediate TAP is willing to forward
data for other TAPs if μ > η and η > 0.

Proof: There are two cases to discuss.
Case 1: TAPi is not idle. This means that TAPi has data

from mobile users to send. The profit of sending one unit of
local data (i.e., μ, or μ − η if there are idle TAPs between
TAPi and the gateway) is positive if μ > η. Note that TAPi

earns μ tokens once it has successfully transmitted one unit of
data even if the TAPs between TAPi and the gateway do not
provide forwarding service according to our mechanism design
in Section III-B. Moreover, TAPi must forward all transit data
to maximize its income μρi since it needs an amount of αi

credits to send one unit of local data in our mechanism.
Case 2: TAPi is idle. As long as η is positive, idle TAPs

will gain profit by forwarding data.
Thus, each intermediate TAP is willing to forward all transit

data for the other TAPs regardless of the strategies adopted by
other TAPs in the network.

Lemma 2: The fairness reference model can be enforced
in accordance with our mechanism.

Proof: We prove this lemma by showing that the shared
throughput of TAPi is its target throughput ρi, regardless of
whether TAPi is a border TAP.

Case 1: TAPi is a border TAP. Since TAPi is a border
TAP, it will generate ρi credits at the beginning of each
measurement period. Thus, it can send the data of mobile users
at a rate of ρi because its value of αi is 1. Consequently, it can
obtain this target throughput thanks to each of the intermediate
TAPs being willing to forward data (from Lemma 1), and Eq.
(4) or (12) is satisfied.

Case 2: TAPi is an intermediate TAP. Since TAPi will
forward data for the other TAPs at previous hops according
to Lemma 1, the aggregate transit data rate of TAPi is∑

j∈STi
ρj . As a result, TAPi can get

∑
j∈STi

ρj credits by
forwarding data, and then can send local data at a rate of
ρi since we control the forwarding/sending ratio as αi =

∑
j∈STi

ρj/ρi, according to (14). Thus, TAPi can get its
target throughput ρi with our mechanism.

Theorem 1: The outcome that each independent TAP
optimizes its profits according to the rules in the proposed
mechanism is the desired outcome if μ > η and η > 0.

Proof: Lemma 1 shows that the optimal strategy for each
TAP is to provide forwarding service regardless of the strate-
gies of other TAPs in the network. Thus, there is one and only
one Nash equilibrium in our game, in which the strategy of
each TAP is to forward transit data. Moreover, from Lemma
2, we show that the fairness model can be enforced if Lemma
1 holds. This means that the fairness model will be realized
when our designed game is in Nash equilibrium. Therefore,
the outcome of the game played by non-cooperative TAPs
according the rules defined in our mechanism is our desired
outcome.

Theorem 2: Each TAP will announce its true offered load
from its mobile users if the value of η is a positive value close
to 0 or μ >> η.

Proof: TAPs may cheat in any of four ways in the designed
mechanism: (i) announce a lower offered rate; (ii) announce
a higher offered rate; (iii) announce itself as a non-idle TAP;
(iv) announce itself as an idle TAP. We show that each TAP
in the backhaul network will not have an incentive to cheat.

Case 1: TAPi announces a lower rate. This will lead to a
higher value of αi according to (14), and so that TAPi can
send the less amount of local data by forwarding the same
value of transit data if TAPi is not a border TAP. Otherwise,
if TAPi is a border TAP, the announcement of a lower rate
will lead to a lower target throughput for TAPi, and so that
less credit can be generated in each measurement period.
Consequently, TAPi will get less target throughput and have
less profit paid by its mobile users than when it announces
a correct offered rate. Therefore, TAPi has no incentive to
cheat.

Case 2: TAPi announces a higher rate. If TAPi cheats and
announces a higher rate than its real offered rate, the value
of αi will be smaller and the generated credits of TAPi can
be used to send more local data. The higher the offered rate
announced by a border TAP, the more the credits generated for
itself. However, since TAPi does not have such local data to
send in this time period, and the credits cannot be rolled over
to the subsequent time periods in our mechanism, the shared
throughput of TAPi remains the same. Thus, TAPi has no
incentive to cheat.

Case 3: idle TAPi cheats and announces itself as a non-idle
TAP. Since idle TAPs can earn η/ki tokens by forwarding one
unit of data, TAPi will not announce itself as a non-idle TAP
since it would not get any tokens from its mobile users.

Case 4: non-idle TAPi cheats and announces itself as
an idle TAP. TAPi has no incentive to cheat since μρi >∑

j∈B ηρj/kj in our mechanism if the value of η is a positive
value close to 0 or μ >> η.

Thus, the profit of TAPs will not increase if they cheat in
any one of the four cases. Moreover, collusion is helpless in
our mechanism. Therefore, our mechanism is truthful.
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Fig. 2. Topology for the simulations.

Fig. 3. Throughput performance of non-cooperative TAPs with different
traffic loads.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
mechanisms via ns-2 simulations. The wireless link rate is
set to 11Mbps and each traffic flow is generated as CBR
UDP traffic with packet size, including the IP header, fixed
at 1500 bytes. The MAC protocol used in these simulations is
IEEE 802.11 DCF with RTS/CTS. Fig. 2 shows the simulation
topology, in which TAPs located two hops away are in the
carrier sense range, but not in the transmission range. The
results shown in Figs. 3-5 are plotted with 95% confidence
intervals.

We first demonstrate the effect of 802.11 DCF in multi-hop
wireless backhaul network when TAPs are non-cooperative.
Fig. 3 shows the end-to-end throughputs of TAPs with differ-
ent traffic loads (i.e., 0.75Mbps, 1Mbps and 1.25Mbps). We
can see that if TAPs are non-cooperative, the TAPs directly
connected to the gateway, such as TAP1, TAP6 and TAP7,
consumes all wireless bandwidth and the other TAPs suffer
from starvation. Moreover, the wireless bandwidth contended
by all TAPs other than TAP1, TAP6 and TAP7 is wasted
since the next hop TAPs will not provide forwarding service.

Then, we show the unfairness of 802.11 DCF for coopera-
tive TAPs without our mechanism. Fig. 4 shows the simulation
results with different offered rates. We can see that (i) the
TAPs located more hops away from the gateway obtain less
end-to-end throughputs than those less hops away, resulting
in spatial bias in the network; (ii) the degree of bias increases
when the offered rates of TAPs increase because both transit

Fig. 4. Throughput performance with cooperative TAPs.

Fig. 5. Throughput performance of our mechanism.

and local data are put into the same queues, thus increasing
the frame dropping rates of the data from other TAPs when
the arrival rates of mobile users increase; (iii) although TAP3

and TAP2 are two hops away from the gateway, TAP3 gets
less end-to-end throughput because more neighbors contend
for the wireless channel.

Next, we demonstrate the effect of our proposed mech-
anism. In our simulation, the available link bandwidth is
about 3.3 Mbps, accounting for the network topology, the
contention among nodes in the network and the packet size.
Both l1 and l3 can be selected as the bottleneck links in this
scenario since they both have the largest value of

∑
l∈CLi

hl.
In this simulation, we choose l1 as the bottleneck link and the
contention links of link l1 are shown in Fig. 2. We consider
three scenarios in this simulation. In the first scenario, all
TAPs in the network are backlogged, and thus the target
throughput of each TAP is 220kbps (i.e., 3300/15) according
to our mechanism. The offered of TAP5 drops to 100kbps
in the second scenario and the target throughput for each
of the other TAPs is about 250kbps (i.e., 3000/12). In the
last scenario, TAP3 and TAP7 are idle. Therefore, the target
throughputs for the other TAPs are each 275kbps. Fig. 5 shows
the simulation results for the simulated throughputs and the
target throughputs for TAPs in different scenarios. We can see
that our proposed mechanism works well even when there are
idle and non-backlogged TAPs.

VI. CONCLUSION

In this paper, we study the fairness problem in multi-
hop wireless backhaul networks with selfish Transit Access
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Points. In our mechanism, TAPs in the backhaul network have
incentives to forward data for the other TAPs and fairness can
be achieved in the backhaul network. We also validate the
correctness of our proposed mechanism.

In the future, we will study backhaul TAPs with different
weights since some TAPs may be willing to pay more for
better service. We will also consider the downlink traffic in
the backhaul network, and design an efficient algorithm to
calculate the target throughput for each TAP when some TAPs
in the network are not backlogged.
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