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ABSTRACT
Classification of song similarities and differences in one bird
species is a subtle problem where the actual answer is more
or less unknown. In this paper, the singular vectors when
decomposing the multitaper spectrogram are proposed to be
used as feature vectors for classification. The advantage is es-
pecially for signals consisting of several components which
have stochastic variations in the amplitudes as well as the
time- and frequency locations. The approach is evaluated
and compared to other methods for simulated data and bird
song syllables recorded from the great reed warbler. The re-
sults show that in classification where there are strong sim-
ilar components in all the signals but where the structure of
weaker components are differing between the classes, the sin-
gular vectors decomposing the multitaper spectrogram could
be useful as features.

Index Terms— time-frequency, multitaper, spectrogram,
SVD, bird song

1. INTRODUCTION

In the context of bird song, the aim is usually to classify bird
species, e.g., [1–3]. The most popular features for classifi-
cation relate to speech recognition, such as Linear Predic-
tion Coefficients (LPC) and Mel-Frequency Cepstral Coeffi-
cients (MFCC). Other well known features are the spectro-
gram cross-correlation (SPCC), time- and frequency profiles
or marginals, dynamic time warping (DTW) and fundamental
frequency.

Classification of song similarities and differences in one
single bird species is a more subtle problem where the actual
answer is unknown. Similarities in songs from one year to an-
other and similarities in songs from the same, contrary to dis-
tant populations, are still unexplored fields, and call for mod-
ern tools. One of the bird species that has been thoroughly
studied in terms of song complexity is the great reed warbler
(GRW), which is the largest warbler species in Europe and
a species with exceptional song capacity. A long-term study
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of a GRW population in Sweden is ongoing, see [4] and ref-
erences therein, and one main aim is to understand the role
of the song in an ecological and evolutionary context, [5]. It
is notable that the recordings of GRW always are in natural
environment and therefore are often noisy, e.g., from differ-
ent wind conditions. It is noted in [1], that SPCC as well as
DTW are sensitive to background noise. However, recently
the usual noise sensitive spectrogram has been replaced by
multitaper spectrograms, e.g., [6, 7] for better estimation of
features.

In [8], the GRW song syllables are divided in the main
classes of whistles and rattles, i.e., tonal sounds and several
shorter components combined into a sound. The rattles are
of a highly stochastic character in many different aspects, the
number of components in two similar rattles might differ to
some extent and the amplitudes of the different components
are of stochastic character. The time-, and frequency loca-
tions of the components are also jittering when comparing
two similar rattles. In this paper, the focus is on the rattle syl-
lables and a non-stationary stochastic model is suggested for
these sounds.

Singular value decomposition (SVD), as well as other
techniques, e.g., non-negative matrix factorization (NMF),
principal component analysis (PCA) and independent com-
ponent anlysis (ICA) has been applied to time-frequency
distributions with the aim to find especially noise reduced
features or to extract dictionaries from a training data set
for various applications. In most applications, the focus is
on the singular values and the differences in them between
classes. In [9, 10], the singular vectors (SV) of a positive
time-frequency distribution are used to compute the time and
spectral moments, indicating that the SVs are valuable in
classification. In [11] we investigated the first pair of singu-
lar vectors of the multitaper spectrogram and used this as a
feature comparing the inner products. The results indicated
that the first SV pair of the multitaper spectrogram were not
appropriate for classification of the GRW song syllables.

In this paper, a more thorough investigation is made of
more than the first pair of SV and in the special case of multi-
component signals with stochastic variation in amplitudes as
well as time- and frequency locations. An example is dis-
cussed, showing the advantage of using the SV and a scheme
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for the inner product comparison is presented, which results
in an optimal comparison between the feature vectors.

2. SIMILARITY MEASURE USING THE SINGULAR
VECTORS OF THE SPECTROGRAM

The multitaper spectrogram is defined as

Sx(l, n) =
1

K

K∑
k=1

|
N−1∑
n1=0

x(n1)hk(n1−n+M/2)e−i2πn1
l

2L |2,

(1)
for n = 0 . . . N − 1 and l = 0 . . . L − 1 for time-discrete
signals and frequencies. For K = 1, Eq. (1) is the usual
windowed spectrogram using a lengthM unit energy window
function. For K > 1, Eq. (1) is the multitaper spectrogram
using a set of window functions, hk(n), k = 1 . . .K. In this
paper the Hermite functions are used as windows as they have
been shown to be the most localized in the time-frequency
plane, [7].

The singular value decomposition (SVD) is a low-rank
matrix approximation and a known technique for reducing
noise in a data matrix. The decomposition of the N × L real
valued spectrogram matrix S results in the representation

S =

R∑
r=1

σrurv
T
r , (2)

where superscript T denotes transpose, ur,vr are the SV and
σ1 ≥ . . . ≥ σR ≥ 0 the singular values. The unit-length vec-
tor v1, i.e. the first right singular vector, maximizes the norm
‖Sv‖2 and can be seen as the vector which undergoes the
maximum amplification under S. Similarly u1 maximizes
‖STu‖2 and is the first approximation of the row-directions.
Hence, in particular for low-rank S, the vectors u1, v1 com-
prise most of the information in S.

Recently, it has been pointed out that a usual non-negative
factorization of a spectral matrix (image or time-frequency
representation) is not unique and a non-negative factorization
should be applied, [12]. With the approach presented in this
paper, where the in-class data has more or less a similar ap-
pearance, this is not an issue.

The time profile, tp = [tp(0) . . . tp(N − 1)]T with
tp(n) = 1

L

∑L−1
l=0 Sx(l, n) and frequency profile fp =

[fp(0) . . . fp(L − 1)]T with fp(l) = 1
N

∑N−1
n=0 Sx(l, n), are

very often used as a base for calculating features in classifi-
cation, [2]. If the spectrogram matrix is a rank-one matrix,
(R = 1), and the resulting time- and frequency profiles are
normalized to unit energy, we can note that they in this special
case are equal to the right SV v1 and left SV u1 respectively.

2.1. Pairwise similarity measure

As a measure of similarity of two syllables, the absolute value
of the inner product in Euclidean space by d(·, ·) = |〈·, ·〉|, of

appropriate vectors is used. All vectors considered are nor-
malized to one so the best possible similarity is d(·, ·) = 1.
Orthogonal vectors indicate difference and d(·, ·) = 0 is the
smallest possible value. The number of SV considered could
be decided from the singular values and an appropriate thresh-
old but in the paper we choose a fixed number Q of SVs from
each matrix S. Starting with the sets US2 = [uS21 . . .uS2Q ]

and VS2 = [vS21 . . .vS2Q ], we form all averages of the differ-
ent combinations and find the vector pair in S2 that matches
the one in S1,

q2 = argmax(|(uS1q1 )TUS2|+ |(vS1q1 )TS1VS2|), (3)

t(S1, S2)q1 = (d(uS1q1 ,u
S2
q2 ) + d(vS1q1 ,v

S2
q2 ))/2 (4)

for q1 = 1. To avoid reusing a SV of S2, when repeating for
other q1 = 2 . . . Q, the matrices US2 and VS2 are replaced by
ŨS2 and ṼS2 where the columns numbered q2 are removed
before the next step.

A similar measure using the time- and frequency profiles
is defined as

p(S1, S2) = (d(tS1p , tS2p ) + d(fS1p , fS2p ))/2. (5)

2.2. An example

A simple synthetic syllable model for the rattles is proposed
as

x(n) =

J∑
j=1

Aj cos(2πFjn+φ)·wj(n−Tj) n = 0 . . . N−1,

(6)
where φ ∈ R(0, 2π) and wj(n) = e−σjn

2

is a Gaussian
window with σj chosen such that Ng

j values are above 0.01.
The amplitude, frequency- and time locations are stochas-
tic variables with Gaussian distributions, Aj ∈ N(A0

j , σAj
),

Fj ∈ N(F 0
j , σFj ) and Tj ∈ N(T 0

j , σTj ).
To exemplify the approach of using SVD of the spectro-

gram, four syllables are simulated, see Figure 1, with N =
800, allNg

j = 128 and the actual values of the parameters ac-
cording to Table 1. We note the rather large differences of the
amplitude parameters of syllables to be included in the same
class. This could be seen as the natural variations of the syl-
lables, one component is larger than the other or a component
could even be missing in some cases, see real data example
in Figure 5, where a last component is missing in half of the
syllables in class 1. The features need to be robust against
such variations.
First we study the two syllables S1-1 and S1-2, which have
somewhat different component amplitudes but still obviously
belong to the same class, starting with a low-frequency com-
ponent followed by a high-frequency. We compare these syl-
lables with S2-1, which should be of another class starting
with a high-frequency followed by a low-frequency compo-
nent. The corresponding spectrograms are computed using a
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Class 1 S1-2 S2-1
A1/T1/F1 0.80 / 200 / 0.05 1.0 / 200 / 0.05
A2/T2/F2 0.90 / 400 / 0.15 0.60 / 400 / 0.15

Class 2 S2-1 S2-2
A1/T1/F1 0.70 / 200 / 0.15 0.90 / 200 / 0.15
A2/T2/F2 1.0 / 400 / 0.05 0.90 / 400 / 0.05
A3/T3/F3 0.40 / 500 / 0.10
A4/T4/F4 0.20 / 600 / 0.20 0.30 / 600 / 0.20

Table 1. The parameters of the four syllables in Figure 1

single Hanning window of length M = 64. The SVDs of
the spectrograms give the left and right SV, where we study
the first 4 pairs corresponding to the largest singular values.
The left and right SV outer products u1 ·vH1 are colored with
blue for S1-1 and S1-2 in Figure 2 and u2 · vH2 are colored
with red. We see that the positions are switched, caused by
the fact that for S1-1 the high frequency component has the
largest amplitude and for S1-2, the low-frequency component
is largest. Using Eq. (4) we will find t(S1-1, S1-2)1 = 1.0
and in the next step also t(S1-1, S1-2)2 = 1.0. If we com-
pare with the structure of the class 2 syllable S2-1, we can of
course find e.g., d(uS1−1

1 ,uS2−1
2 ) = 1.0, also in this case,

as the frequency locations are the same. However, the corre-
sponding right SV inner products will be zero as these then
are located at different time points. The result of Eq. (4) will
be t(S1-1, S2-1)1 = 0.5. The main point of this example is
to show that if the correct combination of the SVs are made,
it is a very robust tool for pairwise measures, where the vari-
ations of the component amplitudes are totally ignored, as the
these values show up in the singular values.

In this example, using the time- and frequency profiles
of Eq. (5) give p(S1-1, S1-2) = 0.85 and p(S1-1, S2-1) =
0.94, indicating more similarity between classes than in-
classes. Using the time- or the frequency profiles individually
do not change the result.

We might also have a member of class 2 as the one la-
beled S2-2 in Figure 1. Three components are similar to
S2-1, see Table 1 but there is also an additional component
between the middle and last one. We imaging that the syl-
lable S2-2 comes from a more noisy measurement so white
Gaussian noise is also added with an SNR = 12.2 dB, de-
fined as mean power of the signal to the variance of the noise.
Both these differences are possible, e.g., one or several com-
ponents are often missing even if it is very clear that the struc-
ture of the syllable is the same. Two syllables to be com-
pared might also come from different recordings and hence
different amount of disturbances are possible. With all pos-
sible combinations we will find t(S2-1, S2-2)i ≈ 0.999, for
i = 1 . . . 3. The between class similarity will also in this case
be t(S1-1, S2-2)i ≈ 0.5, for i = 1 . . . 2.

Using the time- and frequency profiles give p(S2-1, S2-2) =
0.94 and p(S1-1, S2-2) = 0.98, again indicating higher sim-

S1 1

S1 2

Class 1

S2 1

S2 2

Class 2

Fig. 1. Four examples of simulated syllables where S1-1 and
S1-2 belong to class 1 and S2-1 and S2-2 belong to class 2.
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Fig. 2. The left and right singular vector pair outer products
colored as u1 ·vH1 -blue, u2 ·vH2 -red, u3 ·vH3 -green, u4 ·vH4 -
cyan

ilarity between classes than in-classes. From this example
we see a number of great advantages, where the proposed
SV-based similarity measure is very robust to amplitude dif-
ferences as well as to noisy measurements and could be a
better tool to use than the time- and frequency profiles for
classification.

3. EVALUATION

The data model used is the one presented in Eq. (6), with
N = 1600 and Ng

j = 256 for all values of j. A number of 20
syllables is generated in each class, where the stochastic am-
plitude, time- and frequency parameters are chosen according
to Table 2. The variable σ is varied for different cases of the
evaluation, increasing the jitter in amplitudes and time- and
frequency locations of the components. Gaussian white noise
were added to the signal with the SNR=13.9 dB. The multi-

23rd European Signal Processing Conference (EUSIPCO)

556



Class 1 A0
j , σAj F 0

j , σFj T 0
j , σTj

j = 1 2, σ 0.3, 0.1σ 300, 300σ

j = 2 0.8, σ 0.1, 0.1σ 800, 300σ

j = 3 0.7, σ 0.4, 0.1σ 1300, 300σ

Class 2 A0
j , σAj F 0

j , σFj T 0
j , σTj

j = 1 2, σ 0.3, 0.1σ 300, 300σ

j = 2 0.7, σ 0.1, 0.1σ 1300, 300σ

j = 3 0.8, σ 0.4, 0.1σ 800, 300σ

Table 2. The parameters of the two classes in the evaluation,
where σ is a variable in the simulations.
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Fig. 3. The ROC-curves for the simulated binary-class data.

taper spectrogram (MT) is calculated using K = 8 Hermite
functions, (from h1 withM = 100 to h8 withM = 175). The
single Hanning window spectrogram (H) of length M = 64
is also applied. For these two different spectrograms, the
SV are computed and Q = 10 SV pairs are ordered for the
most similarity of two syllables finding t(S1, S2)1 labeled
as SVDMT1 and SVDH1 respectively. The next, with most
similarity among the remaining SV, i.e., t(S1, S2)2 is labeled
SVDMT2 and SVDH2 and so on. This new approach is com-
pared with the averaged profile measures in p(S1, S2), (MT-
PROF and HPROF). We also include the MFCC method com-
bined with pairwise DTW, using 8 cepstral coefficients, [3].
All unique pairwise combinations of the syllables are investi-
gated and the sets of measures are divided into in-class (190
values) and between class (400 values) measures for further
analysis.

The first evaluation is made for σ = 0.1 where the re-
ceiver operating characteristics (ROC) curves are calculated
in Figure 3, with the correct in-class measures as the positive
rate and it is clearly seen, as expected as the time- and fre-
quency supports of the two classes are similar, that HPROF
and MTPROF totally fails. We also see that SVDMT1 and
SVDH1 also totally fails, caused by that the strongest com-
ponent (j = 1) of the two classes are similar. The result
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Fig. 4. The true positive rates allowing false positive rates of
5%.

from MFCC (green line) is much better, but the best result is
given from SVDMT2 (blue line very close to one on the y-
axis) showing the robustness of the multitaper spectrogram.
Next we simulate the syllables above for different values of σ
ranging from zero to 0.16. The true positive rate were calcu-
lated for the false positive rate of 5% and the corresponding
average results of 20 different simulations are depicted in Fig-
ure 4. The results show that the SVDMT2 is superior to the
other methods for all different values of σ. The methods that
totally fails (HPROF, MTPROF, SVDMT1 and SVDH1) are
not shown in the results.

4. REAL DATA

The method is evaluated on a small data set of two hand-
sorted classes of syllables from one individual of the GRW.
The syllables of a class are time-aligned using ordinary time-
based correlation and are depicted in Figure 5. The variations
in amplitudes are clearly seen as well as the missing last com-
ponent in some of the syllables of class 1. There is also a
variation of the number of small components coming just be-
fore the big component of the syllables of class 2. Below, the
spectrograms of the first syllable in each class are depicted.
The frequency contents are more or less the same as well as
the time support, although there are clear differences in the
distribution of components. Same parameters as used in the
simulations are applied for the single Hanning window and
the multitaper spectrograms. The choice of SV pairs were
Q = 10. In Figure 6 the results from all different methods
are shown. We see that this classification is not as difficult
as the simulation case but still, there are differences in the
performances of the methods. The best result is given for the
SVDMT2 followed by the SVDMT3 and the MTPROF. These
methods all give more than 90% correct classification allow-
ing 5% false positives. This shows that these signals consist of
more components and that more than one SV should be used
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Class 1 Class 2

Fig. 5. The data in the two classes and two spectrogram ex-
amples of one syllable from each class.

for an appropriate classification. The MFCC and HPROF fol-
lowed by the others are not appropriate for classification of
these signals.
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