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Abstract—An ultrawideband transceiver employing chirp pulse
modulation is proposed for LDR communication. In contrast to
the Gaussian pulse, a transmitted pulse modulated with different
chirps can maximize the transmitted energy under low supply
voltage and is thus amenable to the voltage scalability of the
advanced CMOS technologies. The binary data is encoded with
different chirp frequencies and two identical pulses are sent per
data bit to enable non-coherent demodulation which simplifies the
receiver architecture. A demodulation calibration loop is also in-
corporated to optimize the SIR performance. In-band/out-of-band
SIR as low as �� ��/ �� �� can be tolerated in order to
achieve BER better than �� �. Implemented in 0.18 � CMOS,
the transceiver can sustain data rates up to 20 Mbps, and achieve
energy efficiency of 0.77 nJ/bit for transmitting and 2.7 nJ/bit for
receiving under 1.8 V supply.

Index Terms—Chirp spread spectrum (CSS), CMOS, frequency-
shift keying (FSK), non-coherent, signal to interference ratio (SIR),
transceiver, ultrawideband (UWB).

I. INTRODUCTION

I N 2002, the Federal Communications Committee (FCC)
opened up the frequency band from 3.1–10.6 GHz for ultra-

wideband (UWB) communication, which has signal spectrum
occupying more than 500 MHz bandwidth with an average
power spectral density (PSD) limit of [1].
The large bandwidth coupled with low PSD can enable high
data rate communication while allowing co-existence with
other existing narrowband systems. Current UWB systems are
mainly based on two schemes, i.e., orthogonal frequency-divi-
sion multiplexing (OFDM) or impulse radio (IR). The former
can achieve better spectral efficiency but increases the hard-
ware complexity due to the extensive digital signal processing
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required. In addition, it forgoes the attractive features of accu-
rate timing and radar since the large bandwidth is effectively
sub-divided down to many small sub-bands [2]. On the other
hand, IR-UWB offers simple transceiver architectures and its
nanosecond pulse can provide accurate timing required for
ranging or localization. However, the simplicity is often gained
at the expense of flexibility in obtaining FCC mask compliant
spectrum. For example, pulse repetition frequency (PRF), pulse
width and pulse peak amplitude can be traded off to obtain the
desired spectrum [3]. For low data rate (LDR) communication,
this usually constrains UWB systems to the use of pulses
with large peak amplitude and narrow width, which cannot be
easily generated using advanced CMOS technologies under
low supply voltage. Besides the two mentioned schemes, UWB
systems employing continuous wave (CW) chirp modulation
have also gained attention recently [2], [4].

Another major impediment to the proliferation of UWB sys-
tems is the performance degradation in the presence of strong
interferers. For out-of-band interference, such as the 2.4–2.5
GHz and 5–6 GHz WLAN signals, circuit level approaches such
as pre-filtering and frequency selective front-ends have been
used to attenuate these interferers but at the cost of increased
circuit complexity and higher power requirements [5], [6]. For
in-band interference, such as other UWB or WIMAX signals,
sub-banded IR-UWB [7], [8] with band-hopping has been
proposed. Basically, multiple UWB sub-bands are allocated
for transmission and the RX chain selects only the optimal
sub-band with minimal in-band interference while disregarding
the others. This approach suffers from poor spectral efficiency
and proves sub-optimal in interference-free communication
channels. Besides band-hopping, receiver processing gain can
also be used to mitigate the in-band interference [9]. However,
this requires the spreading of the desired signal energy evenly
throughout the allocated spectrum.

In this work, we propose a transceiver that employs UWB
pulses with chirp modulation. The use of chirp modulation
within the transmitted pulse eliminates the pulse width and
amplitude constraints faced by conventional IR-UWB. FCC
mask compliant spectrum can be easily generated with wider
pulse width and smaller peak amplitude, which makes the
transceiver more amenable to advanced CMOS technologies.
In addition, chirp modulation also allows a more even spread
of the transmitted spectrum as compared to the conventional
IR-UWB and improves the receiver processing gain. A demod-
ulator calibration loop has also been proposed in this work
to trade off the sensitivity with interference robustness. The
interference robustness is achieved by excluding the portion of
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Fig. 1. PSD of chirped UWB (C-UWB) pulses and comparison with conven-
tional IR-UWB (OOK modulation) using Gaussian pulses for varying pulse
widths at a data rate of 4 MHz under 1 V supply.

the received spectrum corrupted by in-band interference during
demodulation and thus lowering the sensitivity of the receiver.

This paper is organized as follows. Section II introduces
the IR-UWB pulse with chirp modulation and explains the
working principles of the proposed transceiver topology. Based
on this topology, the required design specifications for the
various blocks within the transceiver are defined in Section III.
Sections IV and V provide the circuit level implementations as
well as the measurement results for both the transmitter and
receiver blocks respectively. Section VI describes the overall
system measurement setup and results. Finally, the concluding
remarks are given in Section VII.

II. SYSTEM OVERVIEW

A. Chirped UWB Pulse

IR-UWB radios typically use high order Gaussian pulses that
are scaled to fit the desired bandwidth by varying the pulse width
and amplitude [3]. For LDR communication, this inevitably re-
sults in pulses with extremely narrow width ( ) and high
peak swing ( ). This is not scalable with more advanced
CMOS technologies which are not amenable to large voltage
swings due to lower supply. A chirp is a linear frequency mod-
ulated pulse and can be written in the time domain as

(1)

where is the initial frequency of the chirp, is the chirp
rate and is the duration of the chirp pulse. Unlike the con-
ventional Gaussian pulse, chirp modulation allows the flexible
trade off between the pulse amplitude and pulse width to achieve
evenly spread spectrum across the 500 MHz bandwidth. There-
fore, similar PSD can be realized with longer pulse width and
lower peak amplitude. The proposed system can therefore be
voltage scalable with the advanced CMOS technologies. Fig. 1
compares the PSD of a 500 MHz chirp with that of a typical
Gaussian pulse for various under a conservative 1 V supply
voltage, i.e., the differential p-p swing is constrained to 2 V. We

Fig. 2. Comparison of the PSD of the C-UWB and conventional IR-UWB pulse
swings required to achieve comparable spectral coverage for LDR (1 MHz, 0.5
MHz).

can clearly observe that in order to transmit near the FCC mask
level without overshoot at 4 MHz data rate, the Gaussian pulse
would require but its bandwidth would drop to about
150 MHz. On the other hand, in order to meet the 500 MHz
bandwidth constrains, is required which results in a
very drastic drop in the transmission power. In comparison, the
C-UWB pulse optimally utilizes the available spectrum for all

and as a result is able to transmit significantly more power per
symbol and hence is capable of much larger transmission range.
In addition, the evenly spread spectrum with sharp roll-off at the
band edges also improves the receiver processing gain which
can help mitigate in-band interference [9].

The superiority of our scheme in LDR cases is further
highlighted in Fig. 2. At data rates of 1 MHz and 500 kHz,
the C-UWB pulses can be lengthened (40 ns, 65 ns) while
restricting the swing requirement to 600 mV p-p at most. How-
ever, to achieve a comparable PSD, a Gaussian pulse would
require much larger voltage swings in excess of 6.6 V p-p.
This limitation makes Gaussian pulses not scalable to advanced
technologies for LDR applications.

B. Proposed Transceiver

The proposed transceiver is shown in Fig. 3. Binary data “1”
and “0” are encoded with different chirp frequencies which oc-
cupy frequency band B1 (3.15–3.55 GHz) and B2 (3.45–3.9
GHz) respectively. The overlapped spectral region (3.45–3.55
GHz) contains less than 2.5% of the overall band energies due
to sharp spectral roll-off and hence loss of sensitivity due to
inter symbol interference (ISI) is insignificant. Burst mode op-
eration is employed in the transmitter through a low duty cycle
clock (TX_clk) which activates the TX blocks only during the
pulse generation period to achieve power savings. The on period
of TX_clk, , which directly controls the transmitted pulse
width, , is made programmable. To simplify the receiver ar-
chitecture with non-coherent demodulation, two identical pulses
are sent consecutively per data bit. Therefore TX_clk is operated
at twice the data rate (DR). The chirp control generator (CCG)
and chirp pulse generator (CPG) blocks are calibrated manually
from baseband so as to maintain a relatively linear chirp range
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Fig. 3. System architecture.

and maximize spectrum utilization regardless of the pulse width.

In the receiver chain, the received pulse is first amplified by
a wideband low noise amplifier (LNA) and then down-con-
verted using a toggled quadrature voltage controlled oscillator
(QVCO). The QVCO toggles between two tones ( and

) alternatively with each tone occupying half of the data
period (P1 and P2). The large signal bandwidth ( )
relaxes the synthesizer precision requirement and obviates
the need for a phase locked loop (PLL). The toggling of the
QVCO is achieved with a 4-bit DAC. As the binary data are
encoded as different frequency bands, only the right LO tones
will down-shift the signal to the baseband for correct demod-
ulation. As an example, when “1” is transmitted, only
will down-shift the desired signal correctly which will result
in energy detection during P1 and no energy detection during
P2. By comparing the output energy in intervals P1 and P2, the
transmitted data can then be recovered [8]. A programmable
low-pass filter (LPF) followed by squarer is employed after the
mixer to perform energy detection.

As the LO frequency determines the down-shifted band, it
can be adjusted to either optimize the receiver sensitivity or im-
prove interference robustness. A demodulation calibration loop
(DCL) is therefore incorporated to fine tune the LO frequency
depending on the objective. Its structure and implementation
will be discussed in Section V.

III. TRANSCEIVER SPECIFICATIONS

A. Transmitter

As mentioned, the proposed scheme is attractive because it
enables the use of wider and low-swing pulses. However, the
duration of the pulses, together with the temporal spreading due
to filtering creates an upper bound for the possible data rate
in order to avoid ISI. In order to achieve flat PSD and con-
currently exploit the power savings from the duty-cycling in
the TX, minimum and maximum pulse widths of 2 ns and 15
ns were deemed appropriate from simulation for a maximum
target data rate of 20 Mbps. This results in peak swing ampli-
tude ranging from 0.22 V to 0.08 V in order to meet the FCC
mask requirement. By optimally utilizing the frequency allo-
cation under the mask we can maximize the total transmission
power and can consequently target larger transmission distance
( ) as compared to traditional IR-UWB.

It is essential to ensure that the chirp frequency varies linearly
with time over the pulse duration in order to ensure the flat-
ness of the transmitted PSD. Using the frequency chirp pulse
described in (1) and assuming that LC VCO is employed, the
following capacitance relation can be determined:

(2)
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Fig. 4. Time and frequency domain representations of the ideal and approxi-
mated chirp for � � �� �� and ��� � 	 
��.

where is the initial frequency of the chirp, is the fixed
capacitance that generates , and is the variable capaci-
tance that gives rise to the chirp over the desired range. It should
be noted that a linear up-chirp is assumed in (2). As the chirp fre-
quency ( ) is much smaller than the ( ),
(2) can be further simplified to

(3)

Equation (3) shows that the total tank capacitance should be lin-
early decreasing with time in order to obtain the linear up-chirp.
It should be noted that in order to compensate for the inherent
underestimation in (3) due to approximation, is chosen to be
smaller than the ideal and varies from 195 MHz/ns to 20.25
MHz/ns for . It can be seen from Fig. 4
that with this adjustment, the mean squared error of the approx-
imated PSD is less than 2.9% which is negligible in our appli-
cation.

B. Receiver

Interference mitigation is key to successful co-existence of
UWB with existing wireless technologies like 802.11 WLAN,
Bluetooth, GSM etc. Pre-select filter is commonly employed
prior to the LNA to eliminate the out-of-band interference. How-
ever, on-chip filters tend to worsen the system noise figure while

the off-chip solution increases the cost [10]. In this implemen-
tation, an LNA with dual gain mode is utilized whereby the low
gain mode is selected when there is a strong out-of-band inter-
ferer in close proximity.

1) Sensitivity and Linearity: The sensitivity equations for
IR-UWB receiver is given as follows:

(4)

where is the noise power that source resistance ( ) de-
livers to the receiver, NF is the noise figure of the receiver, SNR
is the desired signal-to-noise ratio to achieve the target bit error
rate (BER), is the total signal bandwidth, and is the ratio
of pulse width to the total bit period. It should be pointed out that
last term is added to (4) to accurately reflect the true noise floor
as the recovered signal is only compared with the noise during
the pulse width. Assuming a 5 dB SNR for acceptable BER, 7
dB system noise figure in high gain mode, pulse width of 10 ns
at data rate of 4 Mbps and a 500 MHz signal bandwidth, the
achievable sensitivity of the system is .

Although the in-band interferer can be mitigated to a cer-
tain extent by employing the DCL, the overall interference ro-
bustness which includes both in-band and out-of-band inter-
ferers still very much depends on the linearity of the receiver
front-end. Assuming strong out-of-band interference from both
an ISM band device (2.4 GHz) and a WCDMA device (1.7 GHz)
with transmission power at proximity of 1 meter,
the resulting interference power level at the receiver would be

assuming normal free space path loss. Due to the non-
linearity of the LNA, both front-end desensitization and/or inter-
modulation products that fall within the desired signal band can
reduce the SNR. To avoid desensitization, the LNA needs to
have 1 dB compression point that is larger than . The
band-pass filtering provided by both antenna and LNA will fur-
ther relax the 1 dB compression point requirement. To mitigate
inter-modulation products, the desired IIP3 of the LNA can be
derived as follows [11]:

(5)

where SDR is the signal to distortion ratio, and
are the amplitude of desired output signal

and inter-modulation product respectively, and
are the input signal power and interferer power

in dBm respectively. Since the baseband typically can have
large processing gain through coding ( ), desired SDR
of 5 dB [16] is assumed. With at the sensitivity level and
out-of-band suppression of 20 dB provided by the band-pass
characteristics of antenna as well as LNA, this will result in
IIP3 requirement of .

Since LNA and antenna gain roll-off will not suppress
in-band interference and may not sufficiently suppress strong
out-of-band interferers, the LNA gain must be lowered in order
to avoid compression in these cases. Assuming a 10 dB drop in
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gain, the NF of the LNA is expected to deteriorate by about 3.5
dB and hence a system NF of is targeted. Assuming
the case of a 3.5 GHz WiMax interferer, aggressive baseband
filtering will be required which will reduce the effective re-
ceived signal power by about 4 dB. Hence, the target sensitivity
of the system is moderated to in the presence of
strong interferers. Targeting a SIR of at 3.5 GHz, the
tolerable interference power would be and we can
recalculate the IIP3 requirement from (5) as .

2) LO Generation: The quadrature direct down-conversion
architecture significantly relaxes the phase noise and frequency
drift specifications for the local oscillator. Simulations show
that due to the wide 500 MHz signal bandwidth, the allowable

deviation from the center frequency without significant
loss ( ) in sensitivity is up to . A free-run-
ning tunable LC tank QVCO is employed to generate the desired
LO tones, where a DAC is used to vary the voltage controlling
the frequency. The feasibility of using an open loop QVCO has
been previously shown in [23] which also targets a comparable
frequency variation tolerance of roughly 100 MHz. In addition,
[23] employs ring oscillator and should suffer more severe PVT
issues compared to our LC oscillator. This approach eliminates
the need for a PLL thereby saving power and complexity, and
also avoids synthesizer spurs. This prevents the folding of un-
desired adjacent signals into baseband through mixing with the
synthesizer spurs and hence avoids the resulting reduction in
sensitivity [10], [12].

3) Baseband Filtering: As mentioned earlier, LO frequency
determines the down-shift of the signal band and can be ad-
justed to place the in-band interference out of the passband of
the baseband LPF. Therefore bandwidth and roll-off of the LPF
define the amount of interference suppression as well as the
receiver sensitivity. As an example, we consider the scenario
of an in-band WiMax (3.5 GHz) interferer. By adjusting
to the sub-optimal frequency of 3.3 GHz (50 MHz from the
center), the interferer is down-converted to 200 MHz. With the
input signal power at the sensitivity level of (under
strong interference) and again assuming an interference level
of , if we employ a filter with 3 dB cutoff at 75
MHz, stop-band attenuation of 45 dB is required. On the other
hand, if there is no interferer present, should be adjusted
to the desired center frequency of 3.35 GHz and the LPF cutoff
should be extended to the full signal bandwidth to maximize
the received signal energy for better demodulation. Therefore
the bandwidth of the LPF is made programmable from 75 MHz
to 245 MHz. This allows the trade-off between sensitivity and
interference mitigation. It should be pointed out that the filter
bandwidth should be adjusted according to the tone fre-
quencies.

IV. TRANSMITTER IMPLEMENTATION

The transmitter circuits and the corresponding timing
diagram for chirp generation are shown in Figs. 5 and 6 re-
spectively. The pulse generator (PG) is a differential LC VCO.
Chirp modulation for different binary data (B1:3.15~3.55 GHz,
B2:3.45~3.9 GHz) is obtained by varying the total PG tank
capacitance, . consists of a bank of fixed capacitors
( ) switched directly by the TX data and 2 accumulation
mode varactors, controlled by the chirp control gen-
erator (CCG) output, . The switching of encodes
the TX data as bit “1” or “0” by toggling between two different
UWB sub-bands, B1 and B2.

Since the PG requires a finite start-up time ( ) during each
duty-cycle excitation, must be delayed correspondingly.
The rising edge of TX_clk is delayed through a current starved
inverter with adjustable pull-down current ( ) to generate
clk_del. The finest delay accuracy available is 0.24 ns which is
sufficient for . This accuracy can be increased as de-
sired by increasing the number of control bits for . The
clk_del then triggers the discharge of to generate the de-
layed . It should be noted that is initially charged
to when TX_clk is low and the discharging current ( )
is made programmable through binary weighted current sources
( ). As the varactor’s capacitance varies approximately
linearly with the control voltage ( ), for linear sweeping
of the oscillator frequency during pulse generation, has
to observe a linear relationship with time. The discharging tran-
sient that is responsible for generating can be described
as (6), shown at the bottom of the page, where is the
threshold voltage of the transistors ( ), is the
equivalent resistance of the transistors ( ) in linear re-
gion, and is the time instant when the tran-
sistors switch operating region. The discharging transient goes
through two different phases as described by (6) due to the dif-
ferent operating regions of the transistors ( ). When the
transistors are in saturation region, they behave like a constant
current source ( ), and discharges linearly with time.
Once falls below a certain value, the transistors go into
linear region and behave like a switch resistance ( ).
will now discharge exponentially with time. If the pulse dura-
tion is smaller than the RC time constant, the exponential rela-
tionship can be approximated as a linear relationship as shown
in (6). The nominal that correctly models a 10 ns pulse
with is simulated to be 1.73 mA. Across ex-
pected temperature corners the variation in was simulated
to be to . As (3) and (6) both observe linear relation-
ships with time, transistors ( ) can be switched on/off
to modify and or can be changed so that (6)

(6)
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Fig. 5. Transmitter circuits.

Fig. 6. Transmitter timing diagram for chirp pulse generation.

exhibits similar gradient as (3) for all . In order to dynami-
cally tune the discharge rate across PVT, can be com-
pared with a comparator threshold (for instance 0.2 ) at the
end of the discharge time. would need to be increased/ de-

Fig. 7. Approximation of ideal inverse quadratic decay for � using expo-
nential capacitive discharge to obtain a linear-in-time 10 ns chirp.

creased if is higher/ lower than the threshold in order to
maintain a constant chirp range. Simple bang-bang control can
be employed to adjust by switching based on the
comparator output. The simulated capacitance and theoretical
estimated capacitance using (3) are compared in Fig. 7, which
shows the feasibility of adjusting to achieve close re-
semblance between the simulated capacitance and the theoret-
ical calculation. It should be noted that Fig. 7 shows that both the
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Fig. 8. (a) Measured FSK modulated TX pulse train (b) FSK sub-band spectra for varying pulse width, � � �� �� to 30 ns @ 8 MHz data rate and (c) Corre-
sponding band 1 pulses and � shaping for � � �� �� and 30 ns.

curves are inherently non-linear and hence the estimates of (3)
and (6) are not strictly accurate. However, since the curves are
both convex, albeit varying in the degree of convexity, (3) and
(6) have similar estimation errors and can still be used as an ef-
fective means of comparison. In actual implementation,
is applied to the source/drain nodes of the varactors to eliminate
the effect of voltage dependent junction capacitance presented
by the substrate(p)-nwell(n) diode. Although this will result in
down-chirp rather than up-chirp, the preceding discussion on
UWB pulse with chirp modulation remains valid.

In order to maintain an equal chirping range ( )
and power level for both sub-bands (B1 and B2), the oscillator
start-up time ( ) has to be kept constant regardless of whether
bit “1” or “0” has been transmitted. However, as the center fre-
quency is different, the quality factor of the LC tank would differ
slightly. This will result in the parallel tank resistance and con-
sequently to be slightly different. To compensate for this,
an additional current ( ) is switched on and off in
tandem with the transmitted bit. This modifies the trans-con-
ductance of the cross-coupled pair to compensate for the slight
change in the tank resistance resulting in similar oscillation am-
plitude and for both data bits. With the introduction of ,
the startup times for B1 and B2 vary in tandem from 0.72 –
2.81 ns and 0.7 – 2.5 ns respectively across PVT. A key benefit
of C-UWB is that since the chirp range is independent of pulse
width, as long as the relative delay between the B1 and B2 pulses

is minimal ( in our implementation), no dynamic cal-
ibration is required for to compensate for PVT variations.

A simple differential tuned amplifier is adopted as the
driver amplifier (DA) for the 50 antenna load. The passive
RLC network also serves as a wideband matching network
to impedance-match the differential antenna. It provides a
tunable voltage gain of to and is linear up to an
output power level of for both B1 and B2 sub-bands
in simulation. As pointed out in [3], FCC mask compliance
necessitates that peak amplitude and data rate follow an inverse
relationship. The 33 dB gain range of the DA enables it to
accommodate data rate spanning more than 2 decades. The DA
gain is set so as to meet the UWB spectral mask and is manually
calibrated off-line by monitoring the output PSD of pulses. The
instantaneous current drawn by the DA at the typical gain of

is 22.3 mA. In such low-gain application, even though
the current drawn varies by about , the DA gain changes
by less than 1 dB. Due to the relative gain stability, no dynamic
gain regulation mechanism was required.

The measured chirp modulated IR-UWB pulse train (
and ) and its PSD with varying pulse

width are shown in Fig. 8(a) and (b) respectively. The corre-
sponding control voltage and chirp modulated pulse for
B1 sub-band with various pulse widths is also illustrated in
Fig. 8(c). As shown, the transmitter can achieve evenly spread
PSD regardless of the pulse width in contrast to the conven-
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Fig. 9. Receiver front-end circuits: (a) LNA and (b) Mixer.

tional IR-UWB pulse. In addition, the required output ampli-
tude is much smaller compared to [3] and [13] for similar data
rates. The transmitter consumes 14 mW at PRF of 20 Mbps.
The power hungry pulse generator (CPG) and DA blocks of the
transmitter consume average instantaneous currents of 17 mA
and 22.3 mA respectively and even after duty-cycling dominate
the Tx power consumption because the Delay and Gradient con-
trol blocks consume less than 100 in total. Hence the trans-
mitter energy efficiency is dependent mainly on the pulse length
and data rate. In order to deliver maximum power in the LDR
case, longer pulses need to be generated which means that even
though the overall power consumption will be proportionately
lower, the will eventually deteriorate for very low data rates
since the CPG and DA blocks will have to be switched on for
longer per pulse. However as discussed in Section II.A, unlike
conventional IR-UWB, the lower swing requirements would en-
able this architecture to be scaled to operate with lower supplies
at advanced technology nodes, which would lower without
compromising transmission range. This represents a significant
and unique advantage especially in the LDR domain.

V. RECEIVER IMPLEMENTATION

A. RF Front-End

The LNA needs to provide sufficiently high front end gain to
counteract the subsequent attenuation incurred in the later fil-
tering and squaring stages [8]. As shown in Fig. 9(a), the LNA
circuit consists of 5 gain stages in total to achieve broadband
gain and matching characteristics. Current reuse technique is
employed for the first 4 single-ended gain stages. For wide-
band matching and noise figure considerations, single-ended
common gate amplifier is used as the input stage. A differen-
tial amplifier stage is used to provide both the gain and the

Fig. 10. Measured LNA �-parameters and noise figure.

single-to-differential conversion, which helps to improve the
system IP2. To mitigate interference, two gain settings have
been implemented in the LNA to trade off the receiver linearity
with gain. The low gain mode can be achieved by turning on
the transistor , thus bypassing the feedback resistance
employed in the 3rd stage shunt feedback amplifier. This will
lower the overall impedance at the output of 2nd stage and re-
duce the gain. The measured on-wafer LNA -parameters and
the associated NF in both gain modes are shown in Fig. 10.
In-band power gain of 27 dB and 18 dB is achieved in high gain
and low gain mode respectively. The noise of the 3rd/4th stage
and balun gets referred to the input. Since the first two stages of
LNA do not supply too much gain, the referred noise causes the
NF to deteriorate in the low-gain state. The impedance matching
is not very good in the 3.3 – 4 GHz range which can be improved
further by fine tuning the of the input stages. Changing the
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gain by tuning the 3rd stage modifies the tuning load at the
output of the 2nd stage LNA and results in narrower band-pass
characteristic in low gain mode.

Other gain switching techniques such as varying transistor
transconductance (gate voltage bias or transistor sizing) [17],
[18] , current steering [19] and resistive shunt feedback [20],
were also explored. The first technique offers the advantage of
simplicity but requires a finely controlled voltage bias to be
able to achieve desired gain. Moreover, transistor size switching
(with fixed gate bias) requires a compromise between gain and
power consumption. Similar to the resistive shunt feedback ap-
proach, the current steering technique provides the advantage
of fixed power consumption in different gain modes. However,
the shunt feedback approach improves the wideband response of
the amplifier and more importantly the stability in a high-gain
amplifier [20]. We thus found that the proposed current re-use,
multistage LNA with resistive shunt feedback gain tuning of-
fered the best compromise between high gain, wide bandwidth,
low power consumption and ease of gain switching implemen-
tation.

Fig. 9(b) shows a double balanced mixer combining the
Gilbert cell and gate-source injection architectures that is used
in I/Q path. This hybrid structure of employing both voltage
and current mixing helps to improve the conversion gain and
bandwidth [12]. The trans-conductor M11-M12 provides the
current mixing whereas the flipped voltage followers (FVF)
formed by M1-M4 achieves voltage mixing. The voltage gain of
the FVF is the major source of gain variability and is relatively
constant at around 0.83 as long as we ensure that the transistors
M1-M4 are in saturation. This means that the gate bias voltages
of M1 and M3 need to be in the range of roughly 0.6 V – 0.95
V. The size of transistors M7-M10 is chosen as a compromise
between abrupt switching and maintaining output bandwidth
larger than 250 MHz. Noise and linearity improvements are
also achieved by lowering the tail current with appropriate
gate bias to M11-M12. Linearity considerations demand a low
overall conversion gain because of the very high gain of the
preceding LNA stage. In order to ensure that M11, M12 remain
in saturation and that the tail current to the Gilbert cell remains
small, a gate bias voltage in the range of 0.7 V – 0.95 V is
required so as to ensure that the mixer is linear up to an input
level of . By employing replica bias, we easily
achieve a bias voltage accuracy of better than 2% across PVT
and hence ensure that the gain and linearity of the mixer remain
effectively constant.

LC QVCO shown in Fig. 11(b) is used to generate the I and
Q path LO tones. The symmetric coupling between the two os-
cillators through cascode connection as well as complementary
cross-coupled pairs helps improve the phase noise performance
[14]. A 4 bit R-2R DAC, shown in Fig. 11(a), is used to tune
the varactor and thus the LO frequency ( ). Hence, 16 dis-
tinct tones spanning the UWB band (3.3 – 4.2 GHz)
can be generated with of around 600 MHz/ V as shown
in the tuning curves in Fig. 12. It can also be seen that the
maximum frequency variation across the entire tuning range is
within the 50 MHz tolerance over all PVT corners. The DAC
resistors and switch resistances need to be minimized to reduce
the charging time for fast frequency hopping. The DAC output

Fig. 11. (a) R-2R DAC and (b) QVCO circuit.

Fig. 12. Simulated QVCO tuning curve at circuit corners.

goes through a non-inverting op-amp buffer before driving the
varactor. As the demodulation of the transmitted data relies on
the switching between and , the DAC settling behavior
ultimately determines the maximum achievable data rate. The
worst settling scenario occurs when the frequency is switched
between maximum ( ) to minimum
( ) as shown in Fig. 13. The larger capacitance
to achieve lower slows down the settling to 17.5 ns while
the reverse switching ( to ) only takes about 4.5 ns.
Taking the total settling time of 22 ns into consideration, max-
imum data rate of 18.2 Mbps can be achieved for pulse width
of 10 ns. It should be noted that the frequency difference be-
tween and would be smaller in actual implementa-
tion ( ), resulting in faster settling and higher max-
imum achievable data rate. To ensure correct demodulation, the
down-mixing of the incoming pulse by should only occur
after has settled. This is ensured by skewing the RX and
TX system clocks manually during the measurement. If auto-
matic calibration is required, the down-shifted signal energy can
be monitored to skew the RX clock with respect to the TX clock



NAIR et al.: A LOW SIR IMPULSE-UWB TRANSCEIVER UTILIZING CHIRP FSK IN 0.18 CMOS 2397

Fig. 13. Single-ended QVCO output (������ ��	
� ��������	� � ���) switching between �� � ���� ��� and �� � ��� ���.

Fig. 14. 5th order elliptic variable bandwidth LPF circuit and measured transfer characteristics at different � settings using current bias voltage, � �.

dynamically. The implemented QVCO exhibits phase noise pro-
file of at 1 MHz and at 10 MHz
offset and phase mismatch less than 3.5 . In order to judge the
effect of phase noise, we have simulated the system with an ideal
QVCO operating at the band center frequencies and compared
it to the case when the QVCO phase noise is introduced. Our
simulation shows that the RX sensitivity only degrades by 0.6
/1.1 dB with the measured phase noise profile and the LNA is
in high /low gain setting respectively.

Due to the wideband nature of the proposed chirp modu-
lated UWB pulse, AC coupling can be employed to remove
DC offsets due to LO leakage and flicker noise without signif-

icant signal energy loss for demodulation. The combined RX
front-end achieves a voltage gain of 31/ 40 dB, NF of 10/ 7.5
dB and IIP3 of / in the low/ high gain modes re-
spectively while the mixer achieves LO-IF and RF-IF isolation
better than 25 dB. As expected, linearity is significantly poorer
in the high gain state which implies that the antenna and LNA
gain roll-off needs to provide larger than the 20 dB out-of-band
attenuation assumed in the linearity calculations.

B. Analog Baseband

The analog baseband consists of a LPF with variable band-
width, a baseband squarer and a comparator. To achieve in-band
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Fig. 15. Four quadrant baseband squarer.

Fig. 16. Functional representation of the demodulation calibration loop.

interference mitigation as discussed in Section III-C, the LPF
needs to exhibit fast roll off with large stop-band attenuation of
50 dB. Therefore, a 5th order elliptic filter with 0.1 dB pass-
band ripple is chosen. The filter is implemented as a cascade of
one 1st order and two bi-quad - stages as shown in Fig. 14.
Identical trans-conductance cells are used and the variable band-
width is achieved by tuning the trans-conductance through bias
current. The cell consists of a differential pair degenerated
with triode transistors M1/M2 for improved linearity perfor-
mance. All cells within the filter are DC coupled and the output
common mode is set at 0.9 V through a common mode feedback
(CMFB) circuit. From simulation, needs to change from
0.12 to 0.71 mS in order to vary the filter cutoff from 75 to 250
MHz. The tuning is achieved by controlling the tail bias cur-
rent through an external voltage and the resulting tunable
low-pass characteristics is shown in Fig. 14. The LPF suffers
from 4.5 dB loss and two additional differential amplifier stages
(not shown) are used to boost the signal by 28 dB before sending
to the squarer.

A four-quadrant self multiplier-shown in Fig. 15 implements
the squaring operation. Squaring is performed at baseband to
relax the input bandwidth requirement and achieve a larger
squarer gain ( ). The simulated of the squarer is 75
and is linear up to input level of . The I and Q path
signals are combined in current domain through common active
loads (M7/M8). The differential to single-ended converter
further amplifies this combined signal by 9.5 dB before sending

to a dual threshold Schmitt trigger comparator which further
improves noise immunity.

The bottleneck for the system linearity and NF is pre-
dominantly in the front-end and the analog baseband does
not degrade either metric significantly. System simulations
of the total receiver chain performance confirm that the

and for
gain of 31/40 dB. Capable of up to 20 Mbps operation, the RX
consumes between 30 mA (31 dB RF gain/ 75 MHz passband)
to 55 mA (40 dB RF gain/ 245 MHz passband) under a 1.8 V
supply.

C. Demodulation Calibration Loop

As discussed earlier, the choice of ultimately deter-
mines the optimal trade-off between sensitivity and in-band in-
terference rejection. For optimized sensitivity, the LO frequency
must be positioned near the band center frequency and the LPF
cutoff must be increased so as to maximize the captured signal
energy. On the other hand, interference mitigation requires a
smaller LPF cutoff and careful shifting of LO frequency so as to
move the in-band interference out of the LPF passband. The de-
modulation calibration loop continuously monitors the demod-
ulated data and dynamically shifts the LO tones by varying the 4
bit DAC input for and . The functionality of the DCL
is illustrated in Fig. 16 and is realized on field programmable
gate array (FPGA).

First, the demodulated data (RX_out) from comparator output
is sent to two energy detectors ( ) which detect the pres-
ence of a viable signal in time windows (P1, P2) corresponding
to . The energy detector outputs ( , ) are then
stored in two D-flip-flops triggered by the RX_clk. Assuming
correct demodulation scenario, and will only be high
if “1” and “0” are transmitted respectively. Moreover, only one
of them should be high during each bit period according to our
modulation scheme discussed earlier. Therefore, correct data
can be recovered by a logical “AND” of the two D-flip-flop out-
puts as illustrated. Conversely, a demodulation error is detected
if the energy detector outputs are either both high or low together
(through XNOR) and is recorded by the BER block. During cal-
ibration, two 4 bit counters are used to cycle through all the pos-
sible settings. The up-counter shifts the frequency
upward, whereas the down-counter shifts the frequency
downward. The output of these counters is multiplexed to the
DAC control of the QVCO. For each combination, the
BER is collected and stored. After cycling through all the pos-
sible combinations, the combination that provides the
smallest BER is utilized for the subsequent demodulation for
optimal trade off between sensitivity and interference mitiga-
tion. If no suitable LO setting is found in the high gain mode,
then the LNA, which operates in high-gain mode by default is
switched to low gain and we search for the optimal tone
settings again.

The DCL calibration is performed every time the BER per-
formance of the TxRx becomes larger than the target BER of

as a result of entering a new interference environment.
Due to its off-line nature, the DCL calibration time specifica-
tions are dependent solely on the expected frequency of calibra-
tion. Since there are 8 possible LO settings for each band, the
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Fig. 17. Die photo.

average number of cycles needed is (as-
suming a 50% chance of finding the optimal setting in high and
low gain modes). Then assuming a data rate of 4 MHz, the target
DCL target time is .

VI. SYSTEM MEASUREMENTS

The transceiver IC is integrated in Chartered’s 0.18-
CMOS technology and housed in a QFN48 package. The
die shown in Fig. 17 occupies about 2.5 mm 2.7 mm. The
packaged IC is mounted on a Rogers high frequency PCB
test bed while the demodulation calibration block and all the
signal processing of the digital baseband (as shown in Fig. 3)
are implemented in FPGA. The digital settings for the chirp
control and LPF variable bandwidth control are varied man-
ually through on-board switches. The pseudo-random (PR)
transmitted data pattern (TX data) and the transmitter clock
(TX_clk) are generated by the FPGA. The recovered baseband
data from RX is fed back to the FPGA where it is sampled and
digitized for further baseband processing. A high frequency
oscilloscope was used to monitor the time domain operation of
the system and a snapshot of a typical data transmission and
corresponding pre-sampling demodulator output are shown
in Fig. 18. The demodulation of transmitted data from chirp
modulated UWB pulse can be clearly observed.

The measurement setup for the BER and SIR measurement is
illustrated in Fig. 19. For BER measurements, a bit PR data
packet is transmitted to the receiver through a variable attenu-
ator. The TX-RX communication delay is then determined by
viewing the transmitted data pattern and the digitized demodu-
lation output in a logic analyzer. By compensating for this fixed
delay, the two bit streams are then aligned and compared using
a BER computation algorithm implemented in the FPGA. The
attenuation of the transmission link is then increased step-wise
and the resulting BER degradation is measured and shown in
Fig. 20. It can be seen that the receiver sensitivity of is

Fig. 18. Time domain demodulation and receiver output showing frequency to
position translation. (2 Mbps DR, 4 MHz PRF, �� � ������� ���).

achieved at BER for DR of 4 Mbps with transmitted pulse
width of 10 ns. It should be noted that this minimum system sen-
sitivity is observed under high gain mode in the absence of any
interference signal. For optimal demodulation, the tones
are fixed at the sub-band center frequencies of 3.35 GHz and
3.70 GHz and the LPF is operated at 160 MHz pass-bandwidth.

In SIR characterization, a single tone interferer is introduced
across the band of interest while measuring the BER. For this
test, the receiver input power level is maintained at 4 dB above
the minimum achievable sensitivity ( ) while the in-
terferer power level is gradually increased to the limit where the
receiver BER reaches . This maximum tolerable interfer-
ence power level is plotted against the interference frequency in
Fig. 21. The receiver is switched between high gain and low gain
mode during measurement to ensure that the achievable SIR is
not limited by the RF front-end. From the measurement, the re-
ceiver can achieve out-of-band SIR of , which is limited
by the linearity achieved at low gain mode. The attenuation of
the power combiner was not considered in the measurement as it
does not affect the SIR. However, it must be noted that the actual
input interference and signal powers at the receiver are in fact

lower than reported in Fig. 21. Also, the interference
levels below 3.1 GHz can be higher than the front-end P-1 dB
because of the narrowing of the passband in low-gain mode as
shown in Fig. 10. With the proposed DCL and by adjusting LPF
cutoff correspondingly, in-band SIR of better than is
achieved even when the interference frequency coincides with
the center of the transmitted signal sub-band B1 and B2 (3.4
GHz and 3.7 GHz). The systems ability to optimally trade off
the system sensitivity (from to ) for better
in-band/out-of-band interference immunity ( at
3.4 GHz/ at 4.1 GHz) is clearly demonstrated in Fig. 21.

For the DCL, bit data packet is sent repeatedly under
different settings as described in Section V.A and the
best setting is chosen. The worst-case calibration time would be
when all settings have to be cycled twice –
once for each gain setting. Hence the measured calibration time
is . At very low data rates ( ),
the calibration time can become quite large and hence the BER
accuracy has to be sacrificed by using a smaller test data packet
size in order to maintain acceptable calibration time.
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Fig. 19. BER/ SIR measurement setup.

Fig. 20. Measured receiver BER versus input power @ 4 MHz data rate.

The transceiver requires 0.77 nJ/bit for transmitting and
2.7–4.95 nJ/bit for receiving. The transceiver performance has
also been tabulated and compared with the state-of-the-art
IR-UWB transceivers in Table I. As shown, our work has
extremely competitive interference mitigation capabilities and
provides the added benefit of low system complexity and scala-
bility. At first glance, the bit energy efficiency of our transceiver
might appear low. However, for the transmitter it would be
unfair to compare only the without accounting for the
significantly larger achievable range afforded by the C-UWB
approach, especially for LDR applications. For instance, [7]
achieves much lower transmit (108 pJ/b) than our work in

Fig. 21. Measured maximum tolerable in-band interference power,
� to maintain �� BER @ 4 MHz data rate when received power,
� � ��� ���.

0.18 technology. However, it must be noted this power effi-
ciency is obtained by using extremely narrow, low-swing pulses
and relying on very high data rates (1 Gb/s) to achieve spectrum
utilization. Consequently, the transmission range of this scheme
is severely limited by the lack of adequate energy in each indi-
vidual pulse. Moreover, at low data rates, the bandwidth (500
MHz) and inherent swing limitations (approx. 2 Vp-p) would
mean that the Gaussian pulse, unlike the C-UWB pulse can
neither be made longer nor of larger amplitude. This lack of
flexibility of IR-UWB drastically reduces spectral efficiency
and hence would render this transceiver highly unsuitable for
LDR communication when compared to the C-UWB approach.
If long transmission range is not required, the power hungry
blocks of our transmitter can be duty-cycled further and
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TABLE I
SUMMARYOF MEASURED RECEIVER PERFORMANCE AND BENCHMARKING AGAINST STATE OF THE ART IN PUBLICATION.

can be reduced drastically by reducing . By using in the
same range as that typically used in IR-UWB ( ) the
proposed transceiver can easily achieve comparable .

For the receiver, [7] reported the bit energy efficiency con-
sidering only 1 ns pulse width without considering the time
needed to turn on the receiver and synthesizer, and thus could
be misleading. In [15], 32 pulses are used to encode 1 bit to
obtain coding or processing gain for enhanced sensitivity. This
relaxes the RF front-end design and might result in lower re-
ceiver power consumption. However, the actual data bit energy
efficiency could be much worse (32 ) than the reported figure.
In [8], the lower energy efficiency is due to the lower supply
voltage employed, which is feasible in 90 nm technology. The
total current consumption is actually about 55 mA and is com-
parable to our design. In addition, the proposed pulse system
can be modified slightly to mimic similar pulse position mod-
ulation technique employed in [8]. This could then reduce the
required turn on time of the receiver and result in better energy
efficiency. We also observe that the receiver is quite compa-
rable to even the mostly digital application of [21] even though
the digital current has been omitted from the calculations.

VII. CONCLUSION

A scalable, low complexity IR-UWB transceiver utilizing
chirp modulated UWB pulses has been demonstrated. The
proposed pulses have been shown to be a much more flexible
and power-efficient alternative to Gaussian monocycle pulse
generation in order to fully utilize the FCC spectral mask.
A time interleaved toggled LO demodulation scheme has
been implemented in the receiver. Through a demodulation
calibration loop which optimizes the LO frequency placement
and LPF with variable bandwidth, optimal trade off between

energy detection (sensitivity) and interference mitigation can
be achieved. In-band and out-of-band SIR of and

has been achieved.
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