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Comments on "The Buffer Behavior in Computer Communication 
Systems" 

J. G. S H A N T H I K U M A R 

Heines 1 recently analyzed the buffer behavior in computer com
munication system under: 1) Poisson arrivals, 2) periodic opportu
nities for service, 3) random blocking of service, and 4) averaging 
queue length and delay time observed at customer departure times. 
Heines' analysis revealed a different result to that of Hsu's [1]. This 
is because the probability distribution of the buffer content derived 
by Hsu corresponds to the epochs of "end of service intervals," while 
that in Heines' corresponds to the buffer content just after a customer 
departure. Using a (recently introduced) discrete state level crossing 
analysis [2], Heines' result can be derived from that of Hsu's. The 
intent of this letter, however, is to point out an alternate viewpoint 
of this model and to relate Heines' result to some previously published 
results. It was observed by Heines that if a data packet arrives when 
the system is idle, service to this data packet may be attempted only 
at the end of that service interval. This phenomenon may be inter
preted as follows: every time the buffer becomes empty the output 
channel is closed for a length of a slot time. If no data packet arrives 
during this slot time, the channel is once again closed down for the 
following slot time. This is continued until at least one data packet 
arrives. Then the channel will be opened for service at the end of the 
slot time following the data packet arrival. This model is indeed an 
M / G / l queue with geometric service times and "multiple server 
vacations." The results for this M / G / l are easily obtained from that 
of Welch's [3] and are available in [4] and [5]. Using a straightfor
ward translation of the results in [4] and [5] we get the Laplace 
Stieltjes transform W(s) of the waiting time distribution for this 
model as (see [6]) 

W { s ) = σ -λ ) exp ( - 5 ) ( l - e x p ( - 5 ) ) 

(λ — s + sf) exp (— s) - (λ — s)' 
R e ( 5 ) > 0 

where / = Pr (channel available during a slot time} and λ is the data 
packet arrival rate. Now one may use this viewpoint of this model and 
the level crossing analysis discussed in [5] to extent this model to 
accomodate bulk arrival with multitype of customers. 
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Structure Specification with a Procedural Hardware Description 
Language 

F. J. HILL, R. E. S W A N S O N , M. M A S U D , AND 
Z. NAVABI 

Abstract—This correspondence describes the extension and formalization 
of the hardware description language AHPL to form AHPL III. This language 
provides for nesting AHPL descriptions within descriptions. It incorporates 
a general index extension mechanism which permits the efficient representation 
of sets of duplicate descriptions of any complexity. 

Three types of structures, procedural structures, functional registers, and 
combinational logic units are permitted. Procedural structures may be primitive 
or nonprimitive. All but primitive procedural structures share a common syntax. 
Nesting, declaration, and invocation rules for these distinct structures are 
specified in a semantics table. 

Index Terms—Design automation, digital simulation, hardware, hardware 
compiler, hardware description, hardware language, language, register transfer 
language, wire list. 

I. INTRODUCTION 

Of the hardware description languages currently in use, most may 
be classified as register transfer languages [5]-[8] . A register transfer 
language is characterized by the fact that timing is restricted to dis
crete clock periods. Most published register transfer level languages 
have limited capability for representing both network structure and 
the sequencing of activities within the same description. Recent in
terest in distributed processing has made it clear that a satisfactory 
notation does not exist for repetitive connection of large numbers of 
identical subsystems. A similar problem of structural description 
arises when individual register transfers invoke networks of MSI 
parts. Hardware associated with both the left and right sides of a 
transfer may be found inside the same part. A notation is needed for 
expressing the invocation of transfers which take place completely 
within an MSI part. 

If VLSI realization of special purpose low-production digital sys
tems is to be feasible, it will be through the use of design languages. 
The pass transistor and the multiphase clock of MOS VLSI present 
a dimension not found in design with MSI parts. Clock mode design 
and simulation are still applicable for VLSI, but the language used 
cannot be expected to enforce a single approach to satisfaction of the 
clocking assumption. The designer must be allowed the freedom to 
develop a set of design rules appropriate to his specific MOS tech
nology and which support clock mode simulation. 

This paper will present an extension of the language AHPL to form 
AHPL III [1]. This new language will support clock mode design and 
simulation of MOS VLSI systems as well as design with standard 
parts. It will also solve the two problems set forth in paragraph one. 
AHPL III will be a superset of the widely circulated AHPL II, which 
is supported by a function level simulator program and a hardware 
compiler whose output is a network connection list [2], [3]. 

The new features of AHPL III may be listed as follows: 1) the 
number of description mechanisms is increased from two to four with 
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