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Abstract

Differential resultant formulas are defined, for a system P of n ordinary Laurent differential
polynomials in n−1 differential variables. These are determinants of coefficient matrices of an
extended system of polynomials obtained from P through derivations and multiplications by
Laurent monomials. To start, through derivations, a system ps(P) of L polynomials in L− 1
algebraic variables is obtained, which is non sparse in the order of derivation. This enables
the use of existing formulas for the computation of algebraic resultants, of the multivariate
sparse algebraic polynomials in ps(P), to obtain polynomials in the differential elimination
ideal generated by P. The formulas obtained are multiples of the sparse differential resultant
defined by Li, Yuan and Gao, and provide order and degree bounds in terms of mixed volumes
in the generic case.
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1 Introduction

The algebraic treatment via symbolic computation of differential equations has gained importance
in the last years [34], [23], [27]. In addition, algebraic and differential elimination techniques have
proven to be relevant tools in constructive, algorithmic algebra and symbolic computation [24],
[9], [10], [26], [20]. This work establishes a bridge between the differential elimination problem
for systems of ordinary differential polynomials and the use of sparse algebraic resultants. Let us
consider a system of two ordinary differential polynomials in the differential indeterminates x and
y,

f1(x) = y′ + yx+ x′ + xx′ + yx2 + y′(x′)2,
f2(x) = y + y′x+ yx′ + y2xx′ + x2 + (x′)2.

(1)

To eliminate the differential indeterminate x (and all its derivatives), they can be seen as two
differential polynomials in the differential indeterminate x, whose coefficients are polynomials in
the differential indeterminate y.

Differential elimination for differential polynomials can be achieved by characteristic set meth-
ods via symbolic computation algorithms [19], [4] (implemented in the Maple package diffalg, [3]
and in the BLAD libraries [2] respectively), see also [15], [26]. These methods do not have an
elementary complexity bound [16] and, the development of algorithms based on order and de-
gree bounds, of the output elimination polynomials, would contribute to improve the complexity.
Searching for order and degree bounds of the elimination polynomials is a problem closely related
to the study of differential resultants.

For a system of sparse algebraic multivariate polynomials Canny and Emiris defined in [5] a
Sylvester type matrix, whose determinant is a multiple of the sparse algebraic resultant, in the
generic case (defined in [17]). Furthermore, the sparse multivariate algebraic resultant can be
represented as the quotient of two determinants, as proved in [13]. These so called Macaulay
style formulas provide degree bounds and furthermore methods to predict the support of the



sparse algebraic resultant. While the studies and achievements on algebraic resultants are quite
numerous, the differential case is at an initial state of development. A rigorous definition of
the differential resultant ∂Res(P), of a set P of n sparse generic ordinary Laurent differential
polynomials in n − 1 differential variables, has been recently presented in [21] (and in [15], for
the non sparse nonhomogeneous polynomial case), together with a single exponential algorithm in
terms of bounds for degree and order of derivation. A matrix representation of the sparse differential
resultant does not exist even for the simplest cases and, as noted in [21], having Macaulay style
formulas in the differential case would improve the existing bounds for degree and order. The
study of such formulas is the basis for efficient computation algorithms and, it promises to have a
great contribution to the development and applicability of differential elimination techniques.

The first attempt to give Macaulay style formulas for a system P of n ordinary differential
polynomials, in n−1 differential variables, was made by G. Carrà-Ferro in [7]. Previous definitions
of differential resultants were given for two ordinary differential operators, [1], [8] ( refer to [7], [21]
for an extended history of these developments). The differential resultant CFRes(P) of P defined
by Carrà-Ferro is the algebraic resultant of Macaulay [22], of a set of derivatives of the differential
polynomials in P. For two non sparse differential polynomials of order 1 and degree 2, say (1),
CFRes(P) is the Macaulay algebraic resultant of the polynomial set ps = {f1, f ′

1, f2, f
′
2}. This is

the greatest common divisor of the determinant of all the minors of maximal order of a matrix
M, whose columns are indexed by all the monomials in x, x′ and x′′ of degree less than or equal
to 5. The rows of M are the coefficients of polynomials obtained by multiplying the polynomials
in ps by certain monomials in x, x′ and x′′, see [6] and [28] for details. Observe that, even if f1
and f2 are nonsparse in x and x′, the extended system ps is sparse. The polynomials in ps do
not contain the monomial (x′′)2, thus the columns indexed by (x′′)i, i = 2, . . . , 5 are all zero and
CFRes(f1, f2) = 0.

Carrà-Ferro’s construction is not taking into consideration the sparsity of differential polyno-
mials and therefore it is zero in many cases, giving thus no further information. Contemporary of
Carrà-Ferro’s construction is the definition of the sparse algebraic resultant in [17] and [32]. Later
on, methods to compute sparse algebraic resultants were developed in [5], [13] via Sylvester style
matrices. Therefore, an alternative natural approach to treat example (1) (using Carrà-Ferro’s
philosophy) would be to consider the sparse algebraic resultant formula of ps given in [13]. A
determinantal formula for 2 generic differential polynomials of arbitrary degree and order 1 has
been recently presented in [33].

The system (1) can only be sparse in the degree but if we considered the elimination of two
or more differential variables, the system can be also sparse in the order of derivation of such
variables. This fact motivated the works in [29], [30] and [31] where the linear case is considered,
to focus on the study of the sparsity with respect to the order of derivation, as defined in Section
3. An easy example is given by the next system of 3 polynomials

P = {f1 = z + x+ y + y′, f2 = z + tx′ + y′′, f3 = z + x+ y′}

in 3 differential variables x, y and z w.r.t. the derivation ∂/∂t. The differential resultant of
Carra’Ferro is the determinant of the next coefficient matrix, whose columns are indexed by yv,
xv, . . . ,y′, x′, y,x,1, 

1 0 1 1 0 0 0 0 0 0 z′′′

0 0 1 0 1 1 0 0 0 0 z′′

0 0 0 0 1 0 1 1 0 0 z′

0 0 0 0 0 0 1 0 1 1 z
1 0 0 t 0 2 0 0 0 0 z′′

0 0 1 0 0 t 0 1 0 0 z′

0 0 0 0 1 0 0 t 0 0 z
1 0 0 1 0 0 0 0 0 0 z′′′

0 0 1 0 0 1 0 0 0 0 z′′

0 0 0 0 1 0 0 1 0 0 z′

0 0 0 0 0 0 1 0 0 1 z


.

Thus CFRes(P) = 0 and the reason is the sparsity in the order of derivation of the variable x (the
column indexed by xv is zero).

In Section 2, differential resultant formulas are defined for a system P of n ordinary Laurent
differential polynomials in n−1 differential variables. These are determinants of coefficient matrices



of an extended system of polynomials obtained from P through derivations and multiplications by
Laurent monomials (Carrà-Ferro’s construction is a particular case). To built such formulas, in
Section 3 the results in [31] are extended to the nonlinear case, namely, an extended system ps(P)
of L polynomials in L − 1 algebraic variables is obtained through the appropriate number of
derivations of the elements of P, which is non sparse in the order of derivation. As explained in
Section 3, this is only possible for systems P that verify the ”super essential” condition, but it is
there proved that every system contains such a subsystem. For n ≥ 3, this is a necessary step to
be able to use the existing formulas for sparse algebraic polynomials in [5] applied to the system
ps(P). An algebraic generic sparse system ags(P) of L polynomials in L − 1 algebraic variables
associated to P is defined, as explained in Section 4, from which a Sylvester style matrix S(P) can
be constructed using the results in [5]. The specialization of S(P), to the differential coefficients
of ps(P), gives a determinantal formula ∂FRes(P), as explained in Section 5. In [5], det(S(P)) is
guaranteed to be nonzero (under some conditions) so, if ∂FRes(P) = 0 then we know that it is not
because of sparsity reasons, but due to the specialization final step. In Section 6 the generic case is
treated. It is shown how these formulas provide order and degree bounds for the sparse differential
resultant ∂Res(P) of P defined by Li, Yuan and Gao in [21]. To achieve this goal, conditions for
∂Res(P) to be a factor of the given differential resultant formulas are explored, providing degree
bounds of ∂Res(P) in terms of mixed volumes, under the appropriate conditions.

2 Differential resultant formulas

Let D be an ordinary differential domain with derivation ∂. Let U = {u1, . . . , un−1} be a set of
differential indeterminates over D. By N we mean the natural numbers including 0. For k ∈ N,
we denote by uj,k the kth derivative of uj and for uj,0 we simply write uj . We denote by {U}
the set of derivatives of the elements of U , {U} = {∂ku | u ∈ U, k ∈ N}, and by D{U} the ring
of differential polynomials in the differential indeterminates U , which is a differential ring with
derivation ∂. For definitions in differential algebra we refer to [26] and [20].

As introduced in [21], the ring of Laurent differential polynomials generated by U is defined to
be

D{U±} := D[uj,k, u
−1
j,k | j = 1, . . . , n− 1, k ∈ N]},

which is a differential ring under the derivation ∂, (emphasize that D{U±} is just notation). Given
a subset U ⊂ {U}, we denote by D[U ] the ring of polynomials in the indeterminates U and by
D[U±] the ring of Laurent polynomials in the variables U , that is

D[U±] := D[u, u−1 | u ∈ U ].

Given f ∈ D{U±}, f =
∑m

ι=1 θιωι, where θι ∈ D and ωι is a Laurent differential monomial in
D{U±}. Let us denote the differential support in uj of f by

Sj(f) = {k ∈ N | ∂ωι/∂uj,k ̸= 0 for some ι ∈ {1, . . . ,m}},

to define ord(f, uj) := maxSj(f) and lord(f, uj) := minSj(f) ifSj(f) ̸= ∅, otherwise ord(f, uj) =
lord(f, uj) = −∞. Thus, the order of f is the maximum of {ord(f, u) | u ∈ U}.

Let P := {f1, . . . , fn} be a system of differential polynomials in D{U±}. We assume that:

(P1) The order of fi is oi ≥ 0, i = 1, . . . , n. So that no fi belongs to D.

(P2) P contains n distinct polynomials.

(P3) For every j ∈ {1, . . . , n− 1} there exists i ∈ {1, . . . , n} such that Sj(fi) ̸= ∅.

Let [P] denote the differential ideal generated by P in D{U±}. Our goal is to obtain elements of
the differential elimination ideal [P] ∩ D, using differential resultant formulas.

Let us denote by ∂P := {∂kfi | i = 1, . . . , n, k ∈ N} and f
[Li]
i := {∂kfi | k ∈ [0, Li] ∩ N},

for Li ∈ N. For this purpose, we consider a polynomial subset ps of ∂P, a set of differential
indeterminates U ⊂ {U} and sets of Laurent differential monomials Ωf , f ∈ ps, Ω, in D[U±],
verifying:

(ps1) ps = ∪n
i=1f

[Li]
i , Li ∈ N,



(ps2) ps ⊂ D[U±] and |U| = |ps| − 1,

(ps3)
∑

f∈ps |Ωf | = |Ω| and ∪f∈psΩff ∈ ⊕ω∈ΩDω, (|Ω| denotes de number of elements of Ω).

Under assumptions (ps1), (ps2) and (ps3), we consider a total set of polynomials PS :=
∪f∈psΩff whose elements are

p =
∑
ω∈Ω

θp,ωω, with θp,ω ∈ D.

The coefficient matrix of the elements in PS as polynomials in the monomials Ω,M(PS,Ω) = (θp,ω),
p ∈ PS, ω ∈ Ω, is an |Ω| × |Ω| matrix. We call

det(M(PS,Ω)) (2)

a differential resultant formula for P.

Example 2.1. A differential resultant formula was defined by Carrà-Ferro in [7] for a system P of
nonhomogeneous differential polynomials in D{U}. In [7], Li = N−oi, i = 1, . . . , n, N :=

∑n
i=1 oi

and U = {uj,k | k ∈ [0, N ]∩N, j = 1, . . . , n−1}. The sets of monomials Ωf , f ∈ ps and Ω are taken
so that M(PS,Ω) is the specialization of the numerator matrix of the Macaulay algebraic resultant
[22] of generic algebraic polynomials Pf , f ∈ ps of degree deg(Pf ) = deg(f) in the variables U .
See [7] and [28] for a detailed construction and examples.

If (ps2) holds, the set

ν(ps) : = {uj,k ∈ U | k ∈ Sj(f) for some f ∈ ps, j ∈ {1, . . . , n− 1}} ⊆ U ,

verifies |ν(ps)| ≤ |ps| − 1. Observe that, if |ν(ps)| > |ps| − 1 we cannot guarantee the elimination
of the variables in ν(ps).

3 A system ps(P) of L polynomials in L−1 algebraic variables

In this section, we construct ps(P) ⊂ ∂P and V(P) ⊂ {U} verifying (ps1), (ps2) and give conditions
on P so that V(P) = ν(ps(P)). In particular, it is precisely stated what it means for the system
P to be sparse in the order and under what conditions can this phenomenon be avoided.

Let us denote oi,j := ord(fi, uj), which equals −∞ ifSj(fi) = ∅ and belongs to N otherwise. Let
us define the order matrix of P by O(P) = (oi,j). Given Pi := P\{fi}, i = 1, . . . , n, the diagonals
of the matrix O(Pi) are indexed by the set Γi of all possible bijections between {1, . . . , n}\{i} and
{1, . . . , n− 1}. The Jacobi number Ji(P) of the matrix O(Pi) (see [21], Section 5.2) equals

Ji(P) := Jac(O(Pi)) := max

 ∑
j∈{1,...,n}\{i}

oj,µ(j) | µ ∈ Γi

 .

Throughout the paper, if there is no need to specify, we will simply write Ji. Observe that Ji is
either −∞ or it belongs to N. There exists µi ∈ Γi such that Ji =

∑
j∈{1,...,n}\{i} oj,µi(j) but µi

may not be unique.

The situation where Ji ≥ 0, i = 1, . . . , n is of special interest. Let xi,j , i = 1, . . . , n, j =
1, . . . , n− 1 be algebraic indeterminates over Q, the field of rational numbers. Let X(P) = (Xi,j)
be the n× (n− 1) matrix, such that

Xi,j :=

{
xi,j , Sj(fi) ̸= ∅,
0, Sj(fi) = ∅. (3)

Let X(Pi), i = 1, . . . , n, be the submatrix of X(P) obtained by removing its ith row. It follows
easily that

Lemma 3.1. Ji ≥ 0 ⇔ det(X(Pi)) ̸= 0, i = 1, . . . , n.



Proof. If det(X(Pi)) ̸= 0 then the matrix X(Pi) has a nonzero diagonal. Thus, there exists µ ∈ Γi

such that
Ji ≥

∑
j∈{1,...,n}\{i}

oj,µ(j) ≥ 0.

Conversely if Ji ≥ 0, there exists µ ∈ Γi such that Ji =
∑

j∈{1,...,n}\{i} oj,µ(j) ≥ 0. Thus∏
j∈{1,...,n}\{i} xj,µ(j) ≥ 0 and det(X(Pi)) ̸= 0.

The notion of super essential system of differential polynomials was introduced in [31], for
systems of linear differential polynomials and it is extended here to the nonlinear case.

Definition 3.2. The system P is called super essential if det(X(Pi)) ̸= 0, i = 1, . . . , n. Equiva-
lently, by Lemma 3.1, P is super essential if Ji ≥ 0, i = 1, . . . , n.

For j = 1, . . . , n− 1 let us define integers in N

γj(P) := min{lord(fi, uj) | Sj(fi) ̸= ∅, i = 1, . . . , n},

γ(P) :=

n−1∑
j=1

γj(P).

We write just γj and γ when there is no room for confusion. If Ji ≥ 0, i = 1, . . . , n then Ji− γ ≥ 0
and the sets of lattice points [0, Ji − γ] ∩ N are non empty. For i = 1, . . . , n, we define the set of
differential polynomials

ps(P) := ∪n
i=1f

[Ji−γ]
i , (4)

containing L :=
∑n

i=1(Ji − γ +1) differential polynomials, whose variables belong to the set V(P)
of differential indeterminates

V(P) := {uj,k | k ∈ [γj ,Mj ] ∩ N, j = 1, . . . , n− 1},

with Mj := mj − γ and mj := max{oi,j + Ji − γ | i = 1, . . . , n}. By [21], Lemma 5.6, if Ji ≥ 0,

i = 1, . . . , n then
∑n

i=1 Ji =
∑n−1

j=1 mj . Thus the number of elements of V(P) equals

n−1∑
j=1

(Mj − γj + 1) =
n−1∑
j=1

(mj − γj − γ + 1) =
n∑

i=1

Ji − nγ + n− 1 = L− 1.

Observe that ν(ps(P)) ⊆ V(P) and given j ∈ {1, . . . , n− 1} we have

∪f∈ps(P)Sj(f) ⊆ [γj ,Mj ] ∩ N, (5)

but we cannot guarantee that the equality holds.

Definition 3.3. If there exists j such that (5) is not an equality, we will say that the system P is
sparse in the order.

It can be proved as in [31], Section 4, that every system P contains a super essential subsystem
P∗ and if rank(X(P)) = n − 1 then P∗ is unique. Namely, the system P∗ can be obtained as
follows:

1. Consider the system P = {pi = ci +
∑n−1

j=1 Xi,juj | l = 1, . . . ,m, } of algebraic polynomials
in K[c1, . . . , cm][U ], K := Q(Xi,j | Xi,j ̸= 0).

2. Compute a reduced Gröbner basis B = {e0, e1, . . . , em−1} of the algebraic ideal (P) generated
by P in K[c1, . . . , cm][U ], with respect to lex monomial order with u1 > · · · > up > c1 > · · · >
cm. We assume that e0 < e1 < · · · < em−1. By [9], p. 95, Exercise 10, this can be computed
through an echelon form of the coefficient matrix of the system P.

3. Observe that at least e0 ∈ B0 := B ∩ K[c1, . . . , cm], e0 =
∑m

l=1 χlcl, χl ∈ K. Let ∆(e0) :=
{l ∈ {1, . . . ,m} | χl ̸= 0}.

4. P∗ := {fl | l ∈ ∆(e0)}.



Example 3.4. Let us consider the systems P = {f1, f2, f3, f4} and P ′ = {f1, f2, f3, f5} with

f1 = 2 + u1u1,1 + u1,2, f2 = u1u1,2, f3 = u2u3,1, f4 = u1,1u2, f5 = u1,2,

X(P) =


x1,1 0 0
x2,1 0 0
0 x3,2 x3,3

x4,1 x4,2 0

 and X(P ′) =


x1,1 0 0
x2,1 0 0
0 x3,2 x3,3

x4,1 0 0

 .

P is not super essential but since rank(X(P )) = 3, it has a unique super essential subsystem, which
is {f1, f2}. P ′ is not super essential and rank(X(P ′)) < 3, super essential subsystems are {f1, f2},
{f1, f5} and {f2, f5}.

We prove next that if P is super essential then P is not sparse in the order (Theorem 3.7). For
this purpose we need two preparatory lemmas.

Given j ∈ {1, . . . , n − 1}, the set I(j) := {i ∈ {1, . . . , n} | Sj(fi) ̸= ∅} is not empty, because
of assumption (P3). If P is super essential, the next lemma shows, in particular, that |I(j)| ≥ 2.
Given I, I ′ ∈ {1, . . . , n}, let PI,I′ := P\{fI , fI′}. Let us denote by X(PI,I′)j and O(PI,I′)j the
submatrices ofX(PI,I′) and O(PI,I′) respectively, obtained by removing their jth column. Observe
that det(X(PI,I′)j) = 0 if and only if Jac(O(PI,I′)j) = −∞.

Lemma 3.5. Let P be super essential and j ∈ {1, . . . , n− 1}.

1. Given I ∈ I(j), there exists I ′ ∈ I(j)\{I} such that oI,j − γj ≤ JI′ − γ.

2. Given distinct I, I ∈ I(j) such that Jac(O(PI,I)
j) = −∞, there exists I ′ ∈ I(j)\{I} such

that oI,j − γj ≤ JI′ − γ and, if I ̸= I ′ then oI′,j − γj ≤ JI − γ.

Proof. We denoteX(PI,I′)j andO(PI,I′)j simply by XI,I′ andOI,I′ in this proof. LetX(P )j be the
submatrix of X(P) obtained by removing its jth column. By rI we denote the row corresponding
to fI in X(P)j and by XI,I,I′ the matrix X(PI,I,I′)j with PI,I,I′ := P\{fI , fI , fI′}.

1. By definition of super essential system, X(PI) contains a nonzero diagonal. That is, there
exists I ′ ∈ I(j)\{I} and an (n− 2)× (n− 2) non singular submatrix XI,I′ of X(PI). That
is Jac(OI,I′) ̸= −∞ and

oI,j − γj ≤ Jac(OI,I′) + oI,j − γ ≤ JI′ − γ.

2. By 1, there exists I ′ ∈ I(j)\{I} such that Jac(OI,I′) ̸= −∞ and oI,j−γj ≤ JI′ −γ. If I ̸= I ′,
let us assume that Jac(OI,I′) = −∞ to get a contradiction. Thus we have det(XI,I) = 0 and
det(XI,I′) = 0.

The (n − 2) × (n − 2) matrices XI,I , XI,I′ and XI,I′ have n − 3 rows in common, namely
XI,I,I′ . Since det(XI,I′) ̸= 0, the rows of XI,I,I′ are linearly independent. This proves that

rank(XI,I) = rank(XI,I′) = rank(XI,I,I′) = n− 3.

Thus row I ′ of XI,I and row I of XI,I′ are a linear combination of the rows of XI,I′,I .

Therefore both rows I ′ and I ofX(PI) can be reduced to the form (0, . . . , 0, ⋆j , 0, . . . , 0). Thus
det(X(PI)) = 0 contradicting that P is super essential. This proves that Jac(OI,I′) ̸= −∞
and

oI′,j − γj ≤ Jac(OI,I′) + oI′,j − γ ≤ JI − γ.

Lemma 3.6. Let f ∈ D{U±}. If k ∈ Sj(f) but k + 1 /∈ Sj(f) then k + 1 ∈ Sj(∂f).

Proof. Observe that f = A−lu
−l
j,k + · · ·+A−1u

−1
j,k +A0 +A1uj,k + · · ·+Amum

j,k with At ∈ D{U±},
t = −l, . . . ,−1, 0, 1, . . . ,m, such that k, k + 1 /∈ Sj(At), A−l ̸= 0 or Am ̸= 0 and l ≥ 1 or m ≥ 1.
The claim follows since

∂f = ∂A−lu
−l
j,k + · · ·+ ∂A0 + · · ·+ ∂Amum

j,k +

 m∑
h ̸=0,h=−l

hAhu
h−1
j,k

uj,k+1.



Theorem 3.7. If P is super essential then

∪f∈ps(P)Sj(f) = [γj ,Mj ] ∩ N, j = 1, . . . , n− 1.

That is, ps(P) is a system of L polynomials in L− 1 algebraic indeterminates.

Proof. Given j ∈ {1, . . . , n − 1}, there exists I ∈ {1, . . . , n} such that mj = oI,j + JI . Recall
Mj = mj − γ. We can write

[γj ,Mj ] = [γj , oI,j − 1] ∪ [oI,j ,Mj ].

1. For every k ∈ [oI,j ,Mj ]∩N, k−oI,j ≤ Mj −oI,j = JI −γ. By Lemma 3.6, k ∈ Sj(∂
k−oI,jfI).

2. If oI,j = γj then the first interval is empty. If oI,j ̸= γj , there exists I ∈ I(j) such that

ldeg(fI , uj) = γj and a bijection µI : {1, . . . , n}\{I} −→ {1, . . . , n − 1}, with I := µ−1
I (j)

such that
oI,j − γj ≤ JI − γ =

∑
l∈{1,...,n}\{I}

ol,µI(l) − γ.

If there exists k ∈ ([γj , oI,j ] ∩ N)\Sj(fI) then let us consider

k′ := max([γj , k − 1] ∩ N) ∩Sj(fI).

Since k − k′ ≤ oI,j − k′ ≤ oI,j − γj ≤ JI − γ, by Lemma 3.6, k ∈ Sj(∂
k−k′

fI). Thus, for
ps(fI) as in (4), it holds

[γj , oI,j ] ∩ N ⊆ ∪f∈ps(fI)Sj(f). (6)

2.1. If oI,j ≥ oI,j − 1 then, by (6) [γj , oI,j − 1] ∩ N ⊆ ∪f∈ps(fI)Sj(f).

2.2. If oI,j < oI,j − 1 then [γj , oI,j − 1] = [γj , oI,j ] ∪ [oI,j + 1, oI,j − 1]. Consequently, if
oI,j ≤ oI,j+JI −γ then [oI,j+1, oI,j−1] ⊂ [oI,j+1, oI,j+JI −γ]. If oI,j+JI −γ < oI,j
then Jac(O(PI,I)

j) = −∞ since otherwise

oI,j ≤ γj + oI,j + Jac(O(PI,I)
j)− γ ≤ oI,j + JI − γ.

By Lemma 3.5 (2), there exists I ′ ∈ I(j)\{I} such that oI,j −γj ≤ JI′ −γ and, if I ̸= I ′

then oI′,j − γj ≤ JI − γ. Note this implies

oI,j ≤ oI′,j + JI′ − γ and oI′,j ≤ oI,j + JI − γ.

If oI′,j ≤ oI,j then [oI,j + 1, oI,j − 1] ⊂ [oI′,j , oI′,j + JI′ − γ], otherwise oI,j < oI′,j and

[oI,j + 1, oI,j − 1] = [oI,j + 1, oI′,j − 1] ∪ [oI′,j , oI,j − 1]

⊂ [oI,j + 1, oI,j + JI − γ] ∪ [oI′,j , oI′,j + JI′ − γ].

Thus given k ∈ [oI,j +1, oI,j −1]∩N, if k ∈ [oI,j +1, oI,j +JI −γ] then k−oI,j ≤ JI −γ

and, by Lemma 3.6, k ∈ Sj(∂
k−oI,jfI). Analogously, if k ∈ [oI′,j , oI′,j + JI′ − γ] then

k ∈ Sj(∂
k−oI′,jfI′).

Example 3.8. Let P be a system with γ = 0,

O(P) =

 2 0
−∞ 1
2 0

 , thus X(P) =

 x1,1 x1,2

0 x2,3

x3,1 x3,2

 .

Then J1 = 3, J2 = 2 and J3 = 3 and P is super essential. By Theorem 3.7, ps(P) is a system
with 11 polynomials in 10 algebraic variables V = {u1, u1,1 . . . , u1,5, u2, u2,1, . . . , u2,3}.

If we consider, for instance, the system ps, with L1 = 2 < J1, L2 = J2 and L3 = J3. We have
10 polynomials in 10 algebraic variables V(P), in this case we cannot guarantee the elimination of
the algebraic variables V(P).



4 Sparse algebraic resultant associated to P
The result in Theorem 3.7, allows the construction of a Sylvester matrix associated to the system
ps(P), choosing orderings on the sets V(P) and ps(P), as it is next explained.

Through a bijection β : V(P) → {1, . . . , L− 1} we establish an ordering of the set of variables
V(P). Let Y = {y1, . . . , yL−1} be a set of L − 1 algebraic indeterminates over Q. A natural
bijection υ : Y → V(P) is defined by υ(yl) = β−1(l). Given the Laurent polynomial ring D[Y±], υ
extends to a ring isomorphism

υ : D[Y±] → D[V(P)±].

Monomials in D[Y±] are yα = yα1
1 · · · yαL−1

L−1 , with α = (α1, . . . , αL−1) ∈ ZL−1 and υ(yα) =
υ(y1)

α1 · · · υ(yL−1)
αL−1 . Now given f =

∑
α∈ZL−1 aαυ(y

α) in D[V(P)±], we define the algebraic
support A(f) of f as

A(f) :=
{
α ∈ ZL−1 | aα ̸= 0

}
.

A bijection λ : ps(P) → {1, . . . , L} defines an ordering in the set ps(P). Let us call its inverse
ρ. We define the algebraic generic system associated to P as

ags(P) :=

 ∑
α∈A(f)

cλ(f)α yα | f ∈ ps(P)

 ,

where c
λ(f)
α are algebraic indeterminates over Q. Thus we have

ags(P) =

Pl :=
∑

α∈A(ρ(l))

clαy
α | l = 1, . . . , L

 .

Given l ∈ {1, . . . , L}, let us consider sets of algebraic indeterminates over Q

Cl := {clα | α ∈ A(ρ(l))} and C := ∪L
l=1Cl.

The system of algebraic generic polynomials ags(P) is included in E[Y±], for E := Q(C). Given
a subsystem S ⊆ ags(P), its elements are polynomials P =

∑
t atMP,t, with MP,t monomials in

E[Y±]. We denote by

Y(S) := {y ∈ Y | ∂MP,t/∂y ̸= 0 for some monomial of P ∈ S}. (7)

If P is super essential, Theorem 3.7 implies that Y(ags(P)) = Y, so ags(P) is a set of L polynomials
in L− 1 indeterminates Y.

A Sylvester matrix Syl(ags(P)) for ags(P) can be constructed as in [5] ( see also [11], [32] and
[13]), where finite sets of monomials Λ1, . . . ,ΛL,Λ in E[Y±] are determined. Let ⟨Λ⟩E denote the
E-vector space generated by Λ. The matrix in the monomial bases of the linear map

⟨Λ1⟩E ⊕ · · · ⊕ ⟨ΛL⟩E → ⟨Λ⟩E : (g1, . . . , gL) 7→
∑

glPl,

is Syl(ags(P)). In [5] and [32], it is assumed without loss of generality that

(A1) the affine lattice generated by the Minkowski sum
∑

f∈ps(P) A(f) has dimension L− 1.

This technical hypothesis is removed in [11], thus a Sylvester matrix Syl(ags(P)) for ags(P) can
be constructed without any additional assumption.

Let (ags(P)) be the algebraic ideal generated by ags(P) in Q[C][Y±]. No reference was found
for the next result, which is proved for the sake of completeness, although it seems natural that it
should exist in the sparse algebraic resultant literature.

Proposition 4.1. det(Syl(ags(P))) ∈ (ags(P)) ∩Q[C].



Proof. Let us denote D = det(Syl(ags(P))) and S = Syl(ags(P)). Assume Λl = {yσl,h | h =
1, . . . , τl}, l = 1, . . . , L. Let us choose yα ∈ Λ and define Cl

α−σl,h
equal to clα−σl,h

if α−σl,h ∈ A(ρ(l))
and zero otherwise. Let us define the linear map

Ψ : Eτ1 ⊕ · · · ⊕ EτL → ⟨Λ\{yα}⟩E

g = (g1,1, . . . , g1,τ1 , . . . , gL,1, . . . , gL,τL) 7→
L∑

l=1

τl∑
h=1

gl,h(y
σl,hPl − Cl

α−σl,h
yα).

The columns of S are indexed by the elements of Λ. The matrix M(Ψ) of Ψ, in the monomial
bases, is the submatrix of S obtained by removing the column indexed by yα. Observe that S and
M(Ψ) are matrices with elements in Q[C].

There exists a nonzero g ∈ Ker(Ψ) ∩ Q[C]
∑L

l=1 τL . We can assume w.l.o.g. that g1,1 ̸= 0
There exists a nonsingular matrix E such that det(E) = g1,1 and the first row of E · S has
all its entries equal to zero, except for the entry in the column indexed by yα, which equals∑L

l=1

∑τl
h=1 gl,hC

l
α−σl,h

. Thus

g1,1D = det(E · S) = γ

L∑
l=1

τl∑
h=1

gl,hC
l
α−σl,h

,

for some γ ∈ Q[C]. If we develop D by the column of S indexed by yα we obtain

D =

L∑
l=1

τl∑
h=1

rl,hC
l
α−σl,h

, with rl,h ∈ Q[C],

which implies g1,1rl,h = γgl,h, l = 1, . . . , L, h = 1, . . . , τl. This proves

g1,1

L∑
l=1

τl∑
h=1

rl,h(y
σl,hPl − Cl

α−σl,h
yα) = γ

L∑
l=1

τl∑
h=1

gl,h(y
σl,hPl − Cl

α−σl,h
yα) = 0,

and g1,1 ̸= 0 in the domain Q[C][Y±] implies

L∑
l=1

τl∑
h=1

rl,h(y
σl,hPl − Cl

α−σl,h
yα) = 0.

Furthermore
L∑

l=1

τl∑
h=1

rl,hy
σl,hPl = yα

L∑
l=1

τl∑
h=1

rl,hC
l
α−σl,h

= yαD.

Since D ∈ Q[C], we have

D = y−α
L∑

l=1

τl∑
h=1

rl,hy
σl,hPl ∈ (ags(P)) ∩Q[C].

By [20], Chapter 0, §11, an ideal I in a polynomial algebra Q[C] is prime if and only if it has a
generic zero ϵ in E|C|, for a natural field extension E of Q. That is, a polynomial in Q[C] belongs
to I if and only if it vanishes at the generic zero ϵ. In the next proof, concepts as autoreduced set
and pseudo remainder will be used in the algebraic case, we refer to [24].

Given l ∈ {1, . . . , L}, let us suppose that Cl = {cl, cl,h | h = 1, . . . , hl} and {Tl, Tl,h | h =
1, . . . , hl} = {yα | α ∈ A(ρ(l))}, then

Pl = clTl +

hl∑
h=1

cl,hTl,h, with hl := |A(ρ(l))| − 1. (8)

Let C := C\{c1, . . . , cL} and define,

ϵl := −
hl∑

h=1

cl,h
Tl,h

Tl
and ϵ := (C; ϵ1, . . . , ϵL). (9)



Lemma 4.2. The elimination ideal (ags(P)) ∩Q[C] is a prime ideal with ϵ as a generic zero.

Proof. We only need to prove that ϵ is a generic zero of I = (ags(P)) ∩ Q[C]. Given G ∈ I,
G =

∑
l αlPl, with αl ∈ Q[C][Y±]. Since Pl(ϵ) = ϵlTl +

∑hl

h=1 cl,hTl,h = 0 we have G(ϵ) = 0.
Conversely, let G ∈ Q[C] with G(ϵ) = 0. For each l ∈ {1, . . . , L}, there exists a monomial Nl in the
variables Y such that NlPl ∈ Q[C][Y]. Furthermore, A = {N1P1, . . . , NLPL} is an autoreduced set
with cl as leaders. Let G0 be the pseudo remainder of G w.r.t. A, that is MG =

∑
l βlNlPl +G0,

for some monomial M in Y. Observe that G0 ∈ Q[C][Y] because each NlPl is linear in cl. Hence

G0 = G0(ϵ) = MG(ϵ)−
∑
l

βl(ϵ)NlPl(ϵ) = 0

and

G =
∑
l

βl
Nl

M
Pl =

∑
l

γlPl, γl ∈ Q[C][Y±].

Thus G ∈ I and the result is proved.

Let us denote the system of generic algebraic polynomials ags(P) by S. The dimension of
(S) ∩ Q[C] is by definition the transcendence degree of Q(ϵ) over Q ([20], Chapter 0, §11), let us
denote it by trdeg(Q(ϵ)/Q).

Remark 4.3. If trdeg(Q(ϵ)/Q) = L−1 then (S)∩Q[C] is a prime ideal of codimension one, which
implies it is a principal ideal. Namely, there exists an irreducible polynomial denoted by R(S) in
Z[C] such that (S) ∩Q[C] = (R(S)). If trdeg(Q(ϵ)/Q) < L− 1 we define R(S) to be equal to 1.

A vector of coefficients for the system S = {P1, . . . , PL} defines a point c of the product of
complex projective spaces Ph1 × · · · ×PhL , namely

c = (c1, c1,1, . . . , c1,h1 , . . . , cL, cL,1, . . . , cL,hL
).

Let us denote P c
l := clTl +

∑hl

h=1 cl,hTl,h, C∗ := C\{0} and define

Z0 := {c ∈ Ph1 × · · · ×PhL | P c
l = 0, l = 1, . . . , L have a common solution in (C∗)L−1}.

By [25], the Zariski closure Z of Z0 in Ph1 × · · · × PhL is an irreducible variety. As defined in
[25], if the codimension of Z is one then the sparse resultant Res(S) of the system S = ags(P) is
the irreducible polynomial in Z[C] defining the hypersurface Z. If the codimension of Z is greater
than one then Res(S) is defined to be the constant 1. Observe that (S) ∩ Q[C] is included in the
ideal of the variety Z, thus if Z has codimension one then

(Res(S)) = (S) ∩Q[C] = (R(S)). (10)

It is proved in [5], Section 6 (see also [32]) that det(Syl(ags(P))) is a nonzero multiple of (the
nontrivial) Res(S), thus det(Syl(ags(P))) ∈ (S) ∩ Q[C]. Note that the proof of Proposition 4.1 is
needed only in the case Res(S) = 1.

Given J ⊆ {1, . . . , L}, let us consider the affine lattice LJ generated by
∑

l∈J A(ρ(l)),

LJ =

{∑
l∈J

λlαl | αl ∈ A(ρ(l)), λl ∈ Z,
∑
l∈J

λl = 1

}
,

with L := L{1,...,L}. Let rank(LJ) denote the rank of LJ . In [32], the system SJ = {Pl | l ∈ J} is
said to be algebraically essential if rank(LJ ) = |J | − 1 and rank(LJ ′) ≥ |J ′|, for each proper subset
J ′ of J . The condition,

(A2) there exists a unique algebraically essential subsystem SI of S.

is proved, in [25] and [32], to be a necessary and sufficient for Z to have codimension one (see also
[17]). In such case, Res(S) coincides with Res(SI), considered w.r.t. the lattice LI , and hence

(SI) ∩Q[CI ] = (R(SI)) = (Res(SI)), (11)

with CI = ∪l∈ICl and (SI) the ideal generated by SI in Q[CI ][Y(SI)
±], with Y(SI) as in (7).



In [25], if S is essential, the degree of Res(S) in Cl, l = 1, . . . , L was proved to equal the
normalized mixed volume

MV−l(S) := M(Qh | h ∈ {1, . . . , L}\{l}) =

∑
J⊂{1,...,L}\{l}(−1)L−|J|vol

(∑
j∈J Qj

)
vol(Q)

, (12)

where Ql is the convex hull of A(ρ(l)) in L ⊗ R, vol(Ql) its L − 1 dimensional volume,
∑

j∈J Qj

is the Minkowski sum of Qj , j ∈ J and Q a fundamental lattice parallelotope in L.

The Sylvester matrix Syl(ags(P)) constructed in [5] and [13] assigns a special role to P1, let
us denote S1(P) := Syl(ags(P)). The same construction can be done choosing Pl, l = 2, . . . , L as
a distinguished polynomial, obtaining a matrix denoted by Sl(P). As noted in [5], Section 9 and
[13], Section 4.3, Sl(P) has the minimum number of rows containing coefficients of Pl, its degree
in the coefficients of Pl coincides with the degree of Res(S) in the coefficients of Pl. Furthermore,
Res(S) can be computed as the gcd in Q[C] of the determinants

Dl(P) := det(Sl(P)), l = 1, . . . , L. (13)

Example 4.4. The next system P = {f1, f2} in D{u1}, is a simplified version of a predator-prey
model studied in [12] that we take as a toy example,

f1 = a2x+ (a1 + a4x)u1 + u1,1 + (a3 + a6x)u
2
1 + a5u

3
1,

f2 = x′ + (b1 + b3x)u1 + (b2 + b5x)u
2
1 + b4u

3
1,

with ai, bj algebraic indeterminates over Q, D = Q(t)[ai, bj ]{x} and ∂ = ∂
∂t . The first attempt to

eliminate the differential variable u1 was done using the Maple package diffalg, [3] (using charac-
teristic set methods). The computation was interrupted with no answer after two hours. We carry
the example to show the elimination of u1. Computations were done with Maple 15.

Since ps(P) = {f1, f2, ∂f2}, with ∂f2 = x′′+b3x
′u1+(b3x+b1)u1,1+b5x

′u2
1+(2b5x+2b2)u1u1,1+

3b4u
2
1u1,1 and V(P) = {u1, u1,1}, we have the following associated system of algebraic generic

polynomials in y1, y2

ags(P) =

 P1 = c1 + c11y1 + c12y2 + c13y
2
1 + c14y

3
1 ,

P2 = c2 + c21y1 + c22y
2
1 + c23y

3
1 ,

P3 = c3 + c31y1 + c32y2 + c33y
2
1 + c34y1y2 + c35y

2
1y2

 .

Observe that ags(P) is algebraically essential because the linear part of the polynomials in
ags(P), {c1 + c11y1 + c12y2, c2 + c21y1, c3 + c31y1 + c32y2} is an algebraically essential system
that verifies (A1). Thus the algebraic resultant Res(P) is nontrivial. Using ”toricres04”, Maple
9 code for sparse (toric) resultant matrices by I.Z. Emiris, [5], we obtain a 12× 12 matrix S1(P)
whose rows contain the coefficients of the polynomials

y1P1, y1y2P1, y1y
2
2P1, y

2
1P2, y1y2P2, y

2
1y2P2,

y1y
2
2P2, y

2
1y

2
2P2, y1P3, y1y2P3, y1y

2
2P3, y1y

3
2P3

in the monomials

y1, y
2
1 , y1y2, y

2
1y2, y1y

2
2 , y

2
1y

2
2 , y1y

3
2 , y

2
1y

3
2 , y1y

4
2 , y

2
1y

4
2 , y1y

5
2 , y

2
1y

5
2 .

If the order of the input polynomials is P2, P3, P1, we get a 13× 13 matrix S2(P) and if the order
is P3, P1, P2, the matrix S3(P) obtained is 11× 11, namely

c1 c12 c11 0 c13 0 c14 0 0 0 0
c3 c32 c31 c34 c33 c35 0 0 0 0 0
0 0 c1 c12 c11 0 c13 0 c14 0 0
0 0 c3 c32 c31 c34 c33 c35 0 0 0
0 0 0 0 c1 c12 c11 0 c13 0 c14
0 0 0 0 c3 c32 c31 c34 c33 c35 0
c2 0 c21 0 c22 0 c23 0 0 0 0
0 c2 0 c21 0 c22 0 c23 0 0 0
0 0 c2 0 c21 0 c22 0 c23 0 0
0 0 0 c2 0 c21 0 c22 0 c23 0
0 0 0 0 c2 0 c21 0 c22 0 c23


.

The determinants of these matrices are

D1(P) = −c3Res(P), D2(P) = c21Res(P) and D3(P) = Res(P).



5 Differential specialization

We are ready to define differential resultant formulas for P, through the specialization of the
previously defined Sylvester matrices.

Given f ∈ ps(P), with f =
∑

α∈A(f) a
f
αυ(y

α), let us denote by Af := {afα | α ∈ A(f)} its
coefficient set and

A(P) := ∪f∈ps(P)Af . (14)

Given l ∈ {1, . . . , L}, such that ρ(l) = f , and clα ∈ Cl, it holds that aρ(l)α ∈ Af . Thus we can define
the specialization map

Ξ : C → A(P), by Ξ(clα) = aρ(l)α ,

which naturally extends to a ring epimorphism, defining Ξ(yl) = υ(yl),

Ξ : Q[C][Y±] → Q[A(P)][V(P)±].

Q[A(P)][V(P)±] is included in the differential ring Q{A(P)}{U±} ⊆ D{U±} and obviously

Ξ(Pl) = ρ(l) ∈ ps(P), l = 1, . . . , L.

Let us assume that P is supper essential to define the determinants Dl(P), l = 1, . . . , L in (13).
By Proposition 4.1, each Dl(P) belongs to the ideal (ags(P)) ∩Q[C] and

Ξ(Dl(P)) ∈ [P] ∩ D. (15)

As defined in (2), Ξ(Dl(P)) is a differential resultant formula for P with

Li = Ji(P)− γ(P), U = V(P) and Ωf = Ξ(Λλ(f)),Ω = Ξ(Λ),

f ∈ ps(P).

Example 5.1. To finish Example 4.4. The specializations Ξ(D1(P)), Ξ(D2(P)) and Ξ(D3(P))
are nonzero polynomials in the differential elimination ideal [P] ∩ D (they are not included due to
their size), in particular Ξ(D3(P)) = Ξ(Res(P)).

Observe that, even for nonzero Dl(P), Ξ(Dl(P)) could be zero, in which case the perturbation
methods in [14] could be used to obtain a nonzero differential polynomial in [P]∩D. Alternatively,
an algorithm to specialize step by step and obtain a factor of the specialization, which is a nonzero
differential polynomial in [P] ∩ D, is proposed next. A similar argument is used in other special-
ization results as [18], p. 168-169 and it was used in the proof of [21], Theorem 6.5 for a system of
non sparse generic non homogeneous differential polynomials.

For i = 1, . . . , n, let us assume that Afi = {ai, ai,k | k = 1, . . . , li} and {υ(yα) | α ∈ A(fi)} =
{Mi,Mi,k | k = 1, . . . , li}, then

fi = aiMi + ai,1Mi,1 + · · ·+ ai,liMi,li .

In the remaining parts of this section, we consider differential indeterminates ai, i = 1, . . . , n over
Q and the system

P̃ := {Fi := aiMi + ai,1Mi,1 + · · ·+ ai,liMi,li | i = 1, . . . , n},

of sparse Laurent differential polynomials in D̃{U±}, with differential domain D̃ := D{a1, . . . , an}.
Observe that ags(P̃) = ags(P) = {P1, . . . , PL}, thus Dl(P) = Dl(P̃). Let us assume that special-
ization map Ξ : C → A(P̃) verifies

Ξ(cl) = ∂kai, if ρ(l) = ∂kFi, (16)

given l ∈ {1, . . . , L} and as in (8)

Pl = clTl +

hl∑
h=1

cl,hTl,h, with hl := |A(ρ(l))| − 1.



Thus Ξ({cl, cl,h | h = 1, . . . , hl}) = Aρ(l) and

A(P̃) = Ξ(C) ∪ Ξ(c) = Ξ(C) ∪ {a1, . . . , ∂J1−γa1, . . . , an, . . . , ∂
Jn−γan},

with C = C ∪ c and c = {c1, . . . , cL}.

The idea is that, to study the specialization of Dl(P) to the coefficients A(P), one can first
study the specialization to the coefficients A(P̃) and then specialize {ai | i = 1, . . . , n} to {ai | i =
1, . . . , n}. We dedicate the rest of the section to the first part of this specialization. The results
obtained will be used in Section 6 to study the case of sparse generic differential systems. The
behavior of the specialization of {ai | i = 1, . . . , n} would depend on the specific domain D to be
considered.

Given a nonzero differential polynomial Q ∈ (ags(P̃))∩Q[C], note that Ξ(Q) ∈ [P̃]∩ D̃ but we
cannot guarantee that Ξ(Q) is nonzero. For a subset ∆ of C, define partial specializations

Ξ∆ : C → (C\∆) ∪ Ξ(∆), by Ξ∆(c) =

{
Ξ(c), c ∈ ∆,
c, c /∈ ∆,

which naturally extend to ring epimorphisms

Ξ∆ : Q[C][Y±] → Q[(C\∆) ∪ Ξ(∆)][Y±].

Observe that we leave the monomials in Q[Y±] fixed for the moment and, if ∆ = C then Ξ∆(Q[C]) =
Q[A(P̃)]. Let

ΞY± : Q[A(P̃)][Y±] → Q[A(P̃)][V(P̃)±],

be defined by ΞY±(yl) = υ(yl).

Algorithm 5.2. • Given a nonzero polynomial Q in (ags(P̃)) ∩Q[C].

• Return a nonzero differential polynomial H in [P̃] ∩ D̃.

1. Let ∆ := ∅ and H := Q.

2. If C\∆ = ∅, return ΞY±(H).

3. Choose c ∈ C\∆ and define ∆ := ∆ ∪ {c}.

4. If Ξ∆(H) ̸= 0 then H := Ξ∆(H), go to step 2.

5. H = (c− Ξ(c))sH, s ∈ N\{0}, set H := Ξ∆(H) ̸= 0 and go to step 2.

We prove next that the output of the previous algorithm is a nonzero differential polynomial
in [P̃] ∩ D̃. Given ∅ ̸= ∆ ⊂ C, observe that Ξ∆(cl) equals ∂

kai, if cl ∈ ∆, and cl otherwise. Let us
consider ideals

I∆,Y± := (Ξ∆(P1), . . . ,Ξ∆(PL))D∆[Y±]

generated by Ξ∆(ags(P̃)) in D∆[Y±], with

D∆ :=

{
Q[C] if ∆ = ∅,
Q[Ξ(C ∩∆)][C\∆ ∪ Ξ∆(c)] if ∆ ̸= ∅.

Observe that IC,Y± is the ideal generated by ΞC(ags(P̃)) in

DC [Y±] = Q[Ξ(C)][a1, . . . , ∂J1−γa1, . . . , an, . . . , ∂
Jn−γan][Y±].

Let K∆ := Q(Ξ(C ∩∆)) if ∆ ̸= ∅ and K∅ := Q. Observe that

D∆ ⊂ K∆[C\∆ ∪ Ξ∆(c)]. (17)

Lemma 5.3. I∆,Y± ∩K∆[C\∆ ∪ Ξ∆(c)] is a prime ideal.



Proof. As in the proof of Lemma 4.2, we prove that I = I∆,Y± ∩K∆[C\∆ ∪ Ξ∆(c)] has a generic
zero. Let us define

ϵ∆l := −
hl∑

h=1

Ξ∆(cl,h)
Tl,h

Tl
.

We can adapt the proof of Lemma 4.2 to show that ϵ∆ := (C\∆; ϵ∆1 , . . . , ϵ
∆
L ) is a generic zero of I.

Observe that Ξ∆(Pl) = Ξ∆(cl)Tl+
∑

h Ξ∆(cl,h)Tl,h and Ξ∆(cl) is replaced by ϵ∆l . By [20], Chapter
0, Section 11, I is a prime ideal.

Theorem 5.4. Given a nonzero differential polynomial in (ags(P̃))∩Q[C], the output of Algorithm
5.2 is a nonzero differential polynomial in [P̃] ∩ D̃.

Proof. Let c ∈ C\∆, if H ∈ I∆,Y± ∩D∆ verifies Ξ∆(H) = 0 then H = (c−Ξ(c))sH with H ∈ D∆.

By Lemma 5.3 and (17), H ∈ I∆,Y± ∩ D∆. For ∆
′ = ∆ ∪ {c}, if H ∈ I∆,Y± ∩ D∆ then

Ξ∆′(H) ∈ I∆′,Y± ∩ D∆′ .

Thus steps 4 and 5 of Algorithm 5.2 return polynomials in I∆′,Y± . If ∆′ = C then step 2 returns

ΞY±(H) that belongs to (ps(P̃)) the ideal generated by ps(P̃) in Q[A(P̃)][V(P̃)±], thus ΞY±(H) ∈
[P̃] ∩ D̃.

Therefore, if Dl(P̃ ) is nonzero, by Proposition 4.1 it can be taken as the input of Algorithm
5.2 and, by Theorem 5.4, we obtain a nonzero differential polynomial in [P̃] ∩ D̃.

6 Order and degree bounds

In this section, we prove that the formulas obtained are multiples of the differential resultant
of a system of generic sparse differential polynomials, defined by Li, Gao and Yuan in [21] and
whose definition we include below. This fact is used to give order and degree bounds of the sparse
differential resultant.

Let us consider sets of differential indeterminates over Q, Ai := {aiα | α ∈ A(fi)}, i = 1, . . . , n,
A := ∪n

i=1Ai and a differential domain D := Q{A}, to define the system P := {F1, . . . ,Fn} of
sparse generic differential polynomials in D{U±}. The sparse generic polynomial Fi in D{U±}
with algebraic support A(fi) is

Fi :=
∑

α∈A(fi)

aiαυ(y
α),

which has order oi. The ideal generated by P in D{U±} is denoted by [P]. In this section Ji and
γ denote Ji(P) and γ(P) respectively. Let A(P) be as in (14) and ∂kAi := {∂ka | a ∈ Ai}, k ∈ N.
It holds

A ⊂ A(P) and Q[A(P)] = Q[∪n
i=1A

[Ji−γ]
i ],

with

A
[τi]
i :=

{
∪n
i=1 ∪

τi
k=0 ∂

kAi if τi ∈ N,
∅ if τi = −∞.

(18)

If the differential elimination ideal [P] ∩D has dimension n− 1 then [P] ∩D = sat(∂Res(P)),
the saturated ideal determined by an irreducible differential polynomial ∂Res(P), which is called
the sparse differential resultant of P, [21], Definition 3.10. The saturated ideal of ∂Res(P) is the set
of all differential polynomials in D whose differential remainder (under any elimination ranking)
w.r.t. ∂Res(P) is zero, see [26] and [20].

Lemma 6.1. For every H ∈ [P] ∩D

ωi := ord(∂Res(P), Ai) ≤ ord(H,Ai), i = 1, . . . , n.

Proof. If ord(H,Ak) = −∞ then ord(∂Res(P, Ak)) = −∞, since otherwise H cannot be reduced
to zero by an elimination ranking with elementes in Ak greater than the elements of Ai, i ̸= k.
Thus the result follows easily from H ∈ sat(∂Res(P)).



For i = 1, . . . , n, let us assume that Ai = {ai, ai,k | k = 1, . . . , li} and {υ(yα) | α ∈ A(fi)} =
{Mi,Mi,k | k = 1, . . . , li}, then

Fi = aiMi + ai,1Mi,1 + · · ·+ ai,liMi,li . (19)

By [21], Definition 3.6, P is Laurent differentially essential if for each i ∈ {1, . . . , n} there exists
ki ∈ {1, . . . , li} such that the differential transcendence degree of the set of monomials {Mi,kiM

−1
i |

i = 1, . . . , n} over Q is n− 1.

Let I be a differential ideal in D = Q{A}. Given a differential field extension E of Q, ζ in E |A|

is called a generic zero of I if, a differential polynomial F ∈ D belongs to I if and only if F (ζ) = 0,
[26], p. 27. Furthermore, I is prime if and only if it has a generic zero. Given A := A\{a1, . . . , an},
the differential field extension Q⟨A,Y±⟩ of Q contains

ζi := −
li∑

k=1

ai,k
Mi,k

Mi
, i = 1, . . . , n.

By [21], Corollary 3.12,
ζ := (A; ζ1, . . . , ζn) (20)

is a generic zero of the differential prime ideal [P]∩D, which has codimension one if and only if P
is Laurent differentially essential. To prove this last claim, in [21], Theorem 3.9, it is proved that
the differential transcendence degree (see [20]) of Q⟨ζ⟩ over Q is |A| − 1 = |A| + n − 1, using the
next result.

Lemma 6.2 ([21], proof of Theorem 3.9). For F = Q⟨A⟩, P is Laurent differentially essential if
and only if the differential transcendence degree of F⟨ζ1, . . . , ζn⟩ over F is n− 1.

In the remaining parts of this section, let us assume that P is Laurent differentially essential
and therefore that ∂Res(P) exists. We will use the next result about the order ωi of ∂Res(P) in
Ai.

Lemma 6.3 ([21], Lemma 5.4). For i = 1, . . . , n, if ωi ≥ 0 then ωi = ord(∂Res(P), ai) and
ωi = ord(∂Res(P), ai,k), k = 1, . . . , li.

In [21], order and degree bounds for ∂Res(P) were given. Recall that if Ji ≥ 0, i = 1, . . . , n
the system P is called super essential in Definition 3.2. The next theorem follows from this fact
and [21], Theorem 5.13. Emphasize that if P is super essential then Ji − γ ≥ 0, i = 1, . . . , n but
ωi ≥ 0 is not guaranted.

Theorem 6.4. Let P be a Laurent differentially essential system. If P is super essential then

ωi = ord(∂Res(P), Ai) ≤ Ji − γ, i = 1, . . . , n. (21)

Observe that to obtain the same conclusion, in [21], Corollary 5.11 a much stronger condition
on P than super essential was demanded (namely rank essential, see [21], Definition 4.20). The
same conclusion is obtained later in this section by Remmarks 6.8 and 6.15.

In this section, we revise the order bounds and we provide degree bounds for the sparse differ-
ential resultant of P in terms of normalized mixed volumes. The goal of the next results is to prove
Theorem 6.11 and its corollaries. They explain under which conditions the nonzero specialization
of certain polynomials in the algebraic elimination ideal (ags(P))∩Q[C] are multiples of the sparse
differential resultant ∂Res(P). Those specializations can then be used to give order and degree
bounds of ∂Res(P).

Given τ = (τ1, . . . , τn) ∈ Nn
−∞ with N−∞ := N∪{−∞}, let us define F[τi]

i := {Fi, ∂Fi, . . . , ∂
ωiFi}

if τi ∈ N and F[τi]
i := ∅ if τi = −∞, i = 1, . . . , n, κj := max{oi,j + τi | i = 1, . . . , n} − γ,

j = 1, . . . , n− 1 and

PS(τ) := ∪n
i=1F

[τi]
i ,

V(τ) := {uj,k | k ∈ [γj , κj ] ∩ N, j = 1, . . . , n− 1}.

Observe that, if τi ≤ Ji − γ then PS(τ) ⊆ ps(P). Let us consider the algebraic generic system
associated to PS(τ)

Sτ :=

 ∑
α∈A(F)

cλ(F)α yα | F ∈ PS(τ)

 ⊆ ags(P),



and assume that Sτ = {Pl1 , . . . , Pl|PS(τ)|} with, as in (8),

Pt := ctTt +

ht∑
h=1

ct,hTt,h, t ∈ Λ(τ) := {l1, . . . , l|Sτ |} ⊆ {1, . . . , L}. (22)

The sets of algebraic indeterminates over Q

Cτ := ∪t∈Λ(τ)Ct = ∪t∈Λ(τ){ct, ct,h | h = 1, . . . , ht} and Cτ := Cτ\{ct | t ∈ Λ(τ)}

together with Y(Sτ ) := {y ∈ Y | υ(y) ∈ V(τ)} describe the ring Q[Cτ ][Y(Sτ )
±] that contains Sτ .

As in (9)

ϵt := −
ht∑
h=1

ct,h
Tt,h

Tt
, t ∈ Λ(τ).

We assume that the specialization map Ξ : Q[C][Y±] → Q[A(P)][V(P)±] defined in Section 5
verifies (16).

Lemma 6.5. Let (Sτ ) be the ideal generated by Sτ in Q[Cτ ][Y(Sτ )
±].

1. (Sτ ) ∩Q[Cτ ] is a prime ideal with generic zero ϵτ := (Cτ ; ϵl1 , . . . , ϵl|Sτ |).

2. Let ω = (ω1, . . . , ωn), with ωi = deg(∂Res(P), Ai). The prime ideal (Sω) ∩ Q[Cω] has codi-
mension one.

Furthermore, there exists an irreducible polynomial R(Sω) in Q[Cω] such that (Sω) ∩ Q[Cω] =
(R(Sω)).

Proof. 1. Analogously to Lemma 4.2 we can prove that ϵτ is a generic point of (Sτ ) ∩Q[Cτ ].

2. Let us assume w.l.o.g. that ωn ≥ 0 and Ξ(Pl|Sω|) = ∂ωnFn. By (16) Ξ(cl|Sω|) = ∂ωnan. We

will prove that ϵl1 , . . . , ϵl|Sω|−1
are algebraically independent over Q(Cω). Otherwise, there

exists a nonzero polynomial Q ∈ Q[Cω][cl1 , . . . , cl|Sω|−1
] such that Q(ϵl1 , . . . , ϵl|Sω|−1

) = 0. By
definition of generic zero, Q ∈ (Sω)∩Q[Cω] and, by Theorem 5.4, there exists a nonzero differ-
ential polynomial H ∈ [P]∩D = sat(∂Res(P)) given by Algorithm 5.2. Observe that ∂ωnan
cannot appear in H, by definition of Q. Thus ord(H, an) ≤ ωn−1 < ord(∂Res(P), an) = ωn,
contradicting that ∂Res(P) is the differential resultant, by Lemma 6.3. This proves that

trdeg(Q(ϵω)/Q) = |Cω|+ |Sω| − 1 = |Cω| − 1

and hence (Sω) ∩Q[Cω] has codimension one. The conclusion follows as in Remark 4.3.

The second part of the next lemma is part of the proof of [21], Theorem 6.5 and it is used there
to bound the degree of ∂Res(P).

Lemma 6.6. Let (PS(τ)) be the ideal generated by PS(τ) in Q[Ξ(Cτ )][V(τ)±].

1. (PS(τ)) ∩Q[Ξ(Cτ )] is a prime ideal with generic zero ζτ given by (24).

2. Let ω = (ω1, . . . , ωn), with ωi = deg(∂Res(P), Ai). The prime ideal (PS(ω)) ∩Q[Ξ(Cω)] has
codimension one and is equal to (∂Res(P)).

Proof. 1. Let ζ be as in (20) and ai as in (19). If τi ∈ N, let us define the sets

ζ
[τi]
i := {ζi, ∂ζi, . . . , ∂τiζi} and a

[τi]
i := {ai, . . . , ∂τiai},

otherwise these sets are defined to be empty. A
[τi]
i was defined in (18). Let a := ∪n

i=1a
[τi]

and observe that
Q[Ξ(Cω)] = Q[∪n

i=1A
[τi]
i ]. (23)

For ∂kFi in PS(ω) it holds

∂kFi(ζ) = ∂kFi(ζi, ∂ζi, . . . , ∂
kζi) = 0.

Analogously to Lemma 4.2, it can be proved that (PS(ω)) ∩Q[Ξ(Cω)] is a prime ideal with

ζτ := (∪n
i=1A

[τi]
i \a;∪n

i=1ζ
[τi]
i ) (24)

as a generic zero.



2. Similarly to Lemma 6.5, (2) it follows that |PS(ω)| − 1 of the elements in ∪n
i=1ζ

[ωi]
i are

algebraically independent and therefore this ideal has codimension one.

By Lemma 6.3 and (23), ∂Res(P) ∈ Q[Ξ(Cω)]. Since ζ in (20) is a generic zero of [P] ∩
D = sat(∂Res(P)), it holds ∂Res(P)(ζ) = 0, which means that replacing ∂kai by ∂kζi,
k = 0, . . . , ωi, ∂Res(P) becomes zero (for i ∈ {1, . . . , n} with ωi ≥ 0). This implies that
∂Res(P) is an irreducible polynomial in (PS(ω)) ∩Q[Ξ(Cω)] and proves the result.

Observe that
Ξ((Sτ ) ∩Q[Cτ ]) ⊂ (PS(τ)) ∩ Ξ(Q[Cτ ]). (25)

The next resutl shows that the irreducible polynomials R(Sω) and ∂Res(P), defining respectively
algebraic and differential elimination ideals of codimension one, are related through the specializa-
tion process.

Proposition 6.7. Let P be a Laurent differentially essential system and ω = (ω1, . . . , ωn), with
ωi = ord(∂Res(P), Ai). There exists E ∈ Q[Ξ(C)] such that Ξ(R(Sω)) = E∂Res(P) and

deg(∂Res(P), A
[ωi]
i ) ≤

ωi∑
k=0

deg(R(Sω), Cλ(∂kFi)), i = 1, . . . , n.

Proof. By Lemmas 6.5, 6.6 and (25)

Ξ((R(Sω))) = Ξ((Sω) ∩Q[Cω]) ⊂ (∂Res(P)) = (PS(ω)) ∩Q[Ξ(Cω)].

Thus Ξ(R(Sω)) = E∂Res(P), with E ∈ Q[Ξ(Cω)], which implies the inequality.

Since a priori we do not know the value of the orders ωi, we can use the differential resultant
formulas Dl(P), l = 1, . . . , L and Algorithm 5.2 to get new upper bounds of ωi.

Remark 6.8. Assuming P to be super esential, to compute Dl(P). If Ξ(Dl(P)) ̸= 0 then, by
(15), it belongs to [P] ∩D. Thus, by Lemma 6.1 and construction of Dl(P)

ωi ≤ ord(∂Res(P), Ai) ≤ ord(Ξ(Dl(P)), Ai) ≤ Ji − γ, i = 1, . . . , n,

which proves Theorem 6.4 if Ξ(Dl(P)) ̸= 0.

In the remaining parts of this section, let us assume that P is super essential, to construct
Dl(P), l = 1, . . . , L. Given l ∈ {1, . . . , L}, let us assume that Dl(P) ̸= 0 and Dl(P) = Q1 · . . . ·Qr

as a product of irreducible factors in Q[C]. By Proposition 4.1, Dl(P) ∈ (ags(P))∩Q[C], which by
Lemma 4.2 has ϵ as a generic zero. Let

Q = {Q ∈ {Q1, . . . , Qr} | Q(ϵ) = 0},

which is nonempty because (ags(P)) ∩Q[C] is prime by Lemma 4.2.

Lemma 6.9. Given Q ∈ Q, there exists a unique τQ ∈ Nn
−∞ such that Q ∈ Q[CτQ ] and CτQ ⊂ Cτ ,

for each τ ∈ Nn
−∞ such that Q ∈ Q[Cτ ].

Proof. Given J = (J1 − γ, . . . , Jn − γ) ∈ Nn, C = CJ . Thus the next set is nonempty

Γ = {γ = (γ1, . . . , γn) ∈ Nn
−∞ | Q ∈ Q[Cγ ]}.

Then τQ = (τ1, . . . , τn), with τi := min{γi | γ ∈ Γ}.

By Lemma 6.5, (SτQ) ∩ Q[CτQ ] is a prime ideal with generic zero ϵτQ . The facts that Q ∈
Q[CτQ ] and Q(ϵ) = 0, imply that Q(ϵτQ) = Q(ϵ) = 0. Hence Q is an irreducible polynomial in
(SτQ) ∩Q[CτQ ] and if this ideal has codimension one, it holds

(SτQ) ∩Q[CτQ ] = (R(SτQ)) = (Q). (26)

Lemma 6.10. Given Q ∈ Q, with τQ = (τ1, . . . , τn) if Ξ(Q) ̸= 0 then

ωi ≤ ord(Ξ(Q), Ai) ≤ τi ≤ Ji − γ, i = 1, . . . , n.

In particular, if τi = −∞ then ωi = −∞.



Proof. Observe that Q ∈ Q[C] implies τi ≤ Ji − γ. It is also easy to see that Q ∈ (SτQ) ∩ Q[CτQ ]
implies Ξ(Q) ∈ (PS(τQ))∩Q[Ξ(CτQ)] and if Ξ(Q) ̸= 0 then ord(Ξ(Q), Ai) ≤ τi. The first inequality
follows by Lemma 6.1.

We are ready now to prove the main result of this section.

Theorem 6.11. Let P be a Laurent differentially essential and super essential system. Let us
suppose that there exists Q ∈ Q such that (SτQ) ∩Q[CτQ ] has codimension one. If Ξ(Q) ̸= 0 then
Ξ(Q) = E∂Res(P), with E ∈ D.

Proof. Let τQ = (τ1, . . . , τn), by Lemma 6.10, ωi ≤ τi, i = 1, . . . , n implies

(R(Sω)) = (Sω) ∩Q[Cω] ⊆ (SτQ) ∩Q[CτQ ] = (Q).

Since Q is irreducible, Q = αR(Sω), α ∈ Q. By Proposition 6.7, Ξ(R(Sω)) = E1∂Res(P), for some
E1 ∈ D. Thus

Ξ(Q) = αΞ(R(Sω)) = αE1∂Res(P),

with E = αE1 in D.

It would be stronger to replace the assumption Ξ(Q) ̸= 0 by Ξ(Dl(P)) ̸= 0.

Corollary 6.12. Let P be a Laurent differentially essential and super essential system. Let us
suppose that there exists Q ∈ Q such that (SτQ) ∩ Q[CτQ ] has codimension one. If Ξ(Dl(P)) ̸= 0
then Ξ(Dl(P)) = E∂Res(P), with E ∈ D.

Proof. Since Dl(P) = Q′ ·Q, with Q′ ∈ Q[C], by Theorem 6.11, we get

Ξ(Dl(P)) = Ξ(Q′)Ξ(Q) = Ξ(Q′)E1∂Res(P),

with E = Ξ(Q′)E1 in D.

As in Section 4, let Res(S) be the sparse algebraic resultant of the sparse algebraic generic
system S = ags(P). Even stronger than the assumption of the previous corollary is to assume that
Res(S) is nontrivial and Ξ(Res(S)) ̸= 0.

Corollary 6.13. Let P be a Laurent differentially essential and super essential system. Let us
suppose that Res(S) is nontrivial. If Ξ(Res(S)) ̸= 0 then Ξ(Res(S)) = E∂Res(P), with E ∈ D.

Proof. As explained in Section 4, Q = Res(S) ∈ Q and

Res(S) ∈ (SτQ) ∩Q[CτQ ] ⊂ (S) ∩Q[S] = (Res(S)).

Thus (SτQ) ∩Q[CτQ ] has codimension one and by Theorem 6.11 the result follows.

It is natural to wonder what are the conditions on P to guarantee Ξ(Dl(P)) ̸= 0 (or Ξ(Q) ̸= 0
for some Q ∈ Q) but these are not even available so far in the linear case, see [31]. This question
is left as a future research direction.

Example 6.14. Let us consider the generic sparse differential system P = {F1 = a1+a11u1u2,F2 =
a2+a21u1u22,F3 = a3+a31u21}, which is easily Laurent differentially essential and super essential.
The modified Jacobi numbers are J1 − γ = 1, J2 − γ = 1, J3 − γ = 2 and

ps(P) = {∂F1 = ∂a1 + ∂a11u1u2 + a11u11u2 + a11u1u21,F1 = a1 + a11u1u2,

∂F2 = ∂a2 + ∂a21u1u22 + a21u11u22 + a21u1u23,F2 = a2 + a21u1u22,

∂2F3 = ∂2a3 + ∂2a31u21 + 2∂a31u22 + a31u23, ∂F3 = ∂a3 + ∂a31u21 + a31u22,F3 = a3 + a31u21}.

The generic algebraic system associated to P is

S = ags(P) = {P1 = c10 + c11y2y1 + c12y2y3 + c13y4y1, P2 = c20 + c21y2y1,

P3 = c30 + c31y5y1 + c32y5y3 + c33y6y1, P4 = c40 + c41y5y1,

P5 = c50 + c51y4 + c52y5 + c53y6, P6 = c60 + c61y4 + c62y5, P7 = c70 + c71y4}.



We compute D1(P) (using ”toricres04”, [5], with Maple 15) which has the next irreducible factors

Q1 = c62, Q2 = c40, Q3 = −c70c62c51 + c70c61c52 − c60c71c52 + c62c50c71

Q4 = −c61c70 + c71c60, Q5 = c70, Q6 = c20c40c12c41c33c
2
71c62c50

− c62c40c70c53c32c13c21 − c62c40c70c20c51c12c41c33 − c71c40c20c12c41c60c33c52

+ c71c60c40c53c10c32c41c21 + c71c40c20c12c41c60c53c31 − c71c20c60c30c12c
2
41c53

− c71c40c20c32c41c60c53c11 + c40c70c20c61c52c12c41c33 − c40c70c53c10c61c32c41c21

− c40c70c20c12c41c53c31c61 + c70c20c30c61c12c
2
41c53 + c40c70c20c32c41c53c11c61.

Only Q6(ϵ) = 0, thus Q = {Q6} and its specialization Ξ(Q6) ̸= 0,

Ξ(Q6) =− a21(−a21a1a2a11a
2
31∂

2a3 + 2a21a31a2a1a11∂a3∂a31 − a21a
2
31∂a3a2∂a1a11

+ a21a31a2a3a1∂
2a31a11 + a21a

2
31a2a1∂a3a1 − 2a21a2a3a1∂a

2
31a11

+ a21a2a3a31∂a1∂a31a11 + a21a
2
31a1∂a3∂a2a11 − a21a3a1∂a2∂a31a11a31

− a21a2a3a1a31∂a11∂a31 + a231a
2
2a3a

2
11 + a2a3a1a11a31∂a21∂a31 − a231a2a1a11∂a3∂a21).

Observe that ϵ2, . . . , ϵ7 are algebraically independent, since we can choose monomials y1y2, y1y5,
y3y5, y4, y5, y6 respectively in each of them that are algebraically independent. Therefore (S) ∩
Q[C] = (Q6) and Ξ(Q6) = E∂Res(P). We can see that Ξ(Q6) = −a21H, with H(ζ) = 0. Thus
H = ∂Res(P), which illustrates Theorem 6.11 and in particular Corollary 6.12. With a bit more
work, we can prove that S is algebraically essential so Q6 is in fact the sparse algebraic resultant
Res(S). Therefore this example illustrates Corollary 6.13 as well.

Another question for future investigation is, to give conditions on P so that Dl(P) ̸= 0. Thus
far we assume Dl(P) ̸= 0 and remove the assumption Ξ(Dl(P)) ̸= 0 (or Ξ(Q) ̸= 0), making use of
Algorithm 5.2. If Ξ(Dl(P)) = 0, using Algorithm 5.2 with Dl(P) as an input, by Theorem 5.4, we
obtain H0 in [P] ∩D.

Remark 6.15. Assuming P is a Laurent differentially essential and super essential system with
Dl(P) ̸= 0, by Lemma 6.1 and construction of Dl(P) and H0

ωi ≤ ord(H0, Ai) ≤ Ji − γ, i = 1, . . . , n.

This proves Theorem 6.4 under the assumption Dl(P) ̸= 0.

Let us assume that H0 = H1 · . . . ·Hs as a product of irreducible factors. Since [P]∩D is prime
with ζ as a generic zero, the next set is nonempty

H := {H ∈ {H1, . . . , Hs} | H(ζ) = 0}.

Lemma 6.16. Given H ∈ H and σ = (σ1, . . . , σn), with σi := ord(H,Ai), it holds

ωi ≤ σi ≤ Ji − γ, i = 1, . . . , n.

Proof. Since H(ζ) = 0 and ζ is a generic zero of [P] ∩D then H ∈ [P] ∩D. By Lemma 6.1 and
construction of Dl(P) and H, the result follows.

Given H ∈ H and σ = (σ1, . . . , σn), with σi := ord(H,Ai), by Lemma 6.6 (PS(σ))∩Q[Ξ(Cσ)] is
a prime ideal with ζσ as a generic zero. We have H ∈ Q[Ξ(Cσ)] and H(ζ) = 0, thus H(ζσ) = 0 and
H ∈ (PS(σ)) ∩ Q[Ξ(Cσ)]. If I(H) := (PS(σ)) ∩ Q[Ξ(Cσ)] has codimension one then I(H) = (H)
and, by Lemma 6.16,

(∂Res(P)) = (PS(ω)) ∩Q[Ξ(Cω)] ⊆ (H). (27)

Hence H = α∂Res(P), α ∈ Q because H is irreducible. The previous construction proves the next
result.

Theorem 6.17. Let P be Laurent differentially essential and super essential system. Let H0 be
the output of Algorithm 5.2 with Dl(P) ̸= 0 as an input. If there exists H ∈ H such that I(H) has
codimension one then H0 = E∂Res(P), with E ∈ D.



To finish, we give degree bounds of ∂Res(P) in terms of normalized mixed volumes. As men-
tioned in Section 4, if Res(S) is nontrivial, for S = ags(P) then Dl(P) ̸= 0 has Res(S) as an
irreducible factor. Furthermore, if S is algebraically essential (and hence Res(S) non trivial)

deg(Res(S), Cλ(f)) = MV−λ(f)(S), f ∈ ps(P), (28)

as in (12).

Theorem 6.18. Let P be a Laurent differentially essential and super essential system such that
S = ags(P) is algebraically essential. If Ξ(Res(S)) ̸= 0 then

deg(∂Res(P), A
[τi]
i ) ≤ deg(Ξ(Res(S)), A[τi]

i ) ≤
τi∑

k=0

deg(Res(S), Cλ(∂kfi)) =

τi∑
k=0

MV−λ(∂kfi)(S),

with τRes(S) = (τ1, . . . , τn) given by Lemma 6.9.

Proof. By Corollary 6.13, Ξ(Res(S)) = E∂Res(P). The result follows from Lemma 6.10 and
(28).

Example 6.19. If P = {G1, . . . ,Gn} is a non sparse system, with Gi a nonhomogeneous generic
polynomial of order oi and degree di, it was proven in [21], Theorem 6.18 that S = ags(P) is
algebraically essential and degree bounds for ∂Res(P) in terms of mixed volumes are given in this
case.

If Ξ(Res(S)) = 0, we can use Res(S) as an input of Algorithm 5.2, that returns a nonzero
polynomial H0 ∈ [P] ∩ D. Assuming H0 = H1 · . . . · Hs as a product of irreducible factors, the
set H(Res(S)) = {H ∈ {H1, . . . , Hs} | H(ζ) = 0} is nonempty. Given H ∈ H(Res(S)), we have
σi = ord(H,Ai) ≤ τi, and by construction of H0

deg(H,A
[σi]
i ) ≤ deg(H0, A

[τi]
i ) ≤

τi∑
k=0

deg(Res(S), Cλ(∂kfi)). (29)

Furthermore, if I(H) has codimension one then ∂Res(P) = αH, α ∈ Q. If S is algebraically
essential then Res(S) is nontrivial and the next result follows from (29) and (28).

Theorem 6.20. Let P be a Laurent differentially essential and super essential system such that
S = ags(P) is algebraically essential. If there exists H ∈ H(∂Res(P)) such that I(H) has codi-
mension one then

deg(∂Res(P), A
[σi]
i ) = deg(H,A

[σi]
i ) ≤

τi∑
k=0

deg(Res(S), Cλ(∂kfi)) =

τi∑
k=0

MV−λ(∂kfi)(S),

with τRes(S) = (τ1, . . . , τn) given by Lemma 6.9 and σi = ord(H,Ai).

7 Conclusions

Given a system P of n Laurent sparse differential polynomials in n − 1 differential variables U
(P ∈ D{U}), a method has been designed to compute differential resultant formulas, which provide
differential polynomials where the variables U have been eliminated, elements of the differential
elimination ideal [P] ∩ D. The steps of this method are:

1. Through derivation obtain an extended system ps(P) of P with L polynomials in L − 1
variables.

2. Compute determinants of Sylvester matricesDl(P), l = 1, . . . , L of an sparse algebraic generic
system S associated to P.

3. The specialization Ξ(Dl(P)) of Dl(P) to the coefficients of ps(P) is a differential resultant
formula for P and it belongs to the differential elimination ideal [P] ∩ D.



For a generic systemP, if Ξ(Dl(P)) is nonzero then it was shown that, under appropriate conditions
on S, it is a multiple of the sparse differential resultant ∂Res(P) defined by Li, Yuan and Gao in
[21]. If Ξ(Dl(P)) = 0, for Dl(P) ̸= 0 an algorithm is given to still obtain an element H of the
differential elimination ideal, which is proved to be a multiple of the sparse differential resultant,
in the appropriate situation. If the sparse algebraic resultant Res(S) is nontrivial, its degree can
be computed in terms of normalized mixed volumes, we use those to give bounds of the degree of
∂Res(P).

It would be interesting to study the appropriate conditions on P that guarantee to have nonzero
determinats Dl(P), l = 1, . . . , L, or furthermore Ξ(Dl(P)) ̸= 0. If Ξ(Dl(P)) ̸= 0, it still remains
to give close formulas to describe ∂Res(P) as a quotient of two determinants, as it was done by
D’Andrea in the algebraic case, [13]. If Ξ(Dl(P)) = 0, one would need to have more control on
the method to obtain the multiple H of ∂Res(P), to give closed formulas to compute H and the
extraneous factor.
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