
ith the rapid development of wireless net-
work technologies, various wireless network
infrastructures have been designed and
(partially) deployed, such as cellular net-

works (2G/2.5G/3G), wireless LAN (IEEE 802.11)/wireless
MAN (metropolitan area networks) or WiMAX (worldwide
interoperability for microwave access — IEEE 802.16)
/MobileFi (IEEE 802.20)/WPAN (wireless personal area net-
works — IEEE 802.15), and a family of digital video broad-
casting (DVB) technologies (i.e., DVB-satellite, DVB-cable,
DVB-terrestrial, DVB-handheld). Each of these plays an
important role in providing ubiquitous computing and a
communication infrastructure upon which services operate.
To balance the advantages and disadvantages of different
wireless networks, two or more networks with different phys-
ical structures integrate to form new network structures,
called heterogeneous wireless networks (HWNs). For exam-
ple, cellular networks can benefit not only from the location
management of DVB systems [1], they also can be exploited
by WLAN or WiMAX, which can divert traffic in a crowded
cellular cell and provide a higher data transmission rate in a
cost-effective manner [2]. In practice the heterogeneity in
network structures is a typical feature of future mobile wire-
less networks.

The future commercial success of these mobile systems lies
in their ability to provide users with cost-effective services. In
an increasingly mobilized world, users naturally expect that
services or applications will follow them, for example, from
office or home to airport or to wherever they are. These ser-
vices are known for high-speed, content-rich, and burst traffic.
Therefore, the QoS (Quality of Service) guarantee is critical

to these services. The diversity of the network structures, pro-
tocols, and standards in HWNs, combined with even more
diverse application services from users, pose big challenges for
network integration and service integration.

Much research has been performed on the convergence
of two types of wireless networks, especially the conver-
gence of cellular networks with WLAN based ad hoc net-
works [2] and the convergence of cellular networks and
DVB networks [1]. The focus is primarily on certain techni-
cal aspects of the convergence such as location manage-
ment, routing, and so on. In this article, we propose a HWN
architecture that is composed of three types of wireless
access networks: cellular networks, ad hoc networks, and
broadcasting networks, and in particular, UMTS (universal
mobile telecommunications system), ad hoc WLAN, and
DVB-H, respectively — as such, the so-called UWD net-
work. Three networks cooperate and complement each
other to support different services and to optimize network
resource utilization. Instead of focusing on a specific techni-
cal challenge of UWD, we focus on the network architec-
ture and its service-driven adaptation and management. To
this end, we utilize a policy-based management (PBM)
approach in combination with fuzzy control theory, aiming
to maximize the overall effectiveness, flexibility, and robust-
ness of the network.

In the light of this objective, this article first presents the
architecture of the UWD network. Then, it describes a policy-
based QoS-aware service gateway responsible for the service-
driven network adaptation and management. The article
concludes following a presentation of the prototype imple-
mentation and evaluation.
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Abstract
The integration of different types of wireless access networks, or heterogeneous
wireless networks (HWN), is emerging. This article investigates in particular how a
combination of UMTS (universal mobile telecommunications system) cellular net-
works, wireless LAN ad hoc networks, and DVB-H (digital video broadcasting —
handheld) broadcasting networks, called UWD networks for short, is constructed
and managed to provide users with QoS-aware services. Given the complexity of
the UWD networks, a novel policy-based service gateway is proposed. As a soft-
ware framework sitting over and communicating with the UWD network, this UWD
service gateway makes network management decision by reasoning over a set of
predefined policies that describe the behaviors of the UWD network. Network vari-
ables such as bandwidth, delay, and mobility in policies are fuzzified using fuzzy
control theory to make the service gateway (as well as the whole UWD network)
more flexible and robust. Both the prototype implementation and the evaluation
results indicate the feasibility and effectiveness of the system.

A Flexible QoS-aware Service Gateway for
Heterogeneous Wireless Networks

CHEN LAYOUT  3/2/07  3:08 PM  Page 6

                        



IEEE Network • March/April 2007 7

Converged Wireless Networks of
UMTS/WLAN/DVB-H: UWD
In this article, we focus on a particular type of
HWN that includes both unicast (bi-directional,
point-to-point) and broadcast (unidirectional,
point-to-multiple) networks. The combination of
unicast and broadcast can provide both broadband
access to multiple users (via broadcast) and inter-
activity (via unicast). For this article, rather than
using purely cellular networks, unicast is provided
by a combination of cellular networks and mobile
ad-hoc networks (implemented by WLAN). The
goal is to provide another layer of flexibility in a
more cost-effective manner [2]. For example, ad
hoc networks can be used to divert traffic from a
high data rate service request made by a limited
number of users (e.g., video) that cannot be han-
dled by a cellular network. If many users start
streaming the same video, at the same time and in
a similar location, broadcast networks are more suitable to
serve these users simultaneously. The cellular network and
broadcast system discussed in this article are UMTS and
DVB-H, respectively. For simplicity, we call this HWN as
UWD — short for UMTS/WLAN/DVB-H. This section
reviews the issues of UWD network physical architecture,
from both the cell level and the overall network perspective.

UWD Cell Structure
Figure 1 shows the physical characteristics of the UWD system,
including the interfaces (type and number) for every individual
node. In the UWD network, a cellular approach is applied for
the DVB-H broadcast system [3], where a DVB cell (ranging
from localized areas to vast regional networks) may cover multi-
ple cellular cells. For illustration purposes, a portion of a DVB-H
cell with illustrative two cellular network cells is depicted in Fig.
1. Three air interfaces are utilized for communication: a C (Cel-
lular) interface that operates at a cellular network frequency, an
A (Ad-hoc) interface that operates at an ad-hoc network fre-
quency, and a D (DVB-H) interface that operates at a DVB-H
network frequency. In this article we assume that all the mobile
hosts (MHs) are equipped with all three air-interfaces. This
assumption can be relaxed to make the A-interface optional, but
this would complicate routing algorithms as presented in [2]. The
presence of the three air interfaces on the MHs significantly
improves the flexibility and cost-effectiveness of the network
operation and QoS provisioning. Apart from MHs, there are two
types of base stations in UWD networks: cellular base station
and DVB base station. The former is the same as the present
cellular network base station with the C-interface. A cellular base
station uses its C-interface to communicate with mobile handsets
in a wireless mode. The DVB base stations are the same as they
are in the current DVB-H distribution systems [3].

Figure 1 also illustrates the benefit of introducing WLAN
over cellular networks. For example, if MH1 makes a call or
data transmission request to base station (BS) #1 but is
blocked because BS1 currently has no free channel available,
then, MH2, which carries an ongoing call with BS1, releases its
channel or bandwidth (as illustrated by the cross) to MH1. At
the same time, the ongoing traffic in MH2 can be diverted in
an ad hoc manner via route MH2-MH4-MH5-BS2 or route
MH2-MH4-MH6-MH7-BS2 to BS2, which is less crowded. It is
noted that two end points of a WLAN route are cellular base
stations. This constraint is driven by the following reasons:
• WLAN can be utilized to divert voice calls.
• WLANs are not required to have direct connection to the

IP backbone.

If MH9, MH2 and MH4 all make a request to BS1 for the
same video at the same time, then DVB-H is used to broad-
cast the video directly to these mobile devices. In situations
where the QoS cannot be guaranteed by purely ad hoc net-
works, DVB-H can be utilized to serve even one user. This
measure can be dynamically added to or removed from the
UWD service gateway as it is represented by policies.

The UWD System Architecture
The overall architecture of a UWD network and its connection
to the IP backbone network are shown in Fig. 2a. In the UWD,
the WLAN network provides an overlay on top of the UMTS
cellular network and is usually coupled or highly integrated
with the cellular network. However, the DVB-H distribution
network is separate from the UMTS cellular network. A pair of
signaling gateways, as illustrated in Fig. 2a, performs the inter-
networking between UMTS and DVB-H. The pair of signaling
gateways can talk to each other either by a direct link between
them or via the IP backbone if a direct link is unavailable. The
UMTS signaling gateway receives instruction from the UMTS
network or mobile devices and passes it to its peer on the
DVB-H side. The instruction can include DVB-H broadcasting
initiation or termination commands, channel selection com-
mands, and so on. In this way, interactivity can be provided to
the DVB-H system. Similarly, the status of the DVB-H network
can be collected by the DVB-H signaling gateway and passed to
the UMTS network so that the latter can adjust its decision
making on service and network management. Both UMTS and
DVB-H either can connect directly to content/service providers
or can connect via the IP Internet backbone. The UWD service
gateway(USG) is a software framework that monitors the
UWD network status and then makes network selection and
configuration so as to satisfy user-perceived services. The physi-
cal location of the USG is within the cellular network, but it
collects information from both WLAN and DVB-H networks.
The operation of the USG is directly triggered by the new ser-
vices coming from users. For more information, refer to [4] for
a discussion of an appropriate signaling protocol for the
exchange of information between management modules and
the wireless terminal within a composite radio network.

Figure 2b shows how the three types of networks collaborate
to fulfill a service coordinated by the USG. A service request
initially goes to a UMTS base station. If the BS cannot provide
the required QoS, then it passes the request to the USG, and
the USG makes decisions on the network(s) to use and how to
use them. Finally, the service can be executed on the UMTS
network, the UMTS+WLAN, or on all three networks.

n Figure 1. Cell structure of a UMTS/WLAN/DVB-H network.
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To provide services in UWD, QoS is a critical issue, and
many aspects related to heterogeneity and mobility must be
addressed. Especially in the presence of multiple wireless
access networks, each with different channel characteristics
(bandwidth, loss, delay, etc.) and QoS support capabilities,
managing networks and services can be very complex. There
are several factors affecting the decision making of the net-
work to provide a service, including the user’s requirement for
services — usually expressed by service level agreement
(SLA), network capacity, network status, resource utilization,
and cost. The USG is to solve the following problem: given
the status of the UWD network, select proper access networks
(including the combination of different networks), configure
them so as to satisfy service requirements, and at the same
time, keep the resource utilization high and the cost low. We
are particularly concerned about a situation where the net-
work condition is poor due to crowded traffic, channel quality
drop, and so on, as well as how to minimize QoS degradation
in such a situation. In general, to find an optimal solution
under multiple constraints is an NP-hard problem in terms of
algorithms and thus not suitable for run-time network man-
agement. This article proposes to use the PBM method for

the USG, with the goal of providing flexibility in defining dif-
ferent constraints while keeping the management task simple.

A Policy-Based QoS-Aware Service
Gateway for UWD
USG System Architecture
PBM reference architectures that clearly isolate high-level
management logic from low-level physical operations appeared
in the network community about a decade ago [5]. PBM has
been used in research as an effective approach for both net-
work management and service management in wired networks.
Applying PBM in heterogeneous networks was reported
recently in [6], which presented a high-level network manage-
ment framework. This article utilizes PBM from a different
perspective and introduces fuzzy control into the PBM system.

In this article, a policy is employed to define a choice in the
decision making for a service execution process. The policy can
be high-level and general guidance such as “IF multiple users
use the service simultaneously AND these users are located
close to each other, THEN use DVB-H.” Or the policy can
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n Figure 2. Overall architecture of: a) UWD Network and b) network interaction.
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consist of technical instructions such as, “IF the average delay is
low AND mobility is moderate, THEN reduce bandwidth reser-
vation slightly.” The policies whose conditions satisfy the cur-
rent network condition are activated automatically by a policy
decision engine. The instructions from network operators or
QoS admission control strategies can be expressed in the form
of a set of loosely integrated policies in no particular order. As
illustrated in Fig. 3, the policy-based system architecture for the
USG is a collection of the following four types of entities:
• Policies: policies can be distributed across the UWD nodes

depending on their functioning scopes;
• A policy decision engine that reasons over these policies

(called the policy decision point or PDP in IETF terminolo-
gy [5]) to make decisions on network selection and QoS
adaptation;

• An action execution engine (called the policy enforcement
point or PEP in IETF terminology) that provides the real
implementation of policy actions;

• A series of components that implement the network operation
or configuration such as service differentiation, QoS parame-
ter mapping, inter-network signaling, routing, and so on.
These components are deployed across the UWD network.
The adaptability of this system architecture comes from its

awareness of the operation environment (or context informa-
tion). To make a comprehensive decision, the USG must con-
sider the following factors: service types, user requirements,
user device characteristics, and network status. These factors
are all expressed by policies. Re-routing (including route
repairing) or network reconfiguration occurs when there is a
significant change in certain factors. This change is reported
to the PDP through an event, and the PDP makes a proper
decision by reasoning over the policies. The reasoning process
may include conflict resolution if the new contextual changes
result in incompatibility with user or system requirements.
The events also can be triggered by a time period condition or
as a result of an action. Underpinning the PEP are various
network management and routing functions. Those specific to
UWD service provisioning are briefly discussed as follows. For
other generic components, refer to the discussion in [7].

Main Components
Network Monitoring — The network states maintained on a
node (also called local states) include the propagation delay,
bandwidth, and a form of cost metric for each of its outgoing
links. The totality of local states for each node constitutes the
global state of the network. To have a picture of the whole
network state, exchange of these local states among nodes is
required. However, due to the great expense of information
exchange in wireless mobile networks, the number of
exchanges must be kept reasonably low while at the same
time, not compromising the accuracy of the status information
too much. A network monitoring mechanism must strike a
balance between overhead and accuracy. Given the special
role of the center control (CC) system of cellular networks,
our monitoring algorithm tries to utilize the network status
information available in CC and to enable CC to collect
WLAN information, if applicable. The CC also can communi-
cate to the DVB-H signaling gateway that maintains the net-
work status information of the DVB-H network. Limited
broadcasting is another mechanism that aims to further
reduce the communication overhead [2]. In some circum-
stances, where frequent exchange of bandwidth information is
impossible, bandwidth estimation or prediction can be uti-
lized. Bandwidth principally contributes the changes of other
QoS parameters, such as delay and jitter.

Network Selection and Configuration — The objective of net-
work selection is to determine the appropriate access net-
work(s) when a user can be reached through several access
networks. Typically, the most profitable access network is cho-
sen according to QoS requirements, user preferences, network
conditions, and a price model. Assume that these factors are
represented by policies, and then the PDP can make a proper
network selection via reasoning. After access networks are
selected, they must be configured to provide the expected
QoS. Many network configuration mechanisms are available in
individual networks. These mechanisms easily can be used by
the USG as components for implementing policy actions (refer
to the gateway prototype section and to Fig. 5 that follows).

n Figure 3. System architecture of the Policy-based USG.
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QoS-aware Routing — Apart from network configuration, the
fulfillment of the QoS adaptation also requires the presence of
a QoS-aware routing algorithm. A considerable amount of
research and standardization was performed to enhance the
IEEE 802.11 medium access control (MAC) with QoS capabil-
ity. The 3GPP (Third Generation Partnership Project) also
standardized the UMTS QoS concept through a series of spec-
ifications, such as [8]. If DVB-H is utilized to transmit data,
then a pure DVB link can be set up directly to mobile devices.
However, in the case of a request being taken over by WLAN,
the QoS provisioning becomes complex. Since the two end
points of a WLAN route must be cellular base stations (see
the example in Fig. 1), QoS parameters must be converted to
the type of the network concerned, that is, cellular-to-ad hoc
(C-to-A) mapping before the traffic is passed to WLANs, and
A-to-C mapping, before the traffic is finally diverted back to
cellular base stations. The QoS parameter mappings between

IEEE 802.11e and UMTS follow the guidance described in [9].
After the QoS parameters are mapped to the DVB-H net-
work, there is not much of a routing issue in the DVB-H net-
work, which is separated from the UMTS network in our
UWD network. As for routing in the UMTS+WLAN portion
of the network, unique problems such as source selection and
destination selection must be solved [2]. 

Fuzzy Control in the USG
For the policy-based USG to tolerate the vague and imprecise
data, fuzzy logic and fuzzy control [10] is utilized in collabora-
tion with policies and the PDP. The introduction of fuzzy con-
trol enables policies in the USG system to use linguistic
language to describe a network configuration instruction, for
example, “IF average delay is moderate AND average mobility
is low, THEN bandwidth must be increased.” However, the
delay value reported by the network is a crisp value such as
500 ms, and the network can only accept crisp values for
bandwidth such as 1.5 Mb/s. As such, there is a requirement
for fuzzification and de-fuzzification as illustrated in the USG
fuzzy control module shown in Fig. 4a.

For the current status of our work, we select three repre-
sentative network parameters to use for fuzzy control: delay,
mobility, and bandwidth. The same principle and procedure
are applicable to other network parameters. The linguistic
variables used to represent the average transmission delay of
a data packet are: low, moderate, and high. Those to represent
the average node mobility also are: low, moderate, and high.
In the policy mentioned previously, both delay and mobility
appear in the condition part of the policy. The fuzzy variables
used to represent the policy action, that is, bandwidth alloca-
tion, are divided into five levels: unchanged, slightly increased,
increased, slightly decreased, and decreased.

For network configuration related to delay, mobility, and
bandwidth, the following 3*3=9 policies or rules, among many
others, are required by the fuzzy control module, as summa-
rized in Table 1.

Since triangular and trapezoidal shaped membership func-
tions offer more computational simplicity than a Gaussian func-
tion [10], we choose these to define the membership functions
for the previous three fuzzy variables used in the policies. The
practical design of these membership functions is largely appli-
cation specific. In our bandwidth allocation scenario, we defined

n Figure 4. The architecture of: a) the Fuzzy Control Module; and b–d) membership functions.
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n Table 1. Fuzzy policies.

Conditions Action

Average delay Average mobility Bandwidth
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Low Moderate Slightly decreased

Low High Unchanged
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High Low Unchanged

High Moderate Increased
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the membership functions for delay, mobility, and bandwidth
respectively as shown in Fig. 4b–d. The degree of membership is
determined by plugging the monitored input parameter (e.g.,
delay or mobility) into the horizontal axis and projecting verti-
cally to the upper boundary of the membership function(s). For
example, if the input for delay is one second and the input for
mobility is 9 m/s, then the membership functions show that the
input linguistic value is low and moderate, respectively. The out-
put value from the fuzzy control module activates the adapta-
tion choice that is slightly decreased according to the
corresponding linguistic policy — the second entry in Table 1.
Then this fuzzy output response must be de-fuzzified by using
the output membership function for bandwidth given in Fig. 4d.
As a result, a crisp value for a decrease in bandwidth can be
deducted, for example, decreased by 20 percent. An inference
process is involved, especially for cases with more than one poli-
cy whose actions are satisfied. The MAX-MIN method [10],
which tests the magnitude of each policy and selects the highest
one, is adopted in our implementation. This method, though not
combining the effects of all applicable policies, does produce a
continuous output function and is easy to implement.

Prototype Implementation and Evaluation
A prototype system that implements the USG infrastructure
shown in Fig. 3 was implemented. The gateway works in a dis-
tributed manner where each small USG handles a small area
of the whole network and several small USGs collaborate to
fulfill the network-wide network management. In terms of the
physical location of USGs, they can reside on designated
machines or co-locate with network management stations.

A front-end USG was developed (as shown in Fig. 5), where
policies defining network and service behaviors under different
conditions can be (semi-automatically) entered. The salient fea-
ture of this tool is that the script parser can filter out all of the
context information defined in the policies, as shown in the bot-
tom left-hand panel called ‘Context information.’ This panel also
provides a means to specify the context type and the procedure,
providing the value of context information. The two component
panels on the bottom right-hand side list the action components
to be used by policies, either currently available to the network
or not. Network providers and service providers either can pro-
vide the implementation of these unavailable components before
putting a policy into practice or can provide a mechanism that
dynamically discovers the implementation at run time.

After policies are newly inputted or amended, the required
context information in these policies is registered with the cor-
responding monitoring daemons, and the latter send out an
event to the USG when a change that is of interest to the USG
occurs. A generic decision making engine (or PDP) also is
implemented, which reasons over (fuzzy) policies upon receipt
of an event. The corresponding network reconfiguration or
routing actions are to occur if their conditions hold. These
actions are managed by PEP (Fig. 3) and implemented by vari-
ous components as listed in the Component(s) panel in Fig. 5.

In the policy script in Fig. 5, service-oriented policies are
also defined, for example, in the ServiceModule1 module.

Evaluation Results
An indicative evaluation was conducted mainly on the effective-
ness of the fuzzy control module in the USG — one of the major
contributions of this article. In the simulation environment, as

n Figure 5. Prototype implementation of the USG.
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shown in Fig. 6a, a home cellular cell is surrounded by 36 neigh-
boring cells (which are sub-divided into three circles), and each
cell has the transmission radius of 2 km. Two DVB-H base sta-
tions are located to cover these cells. MHs are randomly dis-
tributed over the whole network. The average number of these
MHs, with random speed and random moving direction, is ten
per cell. The maximum traffic that a cellular cell and a DVB-H
cell can support is 100 Erlangs and 3000 Erlangs, respectively.
Assume that the home cell is congested, and every new outgoing
call is either diverted to neighboring cells via a WLAN route or
transmitted via a DVB-H base station (see the sequence diagram
in Fig. 2b). We run two sets of simplified USG systems, with or
without the fuzzy control module and evaluate them in terms of
the average transmission delay of packets.

Figure 6b shows the delay performance of the UWD net-
work under the mediation of the USG with or without fuzzy
control. The fuzzy optimization can reduce the average delay
by up to 30 percent. The MAX-MIN method-based inference
is thought to be the main reason causing a roughly equal dif-
ference of the average delay with or without fuzzy control
after 900 Erlangs because this method always selects the high-
est policy of the highest magnitude. The involvement of DVB-
H when the traffic is very high (e.g., 2500 Erlangs) can reduce
the average delay.

Conclusions
The convergence of more than two wireless access networks,
though more complex, has a better chance of guaranteeing
the QoS of users’ services and offers better optimization to
overall network resource utilization. A flexible (not rigid)
management mechanism, as evidenced in this article, plays a
critical role in the success of such a complex network. Fur-
thermore, such a mechanism must be driven by services from
users — the ultimate customers and the direct contacts of the
wireless access networks.
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n Figure 6. a) Evaluation environment and b) result.
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