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1. Introduction and main results

In the theory of finite groups, centers of group algebras over the complex numbers and rings of
complex valued class functions on groups play an important role in the study of structures of finite
groups. Recently, Takegahara and Yoshida [TY] obtained characterizations of a finite nilpotent group G
in terms of the structure constants of the center of the group algebra CG and the ring of complex
valued class functions on G. Table algebras abstract common features of centers of group algebras and
rings of complex valued class functions on groups, and of the Bose-Mesner algebras of association
schemes, etc. Table algebras have been studied in many papers, and applications to the theory of
finite groups as well as association schemes are discussed (cf. [ACCHMX,AFM,B1,X1,X2,X4,X5]).

In this paper we study characterizations of nilpotent table algebras, and discuss applications to fi-
nite nilpotent groups. Since a nilpotent fusion ring or based ring (cf. [GN]) is a nilpotent table algebra,
the results in this paper also hold for nilpotent fusion rings. Furthermore, an association scheme is
nilpotent if its Bose-Mesner algebra is a nilpotent table algebra. So our results here are also true for
nilpotent association schemes. However, we will not state our results for either nilpotent fusion rings
or nilpotent association schemes.
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Let (A,B) be a commutative table algebra. We will first prove that (A, B) is a nilpotent table
algebra if and only if for any b € B such that b # 1, the thin residue 0”(By) is not equal to By
(Theorem 1.1). An application of this result to finite groups is also presented (Corollary 1.2). Then we
introduce the concept of the thin residue matrix Matys (B) of (A, B), and establish the connections
between the n-th power of Maty» (B) and the n-th thin residue of B as well as between the n-th
power of Maty» (B) and the n-th thin radical of B, for any positive integer n (Theorem 1.5). As a direct
consequence, we obtain that (A, B) is a nilpotent table algebra of class n if and only if Matgys (B)
is a nilpotent matrix of index of nilpotence n. For a finite group G, Takegahara and Yoshida [TY]
introduced matrices S and T similar to Maty» (B) for the center of the group algebra CG and the ring
of complex valued class functions on G, respectively, and proved by lengthy but direct computations
that G is a nilpotent group of class n if and only if S is a nilpotent matrix of index of nilpotence n
if and only if T is a nilpotent matrix of index of nilpotence n (cf. [TY, Theorems 1.1 and 1.2]). Our
approach in this paper is not to generalize the theorems in [TY] to table algebras, but to prove stronger
properties about the structures of table algebras, and then obtain the characterizations of nilpotent
table algebras and nilpotent groups as direct consequences. In particular, our Theorem 1.5 provides a
conceptual explanation of [TY, Theorems 1.1 and 1.2]. We will also introduce the notion of the thin
residue digraph I'g» gy, which is the digraph corresponding to the thin residue matrix Matg» (B), and
show that (A,B) is a nilpotent table algebra of class n if and only if I'ys g, does not contain any
directed cycle and the length of longest directed path is n — 1 (Theorem 1.10). Other properties for
nilpotent table algebras and nilpotent finite groups can also be easily obtained from the thin residue
digraphs (Corollaries 1.11, 1.12, and Proposition 3.7). In particular, our method developed in this paper
yields a very simple and direct proof of [TY, Theorem 1.4]. Finally, we study the properties of the basis
digraphs of table algebras, and prove that (A, B) is a nilpotent table algebra if and only if for any b € B
such that b # 1, the principal component of the basis digraph I}, is cyclically partite (Theorem 1.13).

The rest of this section is devoted to explicit statements of definitions, notation, and the main
results of the paper. Let us start with a very brief review of some known facts of table algebras,
closed subsets, and quotient table algebras.

A table algebra (A, B) is a finite dimensional associative algebra A over the complex numbers C,
and a distinguished basis B = {bg, b1, b2, ..., by} for A such that the following properties hold:

(i) bg = 14, the identity element of A. (We will also simply write 14 as 1.)
(ii) The structure constants for B are nonnegative real numbers; that is, for all b;,bj € B, bib; =
>k _o kijmbm, for some Aijm € Ro.
(iii) There is an algebra antiautomorphism (denoted by *) of A such that (a*)* =a for all a € A and
b} e B for all b; € B. (Hence i* is defined by b+ = b}.)
(iv) For all b;, bj € B, Ajjo =0 if j#i*; and Ajj=o > 0.

Let (A,B) be a table algebra. Then B is called a table basis. An element b; € B is called a thin
(or linear) element if b;b} = Aijxo1a. If every element in a nonempty subset N of B is thin, then we
say that N is thin. It is well known that there is a unique algebra homomorphism v : A — C such
that v(b;) = v(b}) > 0 for all b; € B (see Proposition 3.12 and Theorem 3.14 of [AFM]). The algebra
homomorphism v : A — C is called the degree map of (A, B), and the values of v(b;), for all b; € B,
are called the degrees of (A, B). For any b; € B and any nonempty subset N of B, the order of b;, o(b;),
and the order of N, o(N), are defined by

v(b;)?
o(b) := CIVR—— o(N) := > o(by),
ii*0
biEN
respectively. Furthermore, let
~ ) b
Nt .= ( l)b,’.
Aii*0
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Let (A, B) be a table algebra, with B={bg =14, b1, b2, ..., bi}. For any a € A with a = Zf:oaibi-
define Suppg(a) := {b; | @; # 0}. For any nonempty subsets R and L of B, define

RL:= U Suppg(bc) and R*={b*|beR}.
beR, ceL

Then for any nonempty subsets R, L, and N, (RL)N = R(LN); we will write both (RL)N and R(LN)
as RLN. A nonempty subset N of B is called a closed subset (or table subset) of B if N*N C N. It is well
known that N is a closed subset of B if and only if NN € N, and if N is a closed subset of B, then
14 €N, N* =N, and (CN,N) is also a table algebra, called a table subalgebra of (A, B), where CN is
the C-space with basis N. For any b; € B, we write N{b;} as Nb;, {b;}N as b;N, and N{b;}N as Nb;N.
Assume that N is a closed subset of B. It is well known that {Nb;N | b; € B} forms a partition of B. Let

bj, foranyb; eB.

Let B//N:= {b;//N | b; € B}, and A//N:=C(B//N). That is, A//N is the C-space with basis B//N. Then
(A//N,B//N) is a table algebra such that for any b; € B, (b;//N)* = b} //N, and the degree v(b;//N) =
o(N)~'o(Nb;N). (See [AFM, Theorem 4.9].) (A//N,B//N) is called the quotient table algebra of (A,B)
with respect to N. Note that in [AFM, Theorem 4.9], (A, B) is assumed to be standard. Although we do
not assume that (A, B) is standard here, the quotient table algebra (A//N, B//N) is actually defined
over the standard rescaling of B, and B//N itself is standard.

The thin residues and the thin radicals of closed subsets of association schemes are studied in [Z].
These concepts can be defined similarly for closed subsets of table algebras. Let (A,B) be a table
algebra, and let R be a subset of B. Then the intersection of all closed subsets of B that contain R is
a closed subset of B, called the closed subset generated by R, and denoted by (R). In particular, the
closed subset (#) generated by the empty subset of B is {1}. For any b € B, the closed subset generated
by {b} is denoted by (b) or By, and called the closed subset generated by b. Let N be a closed subset
of B. Then the thin residue of N, 07 (N), is defined by

07 (N) := < U SuppB(bb*)>.
beN
It is well known that the quotient N//O?(N) is a thin closed subset. Furthermore, if M is a closed

subset of N such that the quotient N//M is thin, then 07 (N) € M. Set (0”)°(N) := N, and for any
integer n > 1, define the n-th thin residue of N, (0?)"(N), inductively by

(07)' Ny == 07 ((07)" " ().
On the other hand, the thin radical of N, Oy (N), is the set of all thin elements of N. It is clear that

the thin radical Oy (N) is a closed subset of B. Set 01(90) (N) := {1}, and for any integer n > 1, define
recursively the n-th thin radical of N, 07(9”) (N), to be the closed subset of B such that

0" MN)//05 "Ny =0, (N//OSV(N)).
If (A, B) is commutative, then
B20’®)2(0°)’®)2(0")’®)2-

is called the lower central series of (A, B), and
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(ycoy®coP®coP®c.-

is called the upper central series of (A,B) (cf. [BX2]). Furthermore, if (A, B) is commutative and
Of,")(B) = B for some positive integer n, then (A, B) is called a nilpotent table algebra, and the mini-

mal n such that Of,") (B) =B is called the nilpotent class of B (cf. [BX2, Proposition 1.22 and Defini-
tion 1.23]). It is also known that (A, B) is a nilpotent table algebra of class n if and only if n is the
minimal positive integer such that (0?)*(B) = {1} (cf. [B3,GN]).

Now we are ready to state the main results of the paper. The next theorem says that a nilpotent
table algebra (A, B) is characterized by the thin residues of its closed subsets By, for all b € B such
that b # 1.

Theorem 1.1. Let (A, B) be a commutative table algebra. Then the following are equivalent.

(i) (A, B) is a nilpotent table algebra.
(i) Forany b € B such that b # 1, 07 (By,) # By,

For a finite group G, we have two commutative table algebras: (Z(CG), Cla(G)), the center of the
group algebra CG with table basis Cla(G), the set of sums over various conjugacy classes of G; and
(Ch(G), Irr(G)), the ring of complex valued class functions on G with pointwise addition and multi-
plication, and with table basis Irr(G) the set of irreducible characters of G. The (anti)automorphism
of (Z(CG),Cla(G)) is induced from inversion on G. That is, for any conjugacy class C of G, let
Ct =3 ccx Then (CT)* =3, -x"!. The (anti)automorphism of (Ch(G),Irr(G)) is given by com-
plex conjugation on Irr(G), extended linearly to Ch(G). It is well known that G is a nilpotent group of
class n if and only if (Z(CG), Cla(G)) is a nilpotent table algebra of class n if and only if (Ch(G), Irr(G))
is a nilpotent table algebra of class n (cf. [B1, Remarks 1.12 and 1.10]). Note that this result also fol-
lows from the more general relationship between a nilpotent table algebra and its dual (if the dual is
also a table algebra); cf. [B2, Theorems 1 and 2].

As a direct consequence of Theorem 1.1, we have the following

Corollary 1.2. Let G be a finite group. Then the following are equivalent.

(i) G is a nilpotent group.
(ii) For any conjugacy class C of G such that C # {1}, the commutator subgroup of G and (C), [G, (C)], is not
equal to (C), where (C) is the (normal) subgroup of G generated by C.

Theorem 1.1 and Corollary 1.2 will be proved in Section 2.
Now we introduce the concept of the thin residue matrix of a table algebra, which is closely
related to the thin residue.

Definition 1.3. Let (A,B) be a table algebra, with B = {bg = 14, b1, b2, ..., by}, and structure con-
stants Ajjm, 0 <1, j,m <k. Then the thin residue matrix of (A, B), Matg» (B), is the k x k nonnegative
matrix whose rows and columns are indexed by b1, by, ..., b, and whose (b;, bj)-entry is Ajj«;.

Let G be a finite group. Takegahara and Yoshida [TY] defined S := Matg»(Cla(G)) and T :=
Matgs (Irr(G)), and proved directly by calculations that G is nilpotent if and only if S is a nilpotent
matrix if and only if T is a nilpotent matrix (cf. [TY, Theorems 1.1 and 1.2]). For a commutative table
algebra (A, B), our next theorem gives the intrinsic connections between the n-th power of Mat,s (B)
and the n-th thin residue (0?)"(B) as well as between the n-th power of Mat,s (B) and the n-th
thin radical Og')(B), for any positive integer n, which in turn provide a conceptual explanation of the
results in [TY].

Definition 1.4. Let (A, B) be a table algebra, with B={bg =14, b1, b2, ..., by}. For any k x k nonnega-
tive matrix P with rows and columns indexed by b1, by, ..., by, let
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&(P) := {b; | the (b, bj)-entry of P is not zero for some b, }

and

D(P) := {bj | the (b;, bj)-entry of P is zero for all b;}.

Then (€(P)) is called the closed subset of B associated with P, and (®(P)) is called the null closed
subset of P.

Theorem 1.5. Let (A, B) be a commutative table algebra, and let S = Matq» (B). Then for any positive inte-
gern,

(07)"B) = (¢(sM)) (11)
and
0" (B) = (D(s"))=D(S") U {1}. (12)
In particular, (0?)"(B) = {1} if and only if OE,") (B) =B if and only if S™ is a zero matrix.

As mentioned above, for a commutative table algebra (A, B) and a positive integer n, it is already
known that (0?)"(B) = {1} if and only if 01(9") (B) = B. Here we obtain this result as a direct conse-
quence of (1.1) and (1.2).

The next corollary is a direct consequence of Theorem 1.5.

Corollary 1.6. Let (A, B) be a commutative table algebra. Then the following are equivalent.

(i) (A, B) is a nilpotent table algebra of class n.
(ii) Matgy» (B) is a nilpotent matrix of index of nilpotence n.

Let G be a group. Set Zo(G) := {1}, and for any positive integer i, define Z;(G) inductively to be
the normal subgroup of G such that Z;(G)/Zi—1(G) = Z(G/Z;i—_1(G)), the center of G/Z;_1(G). Then
the upper central series of G is

Zo(G) ={1} € Z1(G) =Z(GC) S Z(G) & - -.

On the other hand, set G1 := G, and for any integer i > 2, define G; inductively to be the commutator
subgroup [G, Gj_1] of G and G;_. Then the lower central series of G is

G=G612G,=[G.G]2G3=[G.[G.G]|2---.
Let G be a finite group. For a nonempty subset R of the table basis Cla(G), let
R¢ = U{C | C is a conjugacy class of G such that C* € R}. (1.3)

It is clear that R is a closed subset of Cla(G) if and only if R¢ is a normal subgroup of G. By applying
Theorem 1.5 to the table algebra (Z(CG), Cla(G)), we get the next corollary immediately.



B. Xu / Journal of Algebra 363 (2012) 94-112 99

Corollary 1.7. Let G be a finite group, and let S = Mat» (Cla(G)). Then for any positive integer n,

(€(S™))e = Gn1 (14)

and

(@(s")e = Zn(G). (1.5)
In particular, Z,(G) = G if and only if Gn1 = {1} if and only if S™ is a zero matrix.

Note that [TY, Theorem 2.3] can be interpreted as a variation of (1.5). Since a finite group G is
nilpotent of class n if and only if (Z(CG), Cla(G)) is a nilpotent table algebra of class n if and only
if (Ch(G), Irr(G)) is a nilpotent table algebra of class n, as a direct consequence of Corollary 1.6, we
have the following

Corollary 1.8. (See [TY, Theorems 1.1 and 12].) Let G be a finite group, S = Matys (Cla(G)), and T =
Matgs (Irr(G)). Then the following are equivalent.

(i) G is a nilpotent group of class n.
(ii) S is a nilpotent matrix of index of nilpotence n.
(iii) T is a nilpotent matrix of index of nilpotence n.

Theorem 1.5 and Corollary 1.7 will be proved in Section 2.

Let G be a finite group. Other matrices related to Mat,» (Cla(G)) and Matgv (Irr(G)) are introduced
in [TY], and some properties are proved by complicated computations. In Section 3 we will show that
these properties can be easily obtained by applying the method developed in this paper.

Now let us turn to the characterizations of nilpotent table algebras in terms of the thin residue
digraphs and the basis digraphs.

Definition 1.9. Let (A,B) be a table algebra, with B = {bg = 14, b1, b2, ..., by}, and structure con-
stants Ajjm, 0 < i, j,m < k. The thin residue digraph of (A,B), I'y» ), is the directed graph (digraph)
defined by

V(I'or@) =B\ (1}, E(I'oom):={bi.bj) | i #0}.
That is, I'pv gy is the digraph corresponding to the thin residue matrix Matyo (B).

Let (A,B) be a table algebra. Then I'y» g, may not be a simple digraph. If I'y» g, is not simple,
then there exists b; € B\ {1} such that (b, bi) € E(I'g»g)), and I'y» g, has a directed cycle with only
one vertex b;. The next theorem follows directly from Theorem 1.5. It provides a very easy way to
determine whether a commutative table algebra is nilpotent or not. By applying this theorem, we
will prove some properties for matrices related to the thin residue matrix (see Proposition 3.7 in
Section 3), and obtain [TY, Theorem 1.4] as a direct consequence.

Theorem 1.10. Let (A, B) be a commutative table algebra. Then the following are equivalent.

(i) (A, B) is a nilpotent table algebra of class n.
(ii) The digraph I'g» (B) contains no directed cycles, and the length of the longest directed path isn — 1.

Let (A, B) be a commutative table algebra. Then (A, B) is not a nilpotent table algebra if and only if
the digraph I'y» (B) contains a directed cycle by Theorem 1.10. Thus, we have the following corollary.
Note that in Corollary 1.11(ii), it is possible that r = 1.
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Corollary 1.11. Let (A, B) be a commutative table algebra. Then the following are equivalent.

(i) (A, B) is not a nilpotent table algebra.
(ii) Thereare b;,, bi,, ..., bi € B\ {1} such that

bi,, € Suppg (bi,,,bi ), foralm=1,2,...r,

Im+1

where b;. | =b;,.

Let G be a group. For any character x of G, let x denote the complex conjugate of y. That is,
for any g € G, }(g) = x(g), the complex conjugate of x(g). For any two characters x and p, let
(x,p) denote the inner product of y and p. Let xo be the principal irreducible character of G.
The next corollary is a direct consequence of Theorem 1.10 (or Corollary 1.11). It provides a way to
determine if a finite group is not a nilpotent group. Note that in Corollary 1.12(ii), it is possible that
r=1.

Corollary 1.12. Let G be a finite group. Then the following are equivalent.

(i) G is not a nilpotent group.
(ii) There are irreducible characters x1, ..., Xr € Irt(G) \ {xo} such that

(Xis Xi+1Xiv1) #0, foralli=1,2,...,r,
where Xry1 = X1.

A very short proof of Theorem 1.10 will be included in Section 3 for the convenience of the reader.
Let (A,B) be a table algebra. Let us denote the structure constants of (A,B) by Apq, for all
b,a,c €B. For any b € B, we have a digraph I}, (cf. [AFM]) defined by

V(Iy) =B,  E(b):={@0) | Apac #0}.

I, is called a basis digraph of (A, B). Note that I}, may not be a simple digraph. If b* = b, then [} is an
undirected graph. Similar digraphs for association schemes are defined in [BCN], and called distribution
diagrams. For an association scheme (X, {R;j}ogigd), the digraph Gg,, defined by V(Gg,) := X and
E(Gg,) :={(x,y) | (x,¥) € R;}, is called a relation digraph, for any 0 <i < d. Note that the relation
digraphs of association schemes are called the basis digraphs in [BP].

Let (A, B) be a table algebra. For any b € B such that b # 1, each weak component of I} is also a
strong component, and the vertex set of the (weak, strong) component of I, that contains a vertex
a € B is Bya (see Lemma 4.1 in Section 4 below). The component of I';, with vertex set By is called
the principal component of I, (Definition 4.2 in Section 4 below).

Let I' = (V,E) be a digraph. If there is an integer h > 1 and a partition V1, V,,..., Vy of the
vertex set V such that for any u € V; and v € V with (u, v) € E, we have j —i=1 mod h, then I" is
called a cyclically h-partite digraph (cf. [CDS, p. 82]). In this paper a cyclically h-partite digraph is also
simply called a cyclically partite digraph.

The next theorem says that a nilpotent table algebra can be characterized by the principal com-
ponents of its nontrivial basis digraphs. Note that Barghi and Ponomarenko [BP] proved that an
association scheme is a p-scheme if and only if each nontrivial relation digraph is cyclically p-partite.

Theorem 1.13. Let (A, B) be a commutative table algebra. Then the following are equivalent.

(i) (A, B) is a nilpotent table algebra.
(ii) For any b € B such that b # 1, the principal component of the digraph I, is cyclically partite.
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Note that in Theorem 1.13(ii), it is possible that for some b,c € B\ {1} such that b #¢c, [} is
cyclically h-partite and I is cyclically p-partite with h # p.

The rest of the paper is organized as follows. In Section 2 we prove Theorems 1.1 and 1.5. Then
in Section 3 we prove Theorem 1.10 and, by using the thin residue digraphs, some other properties
related to the thin residue matrices. We will study some basic properties of the basis digraphs and
prove Theorem 1.13 in Section 4.

2. Proofs of Theorems 1.1 and 1.5

Let us first prove Theorem 1.1. Let (A, B) be a table algebra, and let R be a nonempty subset of B.
Set R® = {1}, and for any positive integer n, define R inductively by R = R*'R. It is clear that the
closed subset generated by R, (R), is given by

R) = JR". (2.1)
n=1

In particular, for any b € B, B, = | ;2 ; Suppg(b"). Furthermore, if (A, B) is commutative, then for any
nonempty subsets R and L of B, (RL)" = R"L", for any positive integer n.

Let (A, B) be a table algebra, and let N be a closed subset of B. Then for any nonempty subset R
of B, let

R//N:={b//N|bcR}.

Since the quotient table algebra (A//N, B//N) is defined over the standard rescaling of B in this paper,
all the known results for the quotient table algebras under the assumption that (A, B) is standard can
be applied in our discussions.

The next lemma is needed for the proof of Theorem 1.1.

Lemma 2.1. Let (A, B) be a commutative table algebra, and let N be a closed subset of B. Then the following
hold.

(i) For any nonempty subsets R and L of B, (R//N)(L//N) = RL//N. In particular, for any positive integer n,
(R//N)" =R"//N.
(ii) For any nonempty subset R of B, (R//N) = (R)//N = (R)N//N.
(iii) Forany b € B, b//Nis a thin element of B//N if and only if Suppg(bb*) C N. In particular, if B is thin, then
B//N is also thin.

Proof. (i) By [X1, Lemma 2.5(iii)], (R//N)(L//N) = (RNL)//N. Since (A, B) is commutative, RNL = RLN.
But (RLN)//N =RL//N by [X1, Lemma 2.5(i)]. So (i) holds.
(ii) From (2.1) and (i) we have that

R/N) = _J®R/N)" = _J(R"//N) = ( U R")//N = (R)//N.

n=1 n=1 n=1

Also (R)N//N = (R)//N by [X1, Lemma 2.5(i)]. So (ii) holds.
(iii) For any b, c € B, Suppgn((b//N)(c//N)) = Suppg(bc)//N by (i). So (iii) holds. O

Let (A,B) and (C,D) be table algebras. Let ¢ : A — C be an algebra homomorphism such that
for any b € B, ¢(b) is a positive scalar multiple of an element in D. Then ¢ is called a table algebra
homomorphism from (A, B) to (C, D). If a table algebra homomorphism ¢ : (A, B) — (C, D) is bijective,
then ¢ is called a table algebra isomorphism, (A, B) and (C, D) are called isomorphic table algebras, and
denoted by (A,B) = (C,D) or simply B=D. It is clear that if B= D and B is thin, then D is also
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thin. Let (A, B) be a commutative table algebra, and let M and N be closed subsets of B. Then by [B2,
Theorem 4], MN is a closed subset of B, and

MN//N=M//(MNN). (2.2)
Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. (i) = (ii) Let b € B such that b # 1, and let m be the minimal positive in-
teger such that b ¢ (0?)™(B). Then b € (0?)"~1(B), and it follows from (0?)"~1(B)//(0?)™(B)
a thin closed subset that b//(0?)™(B) is thin. Hence, the closed subset (b//(0”)"(B)) generated
by b//(0?)™(B) is thin. Note that by Lemma 2.1(ii) and (2.2),

(b//(0")"B))= (B, - (0”)"(B))//(07)" (B) =By // (B, N (0”)" (B)).

Thus, By//(By N (0?)™(B)) is thin, and hence 0?(By) € By, N (0?)™(B). But b ¢ (0”)™(B). So
B, N (0?)™(B) # By,. Thus, 07 (B) # By, and (ii) holds.
(ii) = (i) Since B is a finite set, it is enough to prove that

for any closed subset N of B such that N {1}, 0? (N) = N. (2.3)

Suppose toward a contradiction that (2.3) is false. Since the orders of closed subsets of B comprise a
finite set of positive real numbers, we may choose a closed subset N # {1} with o(N) minimal such
that 0% (N) =N. Now N #By, for any b € N, by (ii). Hence, there exist proper closed subsets C, D of N
with N = CD. (For example, let C be a maximal closed subset of N and D =By, for any b e N\ C.)
Choose such C, D with o(C) + o(D) minimal. Now o(D) < o(N) implies that (2.3) holds for D. Hence,
Q:= 07 (D) is a proper closed subset of D, and D//Q is thin. By (2.2),

N//€Q=CD//CQ = (CQ)D//CQ=D//(DNCQ).

But Q € DN CQ implies that D//(DNCQ) = (D//Q)//((DNCQ)//Q) by [X1, Theorem 4.4]. Hence,
N//CQ is thin by Lemma 2.1(iii). Also, 0(C) + 0(Q) < 0o(C) + o(D) implies that CQ # N. Therefore,
0?(N) C CQg N, a contradiction. This proves (2.3), and (i) holds. O

The next (well-known) corollary is immediate from Theorem 1.1.

Corollary 2.2. Let (A, B) be a nilpotent table algebra. Then for any closed subset N of B, the table subalgebra
(CN, N) is also nilpotent.

Note that Corollary 2.2 can be proved without using Theorem 1.1, and the proof of “(i) = (ii)” in
Theorem 1.1 is trivial by applying Corollary 2.2.

Let G be a finite group. For a nonempty subset R of the table basis Cla(G), let Rg be the same as
in (1.3), and let (Rg) be the (normal) subgroup of G generated by R¢. The next lemma is immediate.

Lemma 2.3. Let G be a finite group. Then the following hold.

(i) For any nonempty subset R of the table basis Cla(G), (R¢) = (R)¢.
(i) For any closed subset N of Cla(G), (07 (N))¢ = [G, N¢1, the commutator subgroup of G and Ng.

Let G be a finite group. Then for any conjugacy class C of G, (C*)g = (C) and (0% ((CH)))¢ =
[G, (C)] by Lemma 2.3. Thus, [G, (C)] # (C) if and only if 0?7 ((CT)) £ (CT). Since G is nilpotent if
and only if the table algebra (Z(CG), Cla(G)) is nilpotent, Corollary 1.2 follows directly from Theo-
rem 1.1.
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Now we prove Theorem 1.5. We need the next lemma first.

Lemma 2.4. Let (A, B) be a commutative table algebra. Then for any nonempty subset R of B,

<U SuppB(bb*)> =0"((R)). (2.4)

beR

Proof. Let N := (|J,cg Suppg(bb*)). Then it follows from Suppg(bb*) € 07 ((R)), for any b € R, that
N C 07 ((R)). On the other hand, since (A, B) is commutative, it follows from Lemma 2.1(iii) that for
any b €R, b//N is a thin element of B//N. So (R//N) is a thin closed subset of B//N. Note that (R) © N
and (R)//N = (R//N) by Lemma 2.1(ii). So (R)//N is a thin closed subset. Thus, 0” ((R)) C N, and the
lemma holds. O

The next example says that Lemma 2.4 is not true if (A, B) is not commutative.

o
m

Example 2.5. (The association scheme is adapted from [H].) Let (X, {Ri}o<i<9) an association

scheme such that

012233 4455¢6¢6 77388929
103 3225544889966 77
2302136789 474615958
23203176 9874649528375
321302896 7595847 4°F€6
3231209876 9585746¢6 4
45679804517 2263983
9 4 576 89401527629 3338
ZlAz— 54986 7510439837226
54897615409 33827°¢6 2|
=0 6 947587 238064253109
6 97485278 3602433591
78 46 5926934207185 3
78 6 4956 239247081335
96 5847 38725319064 2
96 857 483273591620 24
8 75946 932618534207
8 7956 4396 281352470

where A; is the adjacency matrix of R;, 0 <i < 9. Let (A, B) be the Bose-Mesner algebra of the as-
sociation scheme (X, {Ri}ogig9), Where B = {Ag, A1, ..., Ag}. Then (A, B) is a noncommutative table
algebra. It is easy to check that (2.4) does not hold for R = {Ag}.

Proof of Theorem 1.5. Let us first prove (1.1) by induction on n. It is clear that (1.1) holds for n =1
by the definition of the thin residue. Now assume that n > 1 and (1.1) holds for n — 1. Then we show
that (1.1) holds for n. Let R be a k x k nonnegative matrix whose rows and columns are indexed by
b1,ba, ..., by and whose (b;, bj)-entry is p;; > 0. Then by Lemma 2.4,

Oﬁ((@(R)>)=< U SUDPB(bfb?)>

bee€(R)

= (bj € B | Age+i # 0 for some by (t > 1) with pyj # 0 for some b)
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= <b,- €B| an*iptj # 0 for some bj>
t>1

= (b € B| the (b;, bj)-entry of SR is nonzero for some b;)

=(€(SR)).

In particular, let R = S"~1. Then 0% ((€(S" 1)) = (€(SS"~ 1)) = (€(S™)). Thus, by the induction as-
sumption,

(0”)"® =0"((0")""'®) = 0" ({e(s" ")) = (e(s").
So (1.1) holds for n.

Next we prove (1.2). For any positive integer n, define T™ := {bj e B\ {1} | Ajj+i =0 for all b; ¢
Of,"_l)(B)}, and prove by induction that for all n > 1,

0" B)=2(s") U1} =T U {1}. (2.5)

This is immediate for n = 1, by the definitions of Of,o)(B), Of;)(B), and ©(S). Suppose that (2.5) holds
for some n>1. Let N:= Of,”)(B). Then for j > 1,

bje 0y V®) < (b;//N)(b5//N)=1//N <= Suppg(b;b5) CN
— Aj=0 forallb,¢ 0"B) = b;eT™D.
By the induction hypothesis, for t > 1,
b € Of;”(B) <= the (b;, by)-entryof S"is0 forall 1 <i<k.

Let B be the (b, be)-entry of S", 1 <i,t <k If j>1 and b; € 05" (B), then for all i > 1, the
(bi, bj)-entry of S™1 = §"S is

Zﬂirkjj*t = Z BieAjjee + Z BitAjjt = 0.

21 beeO P B\ (1) beg 09" (B)

Thus, 05V (B) € D(S™1) U (1). If b ¢ 04"V (B), then Ajj=, # O for some b, ¢ 0" (B). Hence, by
the induction assumption again, the (b;, by)-entry of S" is nonzero for some i. So the (b;, bj)-entry of
S"S is nonzero, and b; ¢ D(S™1)U{1}. This proves that (2.5) holds for n+1, and establishes (1.2). O

Let G be a finite group. Then the map

{closed subsets of Cla(G)} — {normal subgroups of G}, N N¢

is bijective. Furthermore, for any closed subsets M and N of Cla(G) such that NC M,

M//Nis thin if and only if Mg /N¢g € Z(G/Ng).
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Therefore, for any positive integer n,

(0$7(Cla(6))); = Zn(G).

It is also clear that for any positive integer n,

((0")(Cla(®)) g = Gnsa
by Lemma 2.3(ii). Hence, Corollary 1.7 follows directly from Theorem 1.5.
3. Thin residue digraphs

In this section we first study some basic properties of the thin residue digraph of a table algebra,
and prove Theorem 1.10. Then we show that some properties proved by lengthy and complicated
calculations in [TY, Theorem 1.4] can be easily obtained by the method developed in this paper.

Let I = (V, E) be a digraph. For any vertices u, v € V, if there is an ordered list of vertices u; = u,
uy,...,Upy1 = v such that (uj, uj4q) € E for i =1,2,...,n, then we say that there is a directed path
from u to v of length n. If u = v, then a directed path from u to u is a directed cycle. If I" is not
simple, and (u,u) € E for some u € V, then I" has a directed cycle with only one vertex u.

Definition 3.1. Let I" be a digraph. A vertex v of I" is called a cycle-less vertex if there is no directed
path that begins with v and intersects a directed cycle.

Let I be a digraph. Then a vertex v of I' is cycle-less if and only if the length of any directed
path beginning with v (if it exists) is finite. If v is a cycle-less vertex of I, then all vertices on the
directed paths beginning with v (if any) are cycle-less. Furthermore, every vertex of I" is cycle-less if
and only if I contains no directed cycles.

Let (A, B) be a table algebra, with B={bg = 14, b1, b2, ..., br}. For any k x k nonnegative matrix P
with rows and columns indexed by b1, by, ..., by, let I'p be the digraph defined by

V(I'p)=B\ {1} and E(I'p)={(bi,bj) | the (b;, bj)-entry of P is not zero}.
That is, I'p is the digraph corresponding to P.

Lemma 3.2. With the notation in the above paragraph, the following hold.

(i) Forany b; € B\ {1}, b; € €(P") for some positive integer n > 1 if and only if there exists b; € B\ {1} such
that (bi,bj) € E(I'p) and bj € €(P™1).
(ii) Forany b; € B\ {1}, b; € €(P") for some positive integer n if and only if there is a directed path of length n
that begins with b;.
(iii) If b; is not a cycle-less vertex of I'p, then b; € €(P™) for any positive integer n.
(iv) If b; is a cycle-less vertex of I'p, and the length of the longest directed path that begins with b; isn > 1,
then b; € €(P") for any positive integer r < n, but b; ¢ €(P™) for any positive integer m > n.

Proof. (i) Assume that for any 1 <i,m <k, the (b;, byy)-entries of P and P"™! are p;n and Bim,
respectively. Then the (b;, by)-entry of P" is 25;1 pilBim. Since P and hence P"™~! are nonnegative
matrices, the (b, by)-entry of P" is not zero if and only if there is 1 < j <k such that p;; # 0 and
Bijm # 0. So (i) holds.

(ii) follows directly from (i) by induction on n.

(iii) Since b; is not a cycle-less vertex, there is a directed path that begins with b; and intersects a
directed cycle. So for any positive integer n, there is a directed path of length n that begins with b;.
Hence, (iii) holds by (ii).
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(iv) Since there is a directed path of length r that begins with b; for any positive integer r < n, and
there is no directed path of length m that begins with b; for any positive integer m > n, (iv) follows
directly from (ii). O

Definition 3.3. Let I" be a digraph. If I" has a directed path whose vertices are all cycle-less, then
the length of the longest directed path with cycle-less vertices is called the cycle-less length of I', and
denoted by ¢(I"). If I" has no directed path with cycle-less vertices, then define ¢(I") =0.

Let I" be a digraph. If I" has a directed path whose vertices are all cycle-less, then it is clear that
the length of the path is finite. Thus, we have that £(I") < co.

Lemma 34. Let (A, B) be a table algebra, with B = {bg = 14, b1, b2, ..., by}. Let P be a k x k nonnegative
matrix whose rows and columns are indexed by b1, ba, ..., b. Ifn = £(I'p), then

2 1 2
€ 2€(P?) 2+ 2€(P) 2€(P) = (P =
Furthermore, €(P™t1) contains no cycle-less vertices of I'p.

Proof. If n =0, then I'> does not have any directed path whose vertices are all cycle-less. Let
b; € €(P). Then b; is not a cycle-less vertex. Hence, b; € €(P™) for all positive integer m by
Lemma 3.2(iii). This proves that ¢(P) = €(P?) = ¢(P3) =---, and the lemma holds. If n > 0, then
there is a directed path of length n, say b;,,, — b;, — ---— bj, — b;,, such that b;,_ ., bj,,...,bj,,bj,
are cycle-less vertices and b;; ¢ €(P). Hence for m=2,3,...,n+41, n=4£(I'p) implies that the length
of the longest directed path beginning with b;, is m — 1. Thus, b;, € ¢(P™1) but b;, ¢ €(P™) by
Lemma 3.2(iv), m =2,3,...,n + 1. Therefore, €(P") # ¢(P™+1) for all r =1, 2,...,n. Furthermore,
since for any cycle-less vertex bj, the length of any directed path that begins with b; is at most n,
it follows from Lemma 3.2(iv) that ¢(P"t1), €(P"+2), ... contain no cycle-less vertices of I'p. So
¢(P™1y = ¢(P"2) = ... by Lemma 3.2(iii). It is clear that ¢(P") D ¢(P™t1) for all positive integer r.
Hence, the lemma holds. O

Now Theorem 1.10 is clear. We include a very short proof here for the convenience of the reader.

Proof of Theorem 1.10. By Lemma 3.2(iii) and (iv), Maty» (B) is a nilpotent matrix if and only if every
vertex of the digraph I'y» g, is cycle-less. Hence, Maty» (B) is a nilpotent matrix if and only if I'y» g,
has no directed cycles. Furthermore, if Matys (B) is a nilpotent matrix of index of nilpotence n, then
n=1+¢(Iy»@E) by Lemma 3.4. Thus, Theorem 1.10 holds by Corollary 1.6. O

The next corollary is immediate from Theorem 1.5 and Lemma 3.4.

Corollary 3.5. Let (A, B) be a commutative table algebra. Let n = £(I"y» g)). Then

(Og)n+1 (B) = (Oﬁ)n+2(B) _

Let (A,B) be a commutative table algebra. The next example says that for some positive integer
m < £(I'ysg)), We may also have (07)™1(B) = (0?)"2B) =" .

Let (A, B) be a commutative table algebra. The nonzero entries of Mat,s (B) are not all ones in
general. Since Maty» (B) is a nonnegative matrix, changing its nonzero entries to 1 does not affect
which entries of the powers of Maty» (B) are nonzero. This fact is used implicitly in this section.

Example 3.6. Let (U, V) be a commutative table algebra such that V:={vg:=1,v1,v2,v3}, v{ =v;,
0<i<3, and
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vZ=3vo+vi+va,  viva=vi+2v3,  vivz=v3+2va,
V§:3V0+2V2, VoVv3y = V3 + 2Vvq, V§:3V0+V1+V2.
(This table algebra is presented in [BX1, Example 1.14].) Let (C,D) be a commutative table algebra

such that D :={dp :=1,dy} and d% =dy. Let (A,B) :=(C:U,D:V), the wreath product of (C,D)
and (U, V). Then

B::DZV:{do®V0,d0®V1,d0®V2,d0®V3,d] ®V+}, where V' =Vog+V1+Vvy+vs.

(For the basic properties of wreath products of table algebras, the reader is referred to [X3].) Hence,

Mat,s (B) =

cCo = =
co=o
OO = =
ov—li—\i—l

Thus,

¢(Matoo (B)) 2 ¢((Matos (B))*) = €((Matgs (B)’) = - - -.

So £(I'p»g)) =1 by Lemma 3.4. (It is also very easy to get £(/'p»g)) =1 from the digraph Iy g).)
However, it is clear that

0”®B)=(0")’B)=(0")’B) =+ = {do ® vo,do ® v1,do ® v3,do ® v3).

That is, although €¢(Matys (B)) 2 €((Mats (B))?), we have

(€(Matys (B))) = (¢((Matys (B))%)).

Let (A,B) be a table algebra, with B = {bg = 14, b1,b2,...,bi}, and structure constants Ajjm,
0<i,j,m<k. Let v be the degree map of (A,B). Recall that v(b;) > 0 for all 0 <i < k. Now we
introduce two matrices related to Matys (B). Let P and Q be (k+ 1) x (k + 1) nonnegative matri-
ces whose rows and columns are indexed by bo, b1,...,b,. Assume that the (b;,bj)-entry of P is
Ajj+i/v(bj), and the (b;,bj)-entry of Q is Ajj+/v(b;), 0 <1i, j <k. For a finite group G, two matrices
similar to P and Q for Cla(G) and Irr(G) were introduced in [TY], and some properties of these two
matrices were presented. In the following we show that the similar properties for P and Q can be
easily obtained by means of the thin residue digraph I'y»g,. Let Oy be the k x k zero matrix.

Proposition 3.7. With the notation in the above paragraph, for any positive integer n > 1, the following are
equivalent.

(i) P =, o), where &= ((b1), v(ba), ..., v(by).

(i) Q"= (, o). where y = w(b1)2, v(b2)?%, ..., v(b)?).
(iii) The n-th power of Mat» (B) is a zero matrix.

Proof. Since Agg+g =1, Ago+i =0 for all 1 <i <k, and v(bg) =1, we may write P and Q as

(1 o (1 n
P‘(o P0> and Q_<0 Qo)’
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where the (b;, bj)-entry of Pg is Ajj+j/v(bj), the (b;, bj)-entry of Qg is Ajj«i/v(b;), for all 1 <1, j <k,
and

a1 = (M120/v(b1), Az2:0/V(b2), ..., Akk=o/V (b)),
Y1 = (A11:0/v(bo), A2zw0/V (Do), - . ., Aigr0/V (b)) = (A11+0, 2220, - - - » Mekr0)-

Thus, the digraphs I'p,, I'g,, and I'ys g, are the same. Hence, the above discussions yield that for any

positive integer n > 1, the n-th power of Mat» (B) is equal to Oy if and only if P} = O if and only
if Qf = Oy. But

n (1 a1 +Po+---+Pph n (1 nd+Qo+---+Q0™hH
P _<0 P and Q"= 0 Qr ,

where [ is the k x k identity matrix. Hence, the following are equivalent.

n—1
(a) P"= (1 a1(I+Po+--+P ))_

0 o
n_ (1nU+Qo+-+Qf™h
() Q"= o ).

(c) The n-th power of Maty» (B) is Oy.

Note that if P} = Q = Oy, then [+ Po+---+ P ' =(I—Po)~!,and [+ Qo+---+ Q4 ' =(1—Qo) .
But for any 1 < j <k, applying the degree map v to both sides of bjb? = Zi‘zo Ajj+ib; yields that

k
lej*iv(bi) =v(bj)? — Ajjo-

i=1

Hence,

a(l—Pg)=a1 and y(I— Qo) =1.

Thus, if P§j = Qg = Oy, then

ar(I+Po+-+ Py ) =a1(I — Po) ' =,

and

nI+Q+-+Q ) =nl-Q) '=y.
So the lemma follows from the equivalence of (a), (b), and (c). O

Let G be a finite group, and let Cg := {1}, Cq, ..., C4 be the conjugacy classes of G. Then Cla(G) =
{Ca“, CT,...,C;}. Let sjjm, 0 <1, j,m <d, denote the structure constants of (Z(CG), Cla(G)), and let
ki :=|Cj|, the cardinality of C;, 0 < i < d. Then the degree map of (Z(CG), Cla(G)) is defined by
C;r > ki. Let P1 and Q1 be two (d + 1) x (d + 1) matrices whose rows and columns are indexed by
Cy.Cl.....CS. Assume that the (Cfr,C;f)—entry of Py is sjji/kj, and the (C?“,Cj.r)—entry of Qq is
sjj+i/ki, 0 <1, j <d. Furthermore, let xo, X1,..., X4 be the irreducible characters of G such that o is
the principal character. The structure constants of (Ch(G), Irr(G)) are denoted by tjj,, 0 <1, j,m <d.
Let z; := x;(1), 0 <i < d. Then the degree map of (Ch(G), Irr(G)) is induced by y; + z;. Let P, and Q>
be two (d + 1) x (d + 1) matrices whose rows and columns are indexed by xo, X1, ..., X4- Assume
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that the (y;, xj)-entry of P, is tjj+i/z;j, and the (x;, xj)-entry of Q3 is tjj+i/z;, 0 <1, j <d. Let Oy
denote the d x d zero matrix. As a direct consequence of Proposition 3.7 and Corollary 1.8, we have
the following corollary.

Corollary 3.8. With the notation in the above paragraph, for any positive integer n > 1, the following are
equivalent.

(i) P1= (; g;) where a1 = (k1, ka, ..., kg).
. 1
(i) Q= (o g]d) where yy = (k3,k3, ..., kﬁ).
(iii) P = ((1) gi) where oy = (21, 22, .. ., Zq).
(iv) Q) = (3) gz) where y, = (23,23, ..., 20).
(v) The n-th power of Mat» (Cla(G)) is a zero matrix.
(vi) The n-th power of Matg» (Irr(G)) is a zero matrix.

Note that P; and Q; in Corollary 3.8 are the same as A and B in [TY, Theorem 1.4], respectively,
and the equivalence of (i), (iv), (v), and (vi) was proved in [TY, Theorem 1.4].

4. Basis digraphs

In this section we study basic properties of the basis digraphs of table algebras, and prove Theo-
rem 1.13. Let I' = (V, E) be a digraph. Then I" is weakly connected if replacing all of its directed edges
with undirected edges produces a connected (undirected) graph. I" is strongly connected if it contains
a directed path from u to v for any distinct vertices u, v € V. The strong components of I" are the
maximal strongly connected subgraphs, and the weak components are the maximal weakly connected
subgraphs. For any vertices u,v € V, if there is an ordered list of vertices u; =u,uy,...,Upp1 =V
such that either (u;, uj+1) € E or (uj41,u;) € E fori=1,2,...,n, then we say that there is a semipath
between u and v of length n.

Lemma 4.1. Let (A, B) be a table algebra. Let b € B such that b # 1. Then the following hold.

(i) For any a,c € B, there is a directed path from a to c of length n in the digraph I}, if and only if
¢ € Suppg(b"a).
(ii) Forany a, c € B, if there is a semipath between a and c in the digraph I, then there is also a directed path
fromatoc.
(iii) A weak component of I}, is also a strong component of I'.
(iv) For any a € B, the vertex set of the (weak, strong) component of I'y, that contains a is Bya.
(v) The digraph I}, is strongly connected if and only if B, = B.

Proof. (i) Let us prove the statement by induction on n. It is clear that the statement is true for
n=1. Now assume that n > 1 and the statement is true for n — 1. Then we prove the statement
for n. If ¢ € Suppg(b"a), then there exists ¢ € Suppg(b™ 'a) such that c e Suppg(bcy). Hence, there
is a directed path from a to c; of length n — 1 in the digraph I}, by induction assumption, and
(c1,¢) € E(Ip). So there is a directed path from a to ¢ of length n. On the other hand, if there is
a directed path from a to c¢ of length n, then there exists c¢; € B such that there is a directed path
from a to c; of length n — 1 and (c1,c) € E(I}). Hence, c; € Suppg(b"~'a) by induction assumption,
and c € Suppg(bcy). Thus, ¢ € Suppg(b"a), and the statement is true for n.

(ii) It is enough to prove that for any a,c € B, if (c,a) € E(I}), then there is a directed path
from a to c¢ in the digraph I}. Note that (c,a) € E(I}) if and only if a € Suppg(bc) if and only if
¢ € Suppg(b*a). But b* € Suppg(b™) for some positive integer n. So c¢ € Suppg(b"a), and there is a
directed path from a to c in the digraph I}, by (i). This proves (ii). Now (iii) follows directly from (ii),
(iv) from (i) and (iii), and (v) from (iv). O



110 B. Xu / Journal of Algebra 363 (2012) 94-112

Lemma 4.1(v) was proved in [AFM, Proposition 4.3]. Since each weak component of [}, is also
a strong component by Lemma 4.1(iii), a weak (or strong) component of I}, will simply be called
a component of I}.

Definition 4.2. Let (A, B) be a table algebra. Let b € B such that b # 1. Then the component of I}
with vertex set By is called the principal component of I}.

Let I" be a digraph such that any weak component of I" is also a strong component. Then

max{d | d is the diameter of a weak (or strong) component of F}
is called the maximal component diameter of I", and denoted by mcd(/").

Lemma 4.3. Let (A, B) be a table algebra. Let b € B such that b # 1. Then

mcd(lp) = the diameter of the principal component.

Proof. Let a,c € B such that a # ¢ and the distance from a to ¢ is n for some positive inte-
ger n. Then we show that n is less than or equal to the diameter of the principal component
of Ip. If n =1, there is nothing to prove. Now assume that n > 1. Then c¢ € Suppg(b™a) but
¢ ¢ Suppg(b™a) for any 1< m < n—1 by Lemma 4.1(i). Hence, Suppg(ca*) N Suppg(b™) # @ but
Suppg(ca*) N Suppg(b™) =@ for any 1 < m < n — 1. Let d € Suppg(ca*) N Suppg(b™). Then d # 1,
d € Suppg(b™), but d ¢ Suppg(b™) for any 1 <m < n — 1. Thus, d € B, and the distance from d to 1
is n by Lemma 4.1(i). So n is less than or equal to the diameter of the principal component. Hence,
the lemma holds. O

The next lemma says that a thin element is characterized by its basis digraph.

Lemma 4.4. Let (A, B) be a table algebra. Let b € B such that b # 1. Then the following are equivalent.

(i) b is a thin element of B.
(ii) Each component of the digraph I, is a directed cycle.

Furthermore, if b is thin, then the number of vertices of any component of I}, is a factor of |By|.

Proof. (i) = (ii) Assume that b is thin. Then By is also thin. For any c € By, let ¢’ := v(c)~!c, where
v is the degree map of (A, B). Then B, :={c’ | c € By} is a cyclic group generated by b’ := v(b)~!b. Let
a €B, and let stag (a) := {u' € B, | u'a=a} be the stabilizer of a in B,. Then stag (a) is a subgroup
of B;), and it follows from B a finite set that (b")" staBlr’ (a) for some positive integer n. Assume that
m is the smallest positive integer such that (b")™ e stag/ (a). If m =1, then Bya = {a}, and (a,a) € I}.

So the component of I}, that has vertex a is a directed cycle. If m > 1, since |SuppB(bia)| =1 for any
positive integer i, we may assume that SuppB(bia) ={a;},i=1,2,...,m—1.Then a,aq,ay, ..., am—1
are all distinct, and Bya = {a,ay,az,...,am—1}. Thus, the component of I} that has vertex a is
also a directed cycle. This proves (ii). Moreover, |Bpa| = |staB;7 (a)] =m, and hence |Bpa| is a factor
of |Bp|.

(i) = (i) Since the principal component of I} is a directed cycle, we must have that
Suppg(bb*) = {1}. So b is thin, and (i) holds. O

Lemma 4.5. Let (A, B) be a table algebra. Let b € B such that b # 1. Assume that By, has a proper closed
subset N. Then (b//N) =By //N.
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Proof. Since By //N is a closed subset of B//N, and b//N € By //N, we see that (b//N) € By, //N. On the
other hand, (2.1) and [X1, Lemma 2.5(iii)] imply that

(b//N) = U(b//N) > U Suppg(b")//N) = (USuppB b"))//N By//N.

n=1 n=1 n=1

Thus, (b//N) =By//N. O

Now we discuss the relations between the basis digraphs of a table algebra and its quotient table
algebra.

Lemma 4.6. Let (A, B) be a table algebra. Let b € B such that b # 1. Assume that By has a proper closed
subset N. Then for any a, c € B, the following hold.

(i) If (a, c) € E(I}), then (a//N, c//N) € E(Ip/n)-
(ii) If (A, B) is commutative, then a and c are in the same component of I'}, if and only if a//N and c//N are
in the same component of I'y/N.

Proof. (i) If ¢ € Suppg(ba), then c//N € Suppg,n((b//N)(a//N)) by [AFM, Theorem 4.9]. So (i) holds.

(ii) If @ and c are in the same component of I}, then a//N and c//N are in the same component
of I'yyn by (i). Now assume that a//N and c//N are in the same component of I',/,n. Then by Lem-
mas 4.1(iv) and 4.5, c¢//N € (By//N)(a//N). Since (A, B) is commutative, (By//N)(a//N) = Bpa//N by
Lemma 2.1(i). Thus, ¢//N=c1//N for some c; € Bpa. Note that (A, B) commutative and c¢//N=c1//N
yield that c € Ncy. Hence, ¢ € NBya. But N is a proper closed subset of B,. So NB, =By, and c € Ba.
Therefore, a and c are in the same component of I} by Lemma 4.1(iv). O

Lemma 4.7. Let (A, B) be a table algebra. Let b € B such that b # 1. Then the following hold.

(i) Ifthereis a proper closed subset N of By such that the principal component of the digraph I' N is cyclically
partite, then so is the principal component of the digraph I},.

(ii) Let (A, B) be commutative. Then the principal component of the digraph I'}, is cyclically partite if and only
if there is a proper closed subset N of By, such that b//N is a thin element of the quotient table algebra
(A//N,B//N).

Proof. (i) From Lemma 4.5, the vertex set of the principal component of the digraph Iy, is By//N.
If the principal component of the digraph I} N is cyclically partite, then there is an integer h > 1
and a partition V1, Va2, ..., Vy of the vertex set By //N such that for any a//N e V; and ¢//N e VJ
with (a//N,c//N) € EdpyN), j—i=1 mod h. Let V;:={aeBy|a//Ne Vi}, i=1,2,...,h. Then
V1,Va,..., Vy form a partition of By. Let a € V; and ¢ € V; such that (a, ¢) € E(I}). Then a//N € V,,
c¢//Ne V,, and (a//N,c//N) € E(Iyn) by Lemma 4.6(i). Thus, j —i=1 mod h. This proves that the
principal component of the digraph I}, is also cyclically h-partite.

(ii) If there is a proper closed subset N of By, such that b//N is a thin element, then by Lemma 4.4,
the principal component of the digraph I';n is a directed cycle of length greater than 1. Thus, the
principal component of the digraph I}, is cyclically partite, and hence the principal component of
the digraph I3}, is also cyclically partite by (i). On the other hand, assume that the principal compo-
nent of the digraph I3}, is cyclically h-partite for some positive integer h > 1. Let V1, V>, ...,V be a
partition of By, such that for any a e V; and c € V}, if (a,¢) € E(I}), then j—i=1 mod h. Let a; € V;,
1 <i<h. Then for any 1 <i < j<h, since a;,aj € B, and a; # aj, there exists a directed path from g;
to aj, and the length of any directed path from a; to a; is congruent to j —i modulo h. Let

o0
N:= U Suppg (b™).
r=1
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Then N is a closed subset of B. For any 1< i < h, and any c € Na;, it follows from ¢ € Suppg(b"a;), for
some positive integer r, that there is a directed path from a; to c¢ of length congruent to 0 modulo h
by Lemma 4.1(i). Thus, a; ¢ Na;, for any 1 <i < j <h, and hence Nay, Nay, ..., Nay are all distinct. So
N is a proper closed subset of B}, (because h > 1). Furthermore, for any c € V; such that ¢ # a;, the
length of any directed path from a; to c is a multiple of h. Thus, ¢ € Na; by Lemma 4.1(i), and hence
Vi €Na;, 1 <i<h. But {Vq1,Vy,...,Vu} is a partition of By. Therefore, we must have that V; = Na;,
1 <i<h. Hence, By = UL] Na;, and it follows from (A, B) commutative that

By//N={ai//N,az//N, ..., ap//N}.

Note that Suppg(ba;) € Viy1, 1 <i<h—1, and Suppg(bay) C V1. So there exist ¢; € Vi, 1 <i < h, such
that (a;, ci+1) € E(Ip), 1<i<h—1, and (ap,c1) € E(I}). Hence by Lemma 4.6(i), (a;//N, ci+1//N) €
E(Iyyn), 1<i<h-—1,and (ay//N,c1//N) € E(IN)- But ¢;//N=a;//N, 1 <i<h, and the vertex set
of the principal component of the digraph I',;n is By//N by Lemma 4.5. Thus, the principal compo-
nent of the digraph I, is a directed cycle. Hence, b//N is thin by Lemma 4.4, and (ii) holds. O

As a direct consequence of Lemma 4.7(ii), we have the following

Corollary 4.8. Let (A, B) be a commutative table algebra. Let b € B such that b # 1. Then the principal com-
ponent of the digraph T}, is cyclically partite if and only if 07 (B) # By.

Now Theorem 1.13 follows directly from Theorem 1.1 and Corollary 4.8.
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