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Abstract

In this paper, we propose an efficient method to remove haze from a single input image. Here, we presented an approach which
is based on Fast Fourier Transform. Transmission map is refined by the dark channel prior method and Fast Fourier Transform.
Finally the scene radiance is corrected using the visibility restoration model. Qualitative and quantitative results demonstrated that
this method can effectively remove the bad weather condition and enhance the contrast of the input images and performs well in
comparison with bilateral filtering. Moreover, the proposed method can significantly reduce the computational complexity. The use
of Fast Fourier Transform in these images makes our approach faster by 88% in comparison to the bilateral filtering method. The
main advantage of the proposed approach is suitable for images with too much of the sky background. Proposed method, due to
its speed and ability to improve visibility, may be used in many systems such as surveillance, consumer electronics and remote
sensing.
© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the Eleventh International Multi-Conference on Information
Processing-2015 (IMCIP-2015).
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1. Introduction

Images and videos captured from optical devices are usually degraded by turbid media such as haze, fog, rain and
snow. Haze is the most common problem in outdoor scenes because of the atmosphere conditions. The effect of outdoor
surveillance systems is limited by bad weather conditions. Under hazy weather conditions, the color and contrast of the
images are drastically degraded. As the degradation is spatial-variant, it is a challenge to recover the color and details
of a scene from the foggy images and videos. So, imaging in poor weather is often severely degraded by scattering due
to suspended particles in the atmosphere such as haze and fog1–3. Based on the type of the visual effects, bad weather
conditions are broadly classified into two categories: Steady and dynamic. In steady bad weather, constituent droplets
are very small (1–10μm) steadily float in the air. Fog, mist, and haze are examples of steady weather. The intensity
produced at a pixel is due to the aggregate effect of the large numbers of the droplets within the pixel’s solid angle. In
dynamic bad weather, constituent droplets are 1000 times larger (0.1–10 mm) than those of the steady weather. Rain
and snow represent dynamic weather conditions. This degradation level increased with the distance from the camera
to the object. In the haze and fog degradation, invisibility is caused by two fundamental phenomena attenuation and
airlight. Light beam coming from a scene point, gets attenuated because of scattering by atmospheric particles. This
phenomenon is termed as attenuation, which reduces contrast in the scene. Light coming from the source is scattered
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towards camera and adds whiteness in the scene. This phenomenon is termed as airlight. Haze and fog effect can be
mathematically realized as an exponential function of the distance from the scene to the camera. Hence the removal
of haze and fog requires the estimation of scene depth. If scene depth is known, then the problem of removing fog
becomes much easier. But, this is trivial, and requires prior knowledge such as depth cues from fog or atmospheric
scattering.

In this paper, we propose a method that can produce a good deweathering effect for various weather degraded
images. The main motivation of this research is to enhance the contrast of the images and reduce the computational
complexity of the outdoor images taken in bad weather conditions. Here, a novel Fast Fourier Transform based method
is proposed for estimating the transmission map. Experimental results show the effectiveness of the proposed method.
This method can effectively recover the scene radiance without producing any halo artifacts. The proposed method
can significantly reduce the computational complexity and enhances the visual effect.

This paper is organized as follows. We first briefly review existing methods for haze removal in Section 2.
In Section 3, image degradation model is discussed in detail. In Section 4, we discuss the proposed approach of
recovering the scene depth using Fast Fourier Transform. In Section 5 and 6 performance metrics and simulation
and results are discussed. Here performance of the proposed algorithm is compared with the prior state of the art
algorithms. Section 7 concludes this paper.

2. Related Works

During bad weather conditions such as fog and haze, captured images will exhibit degraded visibility. This is
because of the presence of the suspended particles absorb and scatter of light between objects and the camera.
Numerous visibility restoration algorithms have been proposed to restore the visibility of weather degraded images.
Most traditional dehazing approaches1–8 have been proposed based on using multiple hazy images as input or
additional prior knowledge. Polarization-based methods6, 7 were proposed to remove the haze effects through two or
more images taken with different degrees of polarization.

Recently, many single image fog removal algorithms have been proposed by using a stronger prior or assumption.
Tan9 propose a novel haze removal method of maximizing the local contrast of the image based on Markov Random
Field (MRF). Although Tan’s approach is able to achieve impressive results, it tends to produce oversaturated images.
Fattal10 proposed to estimate the albedo of the scene and the medium transmission under the assumption that the
transmission and the surface shading are locally uncorrelated for single image dehazing. This approach is physically
sound and can usually produce impressive results. However, it is deeply based on the color and thus cannot deal with
a gray level image. He et al.11 proposed the dark channel prior method for image deweathering, which is based on
statistics of a large number of haze-free images. Combining a haze imaging model and a soft matting method, we can
estimate the transmission map and achieve a significant perceptual image quality improvement. But, the soft matting
algorithm requires numerous data to obtain the exact transmission at discontinuous edge of depth map. Therefore, it is
difficult for real time processing. To overcome these problem Tarel and Hautiere12 proposed a novel algorithm based
on median filter, but this method requires many parameters for adjustment.

Nishino et al.13, 14 propose a probabilistic dehazing method, which models the image with a factorial Markov
Random Filed to estimate the scene radiance and the depth information. This approach can recover most details from
the hazy image, but the result suffers from oversaturation. In15 Zhang et al. proposed a local albedo insensitive image
dehazing method. This method is based on an iterative bilateral filter. This algorithm gives good results. Due to the use
of iterative bilateral filter this technique is computationally intensive and requires a choice of number of parameters
for optimal results. The values of these parameters vary from image to image.

3. Background

3.1 Image degradation model

To describe the formation of a hazy image, the atmospheric scattering model, which was proposed by McCartney
in 197616, is widely used in computer vision and image processing. The widely used model for the formation of image
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in the presence of bad weather is as follows2, 8:

I (x) = J (x)t (x) + A(1 − t (x)) (1)

where, I (x) is the observed intensity, J (x) is the scene radiance, A is the global atmospheric light, and t is the medium
transmission describing the portion of the light that is not scattered and reaches the camera. The first term J (x)t (x) is
the direct attenuation of light from the object surface and the second term A(1 − t (x)) is the airlight or atmospheric
veil is the transmission due to scattering by the particles of the medium. When the atmosphere is homogenous, the
transmission t (x) can be expressed as:

t (x) = e−βd(x) (2)

where, d(x) is the scene depth and β is the scattering coefficient of the atmosphere. This equation shows that the
transmission map is attenuated exponentially with scene depth d .

4. The Proposed Algorithm

This paper deals with the dehazing of images by using image degradation model and image restoration based
algorithms. In this section, the proposed method will be described in detail. In this section, we will first discuss
the dark channel prior method. Then, apply the Fast Fourier Transform. The Fast Fourier Transform is an efficient
algorithm to compute the discrete Fourier transform and widely used in image processing. Fast Fourier Transform is
computationally less complicated. In order to extract high-frequency and low frequency component, high pass filter
and low pass filter are used. A low pass filtering suppresses high frequency components and produces smooth images.
A high pass filtering suppresses low frequency components and produces images with enhanced edges. For estimating
the atmospheric light, dark channel prior method. The calculated transmission map from dark channel prior and Fast
Fourier Transform method gives good results. Various researchers proposed different methods for calculating the
transmission map. These methods give good results, but the processing time is very high. In this work, transmission
map is calculated by the spectral transform method. Then finally the haze-free image is restored. The proposed method
for haze image restoration as depicted in Fig. 1 consists of the following main modules:

(1) Estimate atmospheric light using the dark channel prior method.
(2) Estimate the transmission map using the dark channel prior method and Fast Fourier Transform method.
(3) Finally recover the scene radiance.

4.1 The prior knowledge of dark channel

The prior knowledge of dark channel is obtained from the observation of image without fog in outdoor condition11.
In most of the non-sky patches, at least one color channel has very low intensity at some pixels. In other words, the
minimum intensity in such a patch should has a very low value. Therefore, for an image J , dark channel is given by,

J dark(x) = min
cε{r,g,b}

(
min

yε�(x)
(J c(y))

)
(3)

where, J c is a color channel of J , cε{r, g, b} is color channel index and � is a local patch centered at x . Our observation
says that except for the sky region, the intensity of J dark is low and tends to be zero, if J is a haze-free outdoor image.

4.2 Estimating the atmospheric light

In most of the single image methods, the atmospheric light component A is usually estimated from the most
fog-opaque pixel, such as the pixel with the max intensity value. But the brightest pixel can be any other object not
always the sky. So we can improve the estimation of atmospheric light A using the dark channel method. Firstly, we
select the top 0.1% brightest pixels in the dark channel. Among these pixels, the pixels with highest intensity in the
input image are selected as the atmospheric light.
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Fig. 1. Flow chart of proposed fog removal algorithm.

4.3 Estimating the transmission map

The transmission map can be estimated using the dark channel prior method and FFT. Fast Fourier Transform is
used to transform spatial domain of the transmission map to frequency domain. We calculated high frequencies and
low frequencies for the dark channel prior method using high pass filter and a low pass filter. Transmission map is done
by using addition of low frequency and high frequency of dark channel prior. Then median filter is used for smoothing
the transmission map. Since the transmission map is a function of the distance of the scene from the camera and
because different objects in the scene are at different distances the transmission map is different for different objects.

4.4 Estimating the scene radiance

The airlight and the transmission map are estimated appropriately, the scene radiance can be obtained by solving
equation (1):

J (x) = I (x) − A

max(t (x), to)
+ A (4)

According to He et al.11 the direct attenuation term J (x)t (x) can be very close to zero when the transmission map
t (x) is close to zero. Since the recovered scene radiance J (x) is prone to noise the transmission t (x) is restricted to a
lower bound to (typically 0.1) so that some amount of fog is preserved.

5. Performance Metrics

In this section, some performance metrics like processing time, e and r value are used. Processing time is the time
taken to process a particular algorithm. The time taken to process depends on the processor, the simulator and time
complexity of the algorithm itself. Processing time is an important performance metric while considering a real time
application. Here, we compiled the result of our approach and comparing it with the bilateral filter17 results in terms
of processing time. Generally, the more practical method is called blind assessment. We used Hautiere method18 to
assess the performance of the algorithms on each of the test images. The method defines the ratio e of the number of
sets of new visible edges of the original image and the restored image, as well as the average gradient ratio r . They are
expressed as:

e = nr − no

no
(5)
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Fig. 2. Weather degraded images and corresponding proposed output results.

Fig. 3. Output results using bilateral filtering method.

where, nr and no are the numbers of visible edges in the original image and the restored image.

r = gr

go
(6)

gr and go are the average gradient of the original image and the restored image. For haze removal, the greater e and r ,
the better the dehazing effect. The final result of the dehazing algorithm is to increase the contrast while preserving
the details in the image. Therefore, the faster the algorithm, the higher the efficiency.

6. Simulation and Results

In this section, the results obtained after the simulation of the proposed algorithm are analyzed and compared
with the results of using bilateral filtering to remove the blur edges. Bilateral filtering is an edge preserving filter.
It derives from Gaussian blur, but it prevents blurring across edges by decreasing the weight of pixels when the intensity
difference is too large. To demonstrate the effectiveness of the proposed algorithm, six groups of sample images are
selected as representatives of hazing pictures for restoration experiments. The results are compared based on the above
mentioned performance metrics. The images used for the purpose of simulating the algorithm is shown in Fig. 2. The
simulations were done using MATLAB R2012b (8.0.0.783) 64-bit and the algorithms were processed on Intel (R)
Core (TM) i5-3337U CPU @1.80 GHz along with 4 GB RAM. Table 1 and Table 2 show that the proposed method
and bilateral filtering method results for different weather degraded images and corresponding output results.

We had taken 6 different kinds of images so that we could get a better idea of the way the algorithm functions and
for what kind of image does it works well. As can be seen from the Table 1, the speed has been increased dramatically
keeping the objective indicators (e and r ) within appreciable limits. This technique is suitable for images with too
much of sky background with airlight and brightness. We can observe in Sample 4. Figure 3 shows the output results
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Table 1. Algorithm processing results (proposed method).

Image Size Time (second) e r

Sample 1 190 × 265 0.528 −0.197 1.196
Sample 2 400 × 600 0.561 0.319 1.1905
Sample 3 384 × 465 0.498 0.139 1.218
Sample 4 1080 × 1620 3.534 −0.125 4.699
Sample 5 327 × 1000 2.218 −0.005 1.405
Sample 6 460 × 512 1.506 −0.272 1.291

Table 2. Algorithm processing results (bilateral filtering).

Image Size Time (second) e r

Sample 1 190 × 265 2.573 0.289 1.425
Sample 2 400 × 600 9.949 0.311 1.271
Sample 3 384 × 465 7.508 0.137 1.253
Sample 4 1080 × 1620 78.944 −0.231 4.529
Sample 5 327 × 1000 13.6348 0.239 1.505
Sample 6 460 × 512 8.400 0.148 1.208

Table 3. Processing time comparison (in sec) with bilateral filtering for different image sizes.

Image Size Bilateral filtering Proposed method %improvement w.r.t bilateral filtering

Sample 1 190 × 265 (s) 2.573 0.528 79.47
Sample 2 400 × 600 (s) 9.949 0.561 94.36
Sample 3 384 × 465 (s) 7.508 0.498 93.36
Sample 4 1080 × 1620 (s) 78.944 3.534 95.52
Sample 5 327 × 1000 (s) 13.634 2.218 83.73
Sample 6 460 × 512 (s) 8.400 1.506 82.07

Fig. 4.

by using bilateral filtering method. The main contribution of our method is less processing time along with enhanced
results as compared with the bilateral filtering method. For a quantitative comparison, the speed improvement over
bilateral filter obtained and summarized in the last columns of Table 3. It is found that the proposed approach takes
very less time in execution as compared with the bilateral filter. It can be seen from Table 1, Table 2 and Table 3, the
processing speed of the proposed algorithm has been increased and also an objective indicator have been improved
for too much of the sky background. This approach is giving a better result with speed improvement up to 88% as
compared with the bilateral filtering method. The result obtained by proposed approach and bilateral filter method is
also compared and analyzed with the help of the comparison chart.



507 Apurva Kumari and S.K. Sahoo  /  Procedia Computer Science   54  ( 2015 )  501 – 507 

7. Conclusion

In this paper, we proposed a faster and simple image restoration method. The proposed method uses Fast Fourier
Transform method which gives good result. Our method takes less processing time as compared with the bilateral
filtering method. Experimental results show that the proposed approach achieves high efficiency and dehazing effect
as well. Our approach is giving a better result with speed improvement up to 88% of the time as compared with
the bilateral filter. The proposed approach with less processing time can be useful for many systems ranging from
surveillance, intelligent vehicles, for remote sensing, etc. Next, we will focus on the hardware realization of the
proposed algorithm is worth studying further.
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