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Introduction

Understanding the physics of strongly correlated systems is one of the most
challenging tasks of condensed matter research. Transition metal and tran-
sition metal compounds typically show a large variety of phases different
for transport, structural, and magnetic properties on varying internal (e.g.
chemical composition, doping ...) and external ( e.g. temperature, pressure,
electric or magnetic field, ...) parameters. Such a rich phenomenology is
the result of a complex and often delicate balance among several different
microscopic interactions simultaneously at work in these systems. Very often
indeed it is only through a combined theoretical-experimental investigation
of the the effects of magnetic interactions, electron-electron and electron-
phonon correlation that a real knowledge of the system can be achieved.
These systems thus represent an intriguing scientific problem but their in-
trinsic sensitivity to small changes of internal/external parameters and the
resulting good possibility of a focused material engineering make this class
of systems highly appealing for a wide range of technological applications.
The study of the microscopic mechanisms driving the system towards the
different regions of the phase diagram and the close analysis of the physics
underlaying the phase boundary crossover is the main route to develop reli-
able models to reproduce or possibly to predict the physical behavior of these
strongly electron correlated systems.

Among all the possible phase transitions, the metal insulator transition
(MIT) in these systems is a particularly interesting phenomenon to which the
lattice, the electronic, and the spin degrees of freedom of the system often
contribute in conjuction. The extent of charge localization/delocalization
can be directly affected by charge-lattice coupling triggered by local lat-
tice distortions activated via spontaneous symmetry breaking (e.g. Peierls
and Jahn-Teller effect) or structural transition which profoundly modify the
band structure. On the other side the MIT can originate from pure elec-
tronic mechanisms such as electron-electron correlation (e.g. Mott-Hubbard
transition) or charge tranfer phenomena. The physical scenario underlying
the MIT can be made further complicated when more then one of the above
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mentioned microscopic mechanisms can cooperate in modifying the electronic
state of the system.

In recent years high pressure demonstrated to be a useful technique for
investigating the physics of strongly correlated electron systems. Applying
high pressure can be a suitable tool for studying the role of lattice and elec-
tronic degree of freedom in driving the MIT and in disentangling the effects
of the different interactions on the macroscopic properties. Indeed, in some
cases, structural symmetrization can be forced by pressure and local lattice
distortion can be reduced or definitely removed. However, even in the case in
which applying pressure does not succeed in modifying lattice distortion or
symmetry, it can provides useful information. A simple isotropic lattice com-
pression indeed has the effect of increasing the orbital overlap and allows, in
principle, to disentangle pure electronic effects from those lattice-mediated.
Finally, as observed in the case of some manganite families, reducing the
volume can have the effect of enhancing hidden magnetic interactions too
weak to be detected at ambient pressure condition.

The present work focuses on three systems where different mechanisms
are expected to give rise pressure-induced MITs: the Peierls distorted solid
Tellurium, the Mott-Hubbard pyrite NiS2−xSex, and the V1−xCrxO2 where
both Peierls lattice distortion and electron correlation are expected to con-
tribute to the spectacular temperure driven MIT (five order of magnitude
jump in the conductivity). All the systems have been investigated by means
of Raman and Infrared spectroscopy fully exploiting the simplicity and the
versatility of diamond anvil cells (DAC) to pressurize the samples. As to
the the Infrared measurements we take full advantage of the state-of-the-art
performances of the Infrared beamline SISSI at the Synchrotron Elettra (Tri-
este). The very small sample dimensions in the DAC (typically 100x100x10
µm) require indeed a source with the very high brilliance of a synchrotron
infrared source. An about equal effort has been devoted in investigating the
three systems.

We have at first investigated the MIT in Peierls distorted systems. Rep-
resentative of this class of systems is solid Te, an elemental system which
shows a complex sequence of high pressure structural and electronic phases,
which, as well as for the other elements of the VI group, are still object of
debate. At ambient conditions, solid Te has a trigonal structure with helical
chains running parallel to the c axes. The unit cell contains three atoms,
each having two nearest neighbors within chain with covalent-like bonds,
and four second neighbors on the adjacent chains linked by means of Van
der Waals interaction. This chain framework may be considered as arising
from a Peierls distortion of the six-coordinated simple cubic structure. On
increasing the pressure a reduction of the inter-chains distances occurs lead-
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ing to a structure symmetrization, accompanied by a charge delocalization
process which sets in at 4 GPa.

High pressure Raman and Infrared measurements (0-15 GPa) have been
carried out to probe lattice and electron dynamics properties of solid Te
around the MIT and in the high pressure metallic phase. From the analy-
sis of the pressure dependence of the Raman-active phonon modes we have
found evidences of the structural transition at ∼ 4 GPa and, on further in-
creasing the pressure, the existence of an incommensurate phase at ∼ 8 GPa
recently proposed in the literature. Moreover a careful study of the pressure
dependence of the measured phonon peak intensities allowed us to suggest
the possibility that an inter-chain charge transfer process may be responsible
of the MIT through the removal of the chain distortion. Ab initio Density
Functional Theory (DFT) calculation, carried out on trigonal Te and in full
agreement with the experimental observations, confirm the above hypothe-
sis of pressure induced inter-chain charge transfer by the observation of a
sensible reduction of the electron density among the nearest neighbouring
Te atoms in-chain in favor of an increase of the electron density toward the
second neighbouring Te atom in the adjacent chain. Finally high pressure
Infrared measurements, quite recently carried out, give direct evidence of
a pronounced dichroism of the system showing different values of the band
edge, depending on the polarisation of the incident beam. In this case, on
applying pressure, the MIT has been directly observed through the pres-
sure induced band gap closure. It is worth to notice that on approaching the
transition at 4 GPa a progressive reduction of band edge anisotropy has been
observed in agreement with the idea of pressure induced symmetrization.

The second system investigated has been the Nickel pyrite. Cubic pyrite
NiS2 is a charge transfer insulator and has attracted interest as it easily forms
a solid solution with NiSe2 (NiS2−xSex), which, while being iso-electronic and
iso-structural to NiS2, is nevertheless a good metal. The NiS2−xSex pyrite is
considered together with vanadium sesquioxide V2O3, a text-book example of
strong correlated electron systems. Since the Se2− p orbitals have larger spa-
tial extension with respect to the S2− ones, the substitution of S with Se in
NiS2−xSex drives the system at room temperature to a bandwidth-controlled
MIT for x ≈ 0.6. An alternative way to induce a metallic state in NiS2 is
applying a hydrostatic pressure. Following Mott’s original idea, this tech-
nically challenging procedure offers the unique opportunity to continuously
tune the bandwidth, without introducing impurities or disorder.

We have carried out both Infrared and Raman measurements as a function
of x (0-1.2) and pressure (0-12 GPa) on several samples of the NiS2−xSex

pyrite family. Bearing in mind that the lattice volume is expanded by Se-
substitution and compressed by pressure an extended volume dependence
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of the optical properties can be obtained by combining the two series of
measurements. The comparative analysis of the volume dependence of the
spectral weight (Infrared) and of the phonon frequencies (Raman) allowed us
to demonstrates that the two metallic state obtained on applying pressure
and on increasing the Se alloying have different origin as also supported by
electronic band structure calculations. On applying external pressure on
NiS2, the closure of the charge transfer gap is responsible for the insulator
to metal transition; in contrast upon Se alloying, the increase of electronic
bandwidth drives the system towards the metallic state.

The last system investigated is the V1−xCrxO2 where the spectacular
and abtrupt temperature driven MIT in VO2 has attracted a considerable
interest in the last decades. On decreasing the temperature, VO2 shows a
MIT accompanied by a simultaneous rutile (R) to monoclinic (M1) structural
transition thus masking the real electronic or structural nature of the MIT.
The low temperature M1 phase is a distorted R structure characterized by
the formation of V-V pairs. On doping this system with small amounts of
Cr, two additional monoclinic structures can be stabilized (M2 and M3),
characterized by different distortion patterns of the V-V chains. Due to the
V-V dimerization, the MIT in VO2 has been originally ascribed to a Peierls
instability, even if several experimental evidences pointed out the important
role of the electronic correlation. Up to the present, the debate on whether
VO2 is a Peierls or a Mott insulator is still open.

Raman and Infrared spectroscopy together with preliminary X-ray diffrac-
tion high pressure measurements have been carried out on CrxV1−xO2. The
result which emerge more consistently is the onset of a novel phase in the high
pressure regime (P > 10 GPa) for vanadium dioxide: differently from ambient
pressure, where the metallic phase is found only in conjunction with the rutile
symmetry, at high pressure the conductive and the structural transition are
decoupled and a metallic phase can be achieved within the monoclinic frame-
work. This is an important finding which opens new experimental quests and
represent a severe benchmark for theoretical models aimed at addressing the
role of electron-electron correlations and lattice structure in driving the sys-
tem toward the metallic phase.

The results of the present work have been the subject of the following
publications:

1. Evidence of a pressure-induced metallization process in monoclinic VO2

E. Arcangeletti, L. Baldassarre, D. Di Castro, S. Lupi, L. Malavasi, C.
Marini, A. Perucchi, P.Postorino,
Phys. Rev. Lett. 98, 196406 (2007).

2. Optical properties of V1−xCrxO2 compounds under high pressure
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C. Marini, E. Arcangeletti, L. Baldassarre, D. Di Castro, S. Lupi, L.
Malavasi, A. Perucchi, P.Postorino,
Phys. Rev. B 77, 235111 (2008).

3. Evidence for a monoclinic metallic phase in high-pressure VO2

C. Marini, L. Baldassarre, M. Baldini A. Perucchi, D. Di Castro, L.
Malavasi, S Lupi, and P. Postorino
submitted to High Pres. Res. (2009).

4. Pressure vs. alloying controlled metal to insulator transition in NiS2−xSex

studied by infrared spectroscopy
A. Perucchi, C. Marini, M. Valentini, P. Postorino, R. Sopracase, P.
Dore, G. Sangiovanni, A. Toschi, K. Held, D. Topwal, D.D. Sarma,
and S. Lupi,
Phys. Rev. B 80, 073101 (2009).

5. High pressure Raman scattering on Tellurium
C. Marini, D. Chermisi, M. Lavagnini, D. Di Castro, S. Scandolo, L.
Degiorgi and P. Postorino
to be submitted to Phys. Rev. Lett. (2009).

In the framework a more extensive study focused on the role of electron
phonon coupling in leading the physical properties of strongly correlated
electron systems, also SmFeAsO, which is the parent compound of one of the
new Fe-As based superconductor family, has been object of spectroscopic
investigations. The result of this works has been subject of the following
publication:

6. The optical phonon spectrum of SmFeAsO
C. Marini, C. Mirri, P. Dore, S. Lupi, D. Di Castro, R. Sopracase,
P. Postorino, P. Calvani, A. Perucchi, S. Massidda, G. Profeta, M.
Tropeano, M. Putti, A. Martinelli, A. Palenzona
Europhys. Lett. 84, 67013 (2008).

An Infrared study of the superconducting properties of V3Si has been
carried out and reported in the following paper:

7. Multi-band conductivity and multi-gap superconductivity in V3Si from
optical measurements on films at terahertz frequencies
A. Perucchi, D. Nicoletti, M. Ortolani, C. Marini, S. Lupi, U. Schade,
M. Putti, I. Pallecchi, C. Tarantini, M. Ferretti, C. Ferdeghini, M.
Monni, F. Bernardini, S. Massidda, and P. Dore
submitted to Phys. Rev. Lett. (2009)
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Moreover, an optical study of low dimensional charge density waves tri-
tellurides have been object of the following paper:

8. Pressure dependence of the single particle excitation in the charge-
density-wave CeTe3 system
M. Lavagnini, A. Sacchetti, C. Marini, M. Valentini, A. Perucchi, P.
Postorino, S. Lupi, K.Y. Shin, N. Ru, I.R. Fisher, and L. Degiorgi,
Physics Review B, 79, 075117 (2009).

Finally a Raman investigates of effects of accelerated carbonation on the
characteristics of bottom ash from Refuse Derived Fuel (RDF) incineration
has been object of the following paper:

9. Accelerated carbonation of RDF incineration bottom ash: Co2 storage
potential and environmental behaviour
R. Baciocchi, G. Costa, C. Marini, A. Polettini, R. Pomi, P. Postorino,
S. Rocca
accepted for pubblication on Waste Managment(2009).

This Ph.D. thesis is organized in the following structure:

Physical background and state of the art

• In Chapter 1, the theoretical concepts necessary to describe the vari-
ous phenomena occurring in the examined compounds are discussed. A
short introduction to 3d metal compound and metal insulator transi-
tions is given, focusing attention to Mott-Hubbard and Peierls instabil-
ity transition mechanisms as responsible for the charge delocalization
process occurring in these systems.

• In Chapter 2, the state of the art of solid Te, Ni pyrites, and pure and
Cr-doped Vanadium dioxides is presented. In particular the structural
and electronic phase diagram of the three systems will be described
and the theoretical models developed for the description of the physical
properties of these materials will be reviewed. The effects of external
and/or chemical pressure on the physical properties of these systems
will be discussed.

Results of the present work

• In Chapter 3, the experimental techniques employed throughout the
measurements performed in this Ph.D. thesis are described.
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• In Chapter 4, the most relevant Raman and infrared measurements on
solid Te existing in the literature are presented, focusing attention on
high pressure data. High-pressure Raman and Infrared measurements
performed on Te samples are then reported.

• In Chapter 5, a brief review of Raman and infrared data on Nickel
pyrites is first presented, focusing attention on high pressure data.
High-pressure Raman and Infrared measurements performed on NiS2−xSex

samples are then reported, compared and discussed.

• In Chapter 6, literature Raman and infrared studies on VO2 will be pre-
sented, focusing the attention on high-pressure measurements. High-
pressure Raman and Infrared measurements on pure and Cr-doped V O2

samples are discussed and compared.

• In last Chapter, conclusion and comparison of the high pressure Raman
and Infrared measurements on the three systems will be presented.



Chapter 1

Basic properties of transition
metal compounds

In this chapter a brief overview of the main physical properties of transition
metal compounds will be presented, focusing the attention on electronic band
and crystal lattice structures. In the following section, the band structure
and the transport properties of solid systems will be sketched. Particular
attention will be devoted to the Mott-Hubbard transition mechanism and to
the Peierls instability.

1.1 Electron band structure and transport prop-

erties

In solid state physics the electrical conductivity of a material is based on the
transport of electrons. From the quantum mechanical point of view, electrons
in crystalline materials are arranged in states which are quite closely spaced
in energy, forming an almost continuous distribution of energies, called en-
ergy band. An intuitive explanation is that as atoms are brought together,
the bands begin to emerge from the starting atomic states, the lower-energy
states are occupied, lowering the energy and further pulling the system to-
gether. Energy bands may be often separated by regions in energy for which
no wavelike electron orbitals exist. Such forbidden regions are called energy
gaps, or band gaps, and result from the interaction of the conduction electron
waves with the ion cores of the crystal. In this band picture, the insulator
and metallic states of a systems can be understood in term of the filling of the
electron bands: the systems behaves as an insulator if the energy bands are
either filled or empty, which means that no electrons can move in an electric
field, or as a metal if one or more bands are partly filled. In other words,
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the Fermi level, which is highest occupied electron state at T = 0 K, lies in
a band gap in insulators while the level is inside a band for metals. Metals
are characterized by a low resistivity of order of 10−2 ÷ 10−6Ωcm at room
temperature, i.e. high charge mobility, and a linear increase in resistivity as
the temperature is raised. On the other hand, insulators have resistivity of
order 103 ÷ 1017Ωcm at room temperature, i.e. low charge mobility, and the
resistivity decreases exponentially with increasing temperature.

The distinction between metals and insulator strictly yields only at ab-
solute zero. At finite temperature the distinction becomes more qualitative
and the family of semiconductor materials with bands slightly filled, may be
introduced. Semiconductors are generally classified by their electrical resis-
tivity at room temperature, with values in the range of 10−2 to 109 Ωcm, and
strongly depend on temperature.

Electrons in a solid are mainly influenced by two different causes: the ions
potential and the electron-electron interaction. Thereby the electronic band
structure of a given system is determined by the strength and the extent of
coupling of these interactions. On this basis a preliminary analysis can be
done and two main categories of insulators can be indicated.

The first category we find are band, Peierls and Anderson insulators,
which can be described in terms of single electrons that interact with the
crystal electrostatic field. While in a band insulator, a vanishing electrical
conductivity is achieved by electron interaction with the periodical potential
of ions, in a Peierls insulator a static lattice deformation occurs leading to
the charge localization.

Mott and Charge Transfer insulators constitute the second category, where
the insulating behavior arises as a cooperative many electrons phenomenon.
In a Mott insulator the on-site Coulomb repulsion is larger than the band
width, leading to the conduction band splitting into a lower and an upper
Hubbard bands and providing lowest energy electron excitations scale.

Transition metals and transition metal compounds are ideal subjects for
an investigation of insulating and metallic state because of the wide diver-
sity of electrical properties observed in apparently similar materials (see the
next paragraph). Having an energy similar to that of the s states, but with
two units of angular momentum, 3d electron states are much more strongly
localized near the nuclei and much more weakly coupled to states on the
neighbouring atoms forming much narrower energy bands. Moreover the ex-
tent of Coulomb repulsion between d electrons is quite large with respect to
the electron-electron interaction of s or p electrons. These findings determine
quite anomalous transport properties. Many transition-metal systems with
a partially filled d electron band, which are reported to be metals according
to band picture scenario, behaves nonetheless as poor conductors and indeed
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often as insulators at room temperature. Moreover on varying an external
parameter (such as temperature, pressure, electric or magnetic field), a metal
to insulator transition may occur.

Strong experimental and theoretical efforts have been devoted to the
systematic exploration of this class of systems, often aimed at understand-
ing how a metal could become an insulator as controllable parameters were
changed. Different models of MIT have been proposed.

The simplest mechanism for the MIT is ordinary band overlap, without
accompanying crystalline symmetry changes. Following the Mott’s original
idea [1], a MIT of this kind will occurs when one of these parameter changes
in such a way that two bands cease to overlap, leading to a full valence and
an empty conduction bands with an energy gap between them.

A MIT may be also triggered by a lattice distortion, which can lower the
total energy of the system mainly in two ways: leading to an increase in
the number of atoms per unit cell which introduces an extra energy gap at
the surfaces of reduced Brillouin zone (as discussed below) or leading to a
simple reduction of lattice symmetry, as, for example, the cubic-tetragonal
distortion, which can result in additional splitting due to higher-order terms
in crystalline field [2].

Analogous to the symmetry change induced MIT, long range magnetic
order can produce the same effects by doubling the number of atoms for
magnetic cell, introducing a band splitting due to the formation of antifer-
romagnetic sublattice [3].

All previous models can be purely treated within the band approximation.
However fluctuations of spin, charge, and orbital correlations are usually
strong in 3d electron systems and sometimes critically enhanced toward the
MIT.

As first discussed by Mott and Hubbard (see 1.3 section), an electronic
transition may results from the competition between the electrons kinetic en-
ergy or band term and the interaction term. The relative strength of the two
terms is parameterized by the transfer integral t and by the local Coulomb
repulsion U, respectively. While the kinetic part promotes the mobility of
electrons, the interaction energy is minimized by suppressing charge fluctua-
tions involving a double occupancy of sites. Hubbard obtained quantitative
results only for the case of an s band, due to the immense complexity in-
volved in applying this model to a d band. However from this simple model
it can be already concluded that a critical ratio U/t exists, where the system
undergoes a transition from metallic to insulating behavior. Since the gap de-
creases slowly to zero, conductivity will increase only gradually as the critical
ratio is passed, unless a first order transition occurs. The complete neglect of
all interatomic Coulomb terms in Hubbard’s model eliminate the screening
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Figure 1.1: Metal-insulator phase diagram based on the Hubbard model in
the plane of U/t and filling n. The shaded area is in principle metallic but
under the strong influence of the MIT, in which carriers are easily localized
by extrinsic forces such as randomness and electron-lattice coupling. [4]

effects invoked by Mott in making a sharp transition plausible. Since there
is not a particular reason why such a large number of 3d crystalline sys-
tems should happen to be Mott insulator with a lattice constant very close
the critical value, the Mott-Hubbard mechanism should be more effective on
applying external pressure, rather than on raising the temperature.

In the Mott-Hubbard scheme, a MIT can be achieved upon modifying
the key parameters (U and t) previously defined, or acting on the filling level
n of the band [4]. A simple but helpful sketch of the two possible ways of
inducing MIT is shown in figure 1.1. In the case of non-degenerate band, the
n = 0 and n = 2 filling levels correspond to a band insulator. At half filling
(n = 1, central thick line in the sketch of figure 1.1) the transition is obtained
at some critical value of U/t. Therefore we will refer to this transition as a
bandwidth-control MIT (BC-MIT). On the other hand, a non integer value
of n leads to a metallic state. Therefore a continuous filling-control MIT (FC
MIT) can be performed upon doping a Mott insulator parent compound.
Usually in a doped system metallic behavior is achieved; however at some
fractional, but commensurate, doping levels (such as n = 1/2, 1/3, 1/4), the
compound may undergo a charge-ordering phase transition, that may lead
also to an insulating state. At small doping levels (represented in figure 1.1 by
the grey shaded area), due to the proximity to the Mott insulator, the carriers
may easily localize due to extrinsic forces as electron-lattice interaction.
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1.2 The Zaanen Sawatzky Allen scheme

A common characteristic of many strongly electron-correlated compounds is
the essential contribution of 3d orbitals to the electronic properties. Let us
consider the atomic wave functions of the 3d shell in a 3d transition metal
atom. Since there are no atomic wave functions with the same angular mo-
mentum quantum number (l), the 3d wave functions are orthogonal to all
those with lower principal quantum number (i.e. n = 1,2), just because of
their angular dependence, and the radial part needs not have nodes or extend
far away from the nucleus. As a result, the 3d-orbital wave functions are con-
fined more closely to the nucleus than for s or p states of comparable energy.
As a consequence, the degree of overlap between orbitals on neighbouring
atomic sites is comparable with the screened Coulomb repulsion U between
electrons sitting in the most localized orbitals. Oversimplified as it may be,
this qualitative argument suggests in this class of materials a competition
between localized electrons and itinerant electron aspects, which make these
systems promising materials for technological applications.

In 1985 J. Zaanen et al. developed a model which separates correlated
systems into two main classes of materials [5] : Mott-Hubbard and charge
transfer insulator. The Mott-Hubbard theory [6] is based upon the assump-
tion that d-d like Coulomb exchange interactions (U) are strongly suppressed
because of the high energies involved (5 − 10 eV). This model implies that
the band gap of transition metal compounds is a d-d gap. This is correct for
light transition metal compounds like Ti or V based oxides, whereas for late
transition metal oxides like NiO the band gap has been found to be directly
related to the electronegativity of the oxygen ligand [7]. In particular the
latter show a charge fluctuation which does not involve U but is very rele-
vant in the understanding of the properties of these materials, namely the
charge transfer ∆. The charge transfer can be explained as a transfer of a
ligand electron into the metal d band. By considering both, U and ∆ for
transition metal compounds, within the scheme of the Anderson impurity
model [8], it is possible to describe the dependence of the band gap on U and
∆ qualitatively [5].

A given transition metal compound can be associated with a particular
class of material, showing properties closely related to the values of U and
∆, respectively:

• Mott-Hubbard insulators : The band gap Egap is proportional to U. That
is the case if U << ∆. The lowest energy excitations are obtained by
transferring one electron from one transition metal ion to another one.
Examples are light transition metal oxides like TiO2 , V2O3 and related
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Figure 1.2: One electron (i), Mott Hubbard (ii) and charge transfer (iii)
diagrams of a transition metal compound.

compounds.

• Charge transfer insulators : Egap is proportional to ∆. That is the case
if ∆ >> U . The lowest energy excitations are obtained by transferring
one electron from the ligand atom to the transition metal ion. Examples
are late transition metal oxides like CuO and related compounds.

Further classifications are the following:

• Intermediate compounds : If ∆ ∼ U the Coulomb potential U and the
charge transfer ∆ have significant influence to the properties of the
compound. A fine balanced competition between Coulomb and charge
transfer interactions takes place.

• d band metals : Both holes and electrons are heavy. Examples are the
high temperature phases of V2O3, Ti2O3, TiO and CrO2.

• ”p”-type metals : Holes in the anion valence band (ligh holes). Exam-
ples are CuS e CuSe and NiSe. The pyrites (NiS2, etc.) would belong
to this class but holes in the anion valence bands are accommodated in
antibonding orbitals of sulfur pairs, forming a band gap.
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1.3 Electron correlation and lattice distortion

in transition metal compounds

In strong correlated systems the electronic Coulomb repulsion and lattice de-
grees of freedom (and their interplays) have typically a key role in determin-
ing the physical properties. The main effects of electron-electron correlation
are summarized in the following. First of all, the electronic repulsion leads
to a strong Hund’s rule regulating the electronic orbitals filling which is at
the basis of magnetism in many systems. Moreover the electronic Coulomb
repulsion promotes electronic localization in spite of extended state, strongly
inhibiting the charge transport and, in some cases, leading to an insulating
state in system otherwise expected to show metallic behaviour [4]. Electron
correlation strength can be controlled by modifying the lattice parameters
and/or chemical composition within the same symmetry lattice. Coulomb
interaction is kept almost unchanged and hence control of electron correlation
strength is usually achieved by control of the transfer interaction or the one-
electron bandwidth. This is the case of insulating NiS2, which forms a solid
solution with NiSe2 which, while being iso-electronic and iso-structural to
NiS2, is a good metal. As a consequence of Se alloying, NiS2−xSex undergoes
to a metal-insulator transition on increasing Se content.

Another possibility is that the metal to insulator transition can involve
a structural transition which reduces the lattice symmetry on entering the
insulating phase [9,10]. In these cases the lattice instabilities have to balance
with other active different interactions between the electronic, lattice, and
spin degrees of freedom. These interactions could promote or prevent the
occurrence of a lattice distortion, as it occurs in solid Te. Even if the Coulomb
repulsion is not actually so strong to open a gap at the Fermi level and leading
to an insulating state, correlation effects could help to open up a real gap
in the low temperature phase of crystals undergoing localized or extended
lattice distortions, thus leading to a Mott-assisted structural transition. The
latter scenario has been recently invoked as possible explanation of the metal-
insulator transition occurring in VO2 on varying the temperature.

In the following paragraphs Mott-Hubbard model and Peierls instability
will be presented and discussed as possible theoretical frameworks for inves-
tigating the MIT in the three systems (Te, NiS2−xSex, V1−xCrxO2) treated
in this thesis work.
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1.4 Hubbard model

Introduced in 1963, the Hubbard model [6] is the prototype model to describe
strongly correlated electron systems. This lattice model, which considers only
electrons in a single band, adds to a tight-binding Hamiltonian a repulsive
term between electrons at the same lattice site i:

H = t
∑

<ij>σ

(c†iσcjσ + h.c.) + U
∑

i

ni↑ni↓ (1.1)

where the creation (annihilation) operator of the single-band electron at site
i with spin state σ is denoted by c†iσ (ciσ) and niσ = c†iσciσ is the number op-
erator. The hopping integral t within a tight-binding model is supposed, for
sake of clarity, isotropic and non-vanishing only for nearest-neighbor hopping:

tij =

∫
φ∗iσ(r)

~2∆2

2m
φjσ(r)dr (1.2)

Here m is the electron mass and φjσ(r) is the Wannier orbital. The repul-
sive Coulomb interaction felt by two electrons at the same atomic site is
represented by U > 0:

U =

∫
φ∗iσ(r)φiσ(r)

e2

|rr|φi−σ(r′)φ∗i−σ(r′)drdr′ (1.3)

This model is obviously oversimplified: it does not take into account any
multi-band effect and, strictly speaking, is valid only for s-orbitals. When
dealing with d-orbitals it is implicitly assumed that orbital degeneracy is
lifted due to the crystal field, in order to describe the low-energy excitations
in terms of a single band lying at the Fermi level. A further hypothesis is that
either the ligand-band (p) energy is far from the relevant d-band or it is so
strongly hybridized that a single band can be considered. The Hamiltonian in
eq. 1.1 also neglects the inter-site Coulomb repulsion and often the electron
hopping is restricted to the sum over pairs of nearest-neighbor sites < ij >.
This can be justified by the screening effect that makes the long-range part
of the Coulomb force to decrease exponentially with r. These assumptions
makes the model unable to describe important features such as charge order-
ing or magnetic effects that can arise from geometrical frustration. In spite
of those simplifications, the Hubbard model well captures the features of the
Mott insulating phase (also with basically correct spin correlations) and the
transition between Mott insulators and metals, rising up from the compe-
tition of the kinetic energy, which promotes the mobility of electrons, and
the electron repulsion, which can be minimized only by suppressing double
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Figure 1.3: Splitting of the half-filled band as the on-site Coulomb repulsion
U is turned on

occupancy of each sites (electron localization). The insulating state occurs
at half-filling where the average electron number < niσ is controlled at 1/2.
Considering a nearest-neighbor Hubbard model on a cubic lattice, the band
structure of the non-interacting part is described as:

Ht =
∑

kσ

ε0(k)c†kσckσ (1.4)

ε0(k) = 2t(coskxa + coskya + coskza) (1.5)

where a is the lattice constant and the Fourier transform of the electron
creation operator is defined as:

c†kσ =
∑

j

eikrjc†jσ (1.6)

At half-filling, under electron-hole symmetry, the Fermi level lies at εF = 0
and the appearance of the insulating phase is clearly due to the correlation
effect, arising from the second term of Eq. 1.1. The resulting band splitting
is sketched in figure 1.3.

The Hubbard model can be exactly solved only in one dimension (1D) [11],
while for D > 1 only the limits U/t → 0 and U/t → ∞ can be analyti-
cally discussed. In the former case the bands of non-interacting system are
recovered, and a metallic phase occurs. Within the limit of strong correla-
tion (large U/t), carrier hopping is unfavorable with respect to antiparallel
alignment of two neighboring spins. Hubbard model provides, therefore, an
excellent description of the system in the insulating phase, as it becomes an
Heisenberg model (with J = 4t2

U
> 0), where in the absence of magnetic frus-

tration due to the lattice symmetry, an antiferromagnetic phase is attained.
For intermediate values of U/t, the band of the non-interacting system splits
into two bands: the lower Hubbard band (LHB) and the upper Hubbard
band (UHB), divided by a gap of the order of U (see figure 1.3).

Let us now focus on charge transfer insulator systems. In this case, the
Hubbard model must be reformulated to take into account the effective band
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Figure 1.4: Schematic illustration of energy levels for a charge-transfer
insulator generated by the d-d and p-d site interactions.

structure, characterized by the energy proximity between the p ligand and 3d
metal transition orbitals which clearly affects charge excitations in the insu-
lating state. Neglecting p electron Coulomb repulsion, Hubbard Hamiltonian
can be rewritten into:

H = −
∑

<i,j>σ

t(d†i,σpj,σ + p†i,σdj,σ) + (εd − µ)
∑
iσ

nd
j,σ + (1.7)

(εp − µ)
∑
iσ

np
i,σ + U

∑
i

nd
i,↑n

d
i,↓

where d†i,σ (p†i,σ) is the creation operator of a d (p) electron with spin σ at site

i while nd
i,σ (np

i,σ) is a number operator of d (p) electrons with spin σ at site
i [12]. The electron hopping is considered only between the nearest-neighbor
d and p sites and electron-electron correlation, providing the excitations of
the charge transfer insulator [5], as schematically illustrated in figure 1.4.
The energy parameters are chosen to be εp < εd < µ < εd + U . A charge-
transfer gap is defined as ∆ = εd + U − εp. Note that in this two-band
Hubbard model at finite U, there is an extra degree of freedom as the effective
bandwidth of the hybridized d band is given by W = t2/∆ that corresponds
to the virtual hopping of electrons between the nearest-neighbor d and p
sites. The Hamiltonian 1.8 contains the necessary ingredients to drive the
Mott mechanism, providing the metal-insulator parameter given by the ratio
W/∆. In this scenario, close to zero temperature, a sufficiently large charge-
transfer gap W < ∆ suppresses quantum fluctuations of both charge and
spin driving the system into the antiferromagnetic insulating phase. On
decreasing the charge-transfer gap, the onset of the Fermi-liquid phase sets
in through quantum charge fluctuations.

1.4.1 Approximate solutions of the Hubbard model

The early work of Hubbard [6] described the transition in terms close to
Mott’s original view. Starting from the insulating phase, upon reducing U
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Figure 1.5: DMFT of correlated electron solid replace the full lattice of
atoms and electrons with a single impurity atom imagined to exist in a bath
of electrons [17]

there is a critical value UC where the LHB and the UHB merge with each
other and a metal is recovered. The so-called Hubbard approximations, how-
ever, fail in reproducing the discontinuous character of the MIT due to the
gap closure. Moreover, also they do not provide a description of the metal
consistent with the Fermi-liquid properties. Therein, no quasi-particle peak
shows up as the metallic phase is established. On the other hand Brinkman
and Rice [13], developing a previous work of Gutzwiller [14], started from the
metallic phase, described through a strongly renormalized Fermi liquid with
a reduced low-energy scale (or effective Fermi energy) of order ZD. Z is the
quasiparticle residue and D is the half-bandwidth (hereafter considered as
equivalent to t in the U/t ratio). As the interaction strength increases, this
energy scale vanishes at a critical value UBR, with Z ∝ (UBR - U). This ap-
proach is a consistent low-energy description of the strongly correlated metal,
but does not account for the high-energy excitations forming the Hubbard
bands, which should be present already in the metallic state. Furthermore,
it gives an oversimplified picture of the insulating state, which is described as
a collection of local moments with no residual antiferromagnetic exchange.
The Brinkman-Rice approach can be justified formally with the slave boson
technique [15] that allows one to extract the behavior with temperature of
the correlated electron system.

It is clear that classical mean field theories are not appropriate to de-
scribe simultaneously coherent low-energy excitations (as for the Gutzwiller
approach) and incoherent, of high-energy (Hubbard approximations). The
Dynamical Mean Field Theory (DMFT) can instead describe, within the
Hubbard model, both the insulating and the metallic phase [16, 17]. In
essence, DMFT reduces (or maps) a many-body lattice problem to a single-
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site problem with effective parameters, in analogy to the classical theory of
magnetism (where the one site spin is represented in interaction with an ef-
fective magnetic field). In the electron case, the degrees of freedom at a single
site are the quantum states of the atom inside a selected central unit cell of
the crystal; the rest of the crystal is described as a reservoir of noninteracting
electrons that can be emitted or absorbed in the atom (see figure 1.5 [17]).

Figure 1.6: Evolution of the density of states at T = 0 obtained with
DMFT. The first four curves (from top to bottom, U/t = 1, 2, 2.5, 3) corre-
spond to an increasingly correlated metal, while the bottom one (U/t = 4)
represents the insulating state [16]

Unlike the classical case, in which a number (the effective magnetic field)describes
the effect of the medium on the central site, the quantum case requires an
energy-dependent Weiss effective field to capture the ability of an electron
to enter or leave an atom. At half filling, the evolution of the density of
states (DOS, defined as πDρ(ω)= - Im[G] [16], where G is the Green func-
tion and D the half-bandwidth) is shown for T = 0 in figure 1.6, for increasing
U/D ratio. Therein it is possible to follow the progressive separation of the
central quasi-particle (QP) peak (that corresponds to low-energy coherent
excitations) in the LHB and UHB for increasing U/t. At a critical value of
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U = Uc1 the Hubbard bands separate one from the other while the QP peak
is still retained at the Fermi energy ω = ε − εF = 0 (see the fourth panel
of figure 1.6). For higher values of U the peak increasingly narrows until it
disappears for U = Uc2 and the two Hubbard bands only are left in the DOS.
The vanishing of the QP peak is associated with a vanishing renormalization
factor Z, and hence with a diverging value of m? as previously described by
Brinkman and Rice. The insulating phase (U > Uc2 ) described by DMFT is
in agreement with the results of the Hubbard approximations. The fact that
DMFT provides correct results for both the cases of small and high interac-
tions (i.e. small or large values of U ) and that it becomes exact in the limit
of infinite dimensions, suggests that also the results at intermediate values
of U/t are probably correct.

1.5 Peierls Instability

In the previous paragraph we have considered the effect of electron Coulomb
repulsion setting in almost localized electronic levels. Let us now focus our at-
tention on the effect of lattice distortion in modifying the electronic transport
properties of simple systems, such as broad band metal, with an electronic
band E(k) not completely filled. A slight displacement of the atoms reduc-
ing the lattice symmetry gives rise to a perturbation of the periodic potential
viewed by the electrons which modify the E(k) dispersion, opening a band
gap. This class of systems is referred as Peierls insulator [2].

Let us consider, for sake of simplicity, a one-dimensional half filled metal
(metallic linear chain) [18]. Let be a the atom spacing parameter and β the
hopping integral. Let also rescale the energy so that the on-site energy term
is zero. The band structure is E(k) = 2β cos(ka) over the first Brillouin zone
(−π/a, −π/a). Suppose we now move one atom every two ones so that there
are now two hopping integrals β1 and β2 and two atom spacings in the unit
cell, as shown in figure 1.7.

The period of the chain is doubled, and therefore the Brillouin zone now
extends from -π/2a to π/2a. Let |m, 1 > and |m, 2 > denote the atomic
states on atoms 1 and 2, in the m-th cell. The eingenstates of the chain are
now expressed, using the Bloch’s theorem, as follows:

Ψn
k =

∞∑
m=−∞

eik2ma(cn
1 (k)|m, 1 > +cn

2 (k)|m, 2 >) (1.8)

where cn
1 (k)eik2ma and cn

2 (k)eik2ma are the coefficients of atomic states |m, 1 >
and |m, 2 >. Inserting this eigenstate into the Schroedinger equation HΨn

k =
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Figure 1.7: a) A perfect infinite chain in which all nearest neighbour bound
lengths and hopping integrals are the same. b) A distorted infinite chain in
which one atom every two atoms is moved to the right so that there are now
two hopping integrals β1 and β2, and the period of the chain is doubled.
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Figure 1.8: The energy bands for the undistorted (back curve) and distorted
(red curve) infinite chain

En
k Ψn

k , we obtain the following secular equations:

(β1e
−ik2ma + β2)c

n
2 (k) = En

k cn
1 (k) (1.9)

(β2 + β1e
ik2ma)cn

1 (k) = En
k cn

2 (k)

which lead to the following energy bands

En
k = ±

√
(β1 + β2)2 + 4β1β2cos2(ka) (1.10)

These bands are sketched in figure 1.8, and it is seen that a gap is opened
up at the Brillouin zone boundaries k = ± π/2a of magnitude 2(|β1 − β2|).
If there is one electron per atom the band of equispaced chain is half-filled
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and Fermi wave vector is kf = ±π/2a. After the distortion the lower band
shown in figure 1.8 is filled and the upper band is empty. This has two
consequences. The first is that there is an energy gain for the system, i.e. the
sum of the energies of the occupied electronic states is lower in the distorted
chain because the gap depresses the energy of states near kF . The second is
that the linear chain is transformed from metal to an insulator.

Although the sum of the occupied electronic eigenvalues is lowered there
is an energy cost associated with the distortion of the chain because there
is now an elastic strain energy. The strain energy varies quadratically with
the magnitude of the distortion of the bond lengths. On the other hand,
|β1 − β2| varies linearly in the distortion of the bond lengths, at least for
small bond distortion. The energy gain of the occupied state is proportional
to |β1− β2|, at least near the Brillouin zone boundaries. Thus the electronic
energy lowering is linear in the distortion of the bound lengths, and therefore
there is always a net lowering in the total energy by distorting the bounds
in this way for a half-filled band. Generalizing this result we see that for
a Fermi wave vector, kF , in the undistorted chain the total energy of the
system can be reduced by a periodic distortion of wavelength nπ/kF , where
n is an integer, due to the split into n sub-bands with gaps between them at
the Brillouin zone boundaries.

In conclusion, there is always a gain in the energy if an ideal infinite linear
chain of atoms undergoes a distortion with a wavelength π/kF and the linear
chain is then converted from a metal to an insulator. In three dimensions the
wave vector of the periodic distortion lies at a point on the Fermi surface, and
only those state near this point will be split by the distortion, with the rest
of Fermi surface remaining unaffected. Whether a sufficient energy lowering
can be achieved to make this distortion favorable depends on how flat the
Fermi surface is near this wave vector. The original analysis of the Peierls
instability of a metallic linear chain neglects temperature effects. In the
next section the temperature dependence of the electronic state of a metallic
system sensible to a Peierls distortion will be discussed.

1.5.1 Instability of the electron gas in presence of elec-
tron phonon coupling

The Peierls instability together with the Kohn anomaly are probably the
most important phenomena predicted and only subsequently experimentally
observed in the physics of low dimension conductors. As discussed above,
Peierls argued that a one-dimension fermionic system living on a chain be-
comes unstable with respect to a lattice distortion which doubles periodicity,
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creating a gap in the electron spectrum. This argument was for zero temper-
ature and it did not take into account the cost of the lattice energy required
to create the lattice distortion. Fröhlich showed that the Peierls instability
persists if the (classical) lattice restoring forces are weak enough and the
temperature is sufficiently low [19,20].

Peierls instabilities, such as often spontaneous lattice symmetry breaking
(e.g Jahn-Teller), can be discussed in term of a coupling between the elec-
tronic and lattice degree of freedom. In particular Peierls transition can be
analysed by means of kinetic electron gas Hamiltonian plus electron-phonon
coupling [21]. In the second quantization scheme, the electron gas Hamilto-
nian is given by:

Hel =
∑

k

εka
†
kak (1.11)

with a†k and ak being the creation and annihilation operators for the electron
states with energy εk = (~k)2/2m, while lattice vibrations are described by:

Hph =
∑

q

~ωq(b
†
qbq +

1

2
) (1.12)

with b†q and bq being the creation and annihilation operators for phonons of
wave-vector q, and ωq being the normal mode frequencies. Let us introduce
the electron-phonon coupling by means of the so-called Fröhlich term [19]:

Hel−ph =
∑

kq

gq(b
†
−qbq)a

†
k+qak (1.13)

where gq is the coupling constant. The overall Hamiltonian:

H = Hel + Hph + Hel−ph (1.14)

describes a coupled fermion-boson system.
Since ρq =

∑
k a†k+qak is the qth Fourier component of the electron density,

Eq. 1.13 can be rewritten as:

Hel−ph =
∑

q

gq(b
†
−qbq)ρq (1.15)

By introducing the normal coordinates, which can be expressed as Qq = (~/2Mωq)
1/2(b†−qbq)

and assuming the coupling constant gq to be q-independent, Eq. 1.15 can be
eventually re-expressed as:

Hel−ph =
∑

q

ρqgQq(
2Mωq

~
)1/2 (1.16)
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The term

gQq[
2Mωq

~
]1/2 = φq (1.17)

can be identified as an applied potential φq for the free electron gas. In the
mean filed approximation this implies:

ρq = χ(q, T )φq (1.18)

χ(q, T ) is the Lindhard response function:

χ(q) =

∫
fk − fk+q

εk − εk+q

dk

(2π)d
(1.19)

where fk = f(εk) is the Fermi function. The zero temperature q dependence
of χ is plotted in figure 1.9 a for the one (1D), two (2D) and three dimensional
(3D) electron gas. As shown in figure 1.9 b, χ is strongly dependent on the
dimensionality of the system. A divergence occurs in the 1D case which is
removed at finite temperature At q = 2kF . The χ divergence in the 1D
case is due to the peculiar topology of the Fermi surface (referred as perfect
nesting) and has several important consequences, the main making the 1D
electron gas unstable respect to the formation of a varying electron density
of period π/kF . A discontinuity in the first derivative occurs in the 2D case,
while χ is continuous even in the first derivative in the 3D case.

Let us focus our attention on the phonon modes. By establishing the
equation of motion for the normal state coordinates, it is possible to better
understand the role of the electron-phonon interaction. The equation of
motion can be obtained by commuting Qq with the Hamiltonian 1.14:

~2Q̈q = −[[Qq, H], H] (1.20)

Making use of the commutation rules and replacing ρq by means of Eq. 1.18,
one finds:

~2Q̈q = −[ω2
q +

2g2ωq

~
χ(q, T )]Qq (1.21)

thus, electron-phonon-coupling causes the renormalization of the frequency
of the acoustic phonon coupled to the charge, with a new phonon frequency
ωren given by:

ω2
ren,q = ω2

q +
2g2ωq

~
χ(q, T ) (1.22)

The main result here is that on decreasing the temperature a softening of
the phonon mode occurs for q = 2kF (see figure 1.10).
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Figure 1.9: In a: zero temperature normalized Lindhard response function
χ for a 1D, 2D, 3D electron gas as a function of q. In b: temperature depen-
dence of χ(q) in the 1D case [21]. Arrow indicates increasing temperature.

Figure 1.10: Theoretical [panel a)] and experimental [panel b)] Kohn
anomaly phonon dispersion relation of a 1D metal after ref. [21] and [22]
respetively; experimental data are collected on ZrTe3 single crystal [22].
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In 1D the phonon frequency drops to zero on decreasing temperature, in-
dicating a lattice instability which implies the freezing of the lattice distortion
and a back folding of the Brillouin zone (see figure 1.10). This effect is known
as the Kohn anomaly. The periodic potential with q = 2kF opens up a gap at
k = 2kF in the electronic bands and the ground state exhibits now a periodic
spacial modulation of the charge density, called charge density wave [21]. For
a given coupling g, the transition temperature at which the charge density
wave arises can be defined as the T value at which ωren = 0. For the higher
dimensions the T dependence of χ is weak and a strong electron-phonon-
coupling is required for obtaining a phase transition even at T=0.

The theory above summarized points out the role of the Fermi surface
topology in leading the Peierls distortion. In real 3D systems the Fermi sur-
face departs from that of an electron gas and in some cases can partially
increase the instability conditions.

I want just to notice that during the research, I also studied the optical
response under lattice compression of CeTe3, which exhibits an almost per-
fect nesting of the Fermi Surface (FS) and an incommensurate charge-density
wave (CDW), residing within the Te planes [23,24]. The analysis of the Mid
Infrared Reflectivity spectra allows to address both the pressure dependence
of the CDW gap, as well as the behavior of the high frequency tail of optical
conductivity σ1 (see figure 1.11) which follows a power law behavior, rather
consistent with a Tomonaga-Luttinger liquid scenario [25,26].

Figure 1.11: Optical conductivity σ1(ω) of CeTe3 at selected pressures.
Inset high frequency tail of σ1(ω) plotted on a bilogarithmic scale. The y-axis
is scaled by the maximum of the midinfrared peak (around ∼ 6000 cm−1),
while the energy axis is scaled by the frequency ωmax where the maximum in
σ1(ω) occurs (see inset). The solid lines are power-law σ1(ω)-fits to the data.



Chapter 2

Insulator to metal transition

In the present chapter some example of MIT in several transition metal com-
pounds will be presented and discussed. Making references to the microscopic
mechanisms discussed in the previous Chapter, we will focus on the cases of
Te, NiS2, and VO2, the principal systems considered in the present this work.
As shown in figure 2.1, Te and NiS2 show a pressure induced MIT about 4
GPa at room temperature, whereas VO2 is characterized by a spectacular
temperature driven MIT (5 orders of magnitude jump in conductivity): as
discussed in details in the present Chapter, all of these materials are semi-
conductors at ambient conditions and the onset of the metallic phase can,
at least in principle, be ascribed to different microscopic mechanism (Peierls,
Mott, and charge transfer scenarios). In order to gain a deeper insight on
the effect of the lattice compression, the research has been extended to fam-
ilies of doped compounds, like NiS2−xSex and V1−xCrxO2. A description of
structural and electronic properties of all the same mentioned materials will
be also schematically discussed.

2.1 Properties of Solid Tellurium

Recent developments in high-pressure techniques and advances in X-ray crys-
tallography have led to a deeper inside of knowledge in structural phase tran-
sition of materials under pressure. Moreover recently discovered phenomena
such incommensurately modulated structures [30,31] have enriched the con-
ventional phase diagram of the simple elemental system. Structural studies
carried out under pressure on the group VI elements (Se, Te and S) have cre-
ated a renewed interest in view of the fact that these elements undergo similar
scheme of structural phase transitions, including incommensurate phases [32].
Among these, solid tellurium has attracted a great deal of interest for the
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Figure 2.1: Resistivity of solid Te [panel a)], NiS2 [panel b)] and VO2 [panel
c)] as function of pressure and temperature respectively, after ref. [27–29]

several fundamental theoretical issues it raises, such as the pressure-induced
insulator to metal transition and the rich phase diagram with low-symmetry
structures, which have prompted many experimental and theoretical studies.
Despite the great experimental and theoretical efforts, the understanding of
this system is still far from being complete. In particular the structural phase
transitions scheme, recently revisited, and the electronic mechanism of MIT
are still object of a large investigation. In the present thesis work Raman
and Infrared spectroscopy coupled with high pressure techniques have been
employed to gain a deep insight in both structural and electronic response
to lattice compression.

2.1.1 Insulator to metal transition in solid Te

Elements belonging to the VI group exhibit very interesting properties. Among
them, Se and Te are quite similar in the solid state: solid Te, as well as solid
Se, are semiconductors, and their lattices consist of helical chains of atoms
running along the c axis of the trigonal cell. According to resistivity measure-
ments [27,33] shown in panel a) of figure 2.1, on increasing external pressure
solid Te, which exhibits an anisotropic band gap of∼ 0.33 eV, evolves towards
the metallic state achieved at the threshold pressure of ∼ 4.0 GPa, where
a simultaneous structural transformation from Te-I to Te-II is observed (see
the next section). The first order insulator to metal transition can be ex-
plained by the fact that as the pressure increases, interatomic distances, and
hence the volume per unit cell, are also decreased. The lattice compres-
sion is accompanied by a progressive structural symmetrization which leads
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Figure 2.2: Crystal structure of Te-I at ambient condition.

to a gradual removal of the Peierls distortion (see the next section). Thus
solid Te is transformed from a semiconductor system with an open chain-like
hexagonal structure, characterized by covalent bonding and Van der Walls
interactions, to a metallic system with a more closely packed structure and
metallic bonds. Atoms approach closer to each other and as a result the
conduction and valence bands overlap each other to form a single partially
filled band, which gives rice to the metallic character of the high pressure
phase.

2.1.2 Crystal structures of solid Te and phase diagrams

At ambient conditions, solid Te has a trigonal structure (Te-I) whose space
group is D4

3 or D6
3, depending on screw axes direction. The unit cell contains

three atoms, each having two nearest neighbours on the same chain with
covalent-like bonds, and four second neighbours on the adjacent chains with
Van der Waals interaction. The equilibrium lattice constants are a = 0.4456
nm and c = 0.5927 nm, the ratio of the helical radius to the interhelical
spacing a is u = 0.2633, and each atom is spaced vertically by c/3 [34]. Te-I
structure is sketched in figure 2.2. Nearest and second neighbours interatomic
distances are 0.283 and 0.349 nm, respectively.

As well as for the other elements of the VI group, this crystal structure
is usually discussed in term of a Peierls distortion of simple cubic lattice,
identified by the three orthogonal 5p bands [35]. However, the p band is
exactly half filled so that the lattice is unstable against a Peierls distortion
which divides the six nearest neighbour bonds into three long (d2) and three
short bonds (d1). The ratio of d2/d1 is equal to 1.23 for solid Te at ambient
pressure and can be considered a measure for the strength of the Peierls
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Figure 2.3: Schematic phase diagram of solid Te according to a) old and b)
new phase transition sequences. Crystal structures are also sketched. After
ref. [36–39]

distortion [35]. It is worth to notice that on applying pressure this ratio
progressively approaches at 1, denoting a gradual reduction of the lattice
distortion.

The main effect of pressure on the lattice structure is the reduction of
the distances between neighbouring chains, leading to a progressive lattice
symmetrization. Due to the similarity of the structures, x-ray-diffraction
methods have not led to a decisive structure solution for the higher pressure
phases.

For about two decades, starting from the early 80’s, the generally accepted
phase diagram predicts four phases as shown in panel a) of figure 2.3. On
applying pressure Trigonal Te is transformed into a puckered layer monoclinic
structure at 4.5 GPa [36] (Te-II, space group P21) with four atoms per unit
cell and two bonds lengths (2.80 Å and 3.10 Å) stacked in the a-axis direction.
On further increasing pressure up to 6.8 GPa, monoclinic Te-II is turned into
orthorhombic Te-III (space group D3d) with two atoms per unit cell [37]. Te-
III consists of the same layer structure but with an unique bond length (3.04
Å). A phase transition from orthorhombic Te-III to β-Po-type Te-IV (space
group R3m ), which can be reviewed as a rhombohedral distortion along
[111] direction of a simple cubic lattice, takes place at 11 GPa [37]. In β-
Po-type structure, the unit cell consists in 3 atoms and each atom has six
first nearest neighbors and two second nearest neighbors. Finally a higher
symmetry bcc structure with two atoms per unit cell and eight coordination
number is reached at 27 GPa (Te-V). Te-V is found to be stable up to 40
GPa [38].
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Recently new high pressure diffraction studies have suggested a different
phase transition scenario [30, 39] (see panel b) of figure 2.3): trigonal Te-I
undergoes a structural transition to triclinic Te-II at 4.0 GPa, followed at 4.5
GPa by a successive monoclinic Te-III phase, previously reported at 7 GPa.
Te-II and Te-III coexist over a wide pressure range on pressure increase, and
single-phase patterns of Te-III are observed only above 8.0 GPa. A close
inspection of diffraction pattern from the single crystal of Te-III shows, in
addition to the strong Bragg reflections, intense satellite reflections associ-
ated to an incommensurate lattice modulation, which is thought to be driven
by a combination of sufficiently strong electron-phonon coupling and Fermi
surface (FS) nesting [21], as also suggested by inelastic x-ray scattering mea-
surements which have revealed a pronounced anomaly in LA phonon branch,
which is shown to be dynamically unstable near wave vectors corresponding
to the incommensurate modulation [40]. On further applying pressure Te-III
structure is transformed into the bcc structure Te-V at 29.2 GPa [30,39]. It

Figure 2.4: The ratio of the R (interchain) and r (intrachain) as a function
of pressure. Open and filled symbols are experimental and theoretical R/r
values respectively, after ref. [41]

.

is worth to notice that both sequences of the structural changes discussed
are accompanied by a systematic increase of the coordination number. The
trigonal structure of Te can be suitably represented in terms of the neighbor
distance (intrachain) r and the nearest non-bonded (interchain) distance R,
which can be determined from the structural parameters from the relations
r =

√
3(ua)2 + (c/3)2 and R =

√
a2(1− 3u)2 + r2. It would be valuable to

reexamine the high-pressure structural response of the system in term of R/r
ratio shown in figure 2.4 [41]. Experimental results indicate that this ratio
approaches a constant value (about 1.2), suggesting that lattice compression
should reduce the structural anisotropy in the material and that the ratio
should approach unity, increasing physical density so that more close-packed
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Figure 2.5: Schematic band structure of the top of the valence band of solid
Te in the vicinity of the H points of Brillouin zone

.

structures such as body-centered monoclinic and cubic become energetically
favorable.

Vibrational spectroscopy represents an alternative tool that can be used to
investigate possible structural phase transitions and above all to understand
the bonding properties. In Chapter 4, Raman spectroscopy will be employed
to discriminate between different phase transition sequences.

2.1.3 Electronic structure of solid Te

Solid Te is one of the simplest examples of an anisotropic chain structure sys-
tem. Reflecting the anisotropic nature of the crystal, the electronic structure
of solid Te is peculiar. Since electrons up to 4d states constitute the atomic
core, only 5s and 5p electrons are responsible for transport properties of the
system. According to electrical measurements [27,33], at ambient conditions
trigonal Te exhibits a semiconducting behavior with a narrow band gap of
0.33 eV between the highest valence band constituted by two of the four 5p
electrons which are in non-bonding lone-pair (LP) orbitals, and the lower
conduction band formed by anti-bonding orbitals (σ∗) between neighbouring
chains. Charge transfer between the lone pair and σ∗ orbitals and repulsive
exchange interaction between lone pair orbitals seem to play an important
role in stabilizing the spiral chain structure. Te-I band scheme structure is
sketched in figure 2.5.

The top of the valence band is located in the vicinity of H point of the
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Figure 2.6: Photoemission spectra measured on solid Te. The small trian-
gles point to the features described in the text. The spectra are normalized
to acquisition time (W1 - W8). [42]

.

Brillouin zone and take the form of a characteristic camel-back shape. The
height of the maxima from the saddle point H is 2 meV. The lower bands are
mainly due to 4s electrons, while 5p electrons mainly contribute the upper
bands. The bands which cross the Ef are mainly coming from 5p orbital. The
major contribution to the density of states at Fermi level is, therefore, coming
from 5p electrons, as also confirmed by photoemission spectroscopy studies
[42]. The ultraviolet photoemission spectroscopy valence-band spectra are
shown in figure 2.6.The spectra show two broad bands: one, at 2 eV binding
energy, is the lone-pair p band, and the other, around 5 eV with a double-
peak structure, is the bonding p band. There is no intensity at the Fermi
energy EF , as expected for a semiconductor with an energy gap of around
0.3 eV.

The band structure calculations in trigonal Te-I under pressure have been
carried out using a self-consistent pseudopotential method [41,43] and a self-
consistent Hartree-Fock-Slater method [44,45]. According to ref. [44,45], all
bands progressively broaden with increasing pressure, leading to a band gap
narrowing, which is a clear signature of the electronic instability of the semi-
conducting state. More recently the electronic structure and the structural
instability of incommensurate monoclinic TeIII have been investigated by
means of Density Functional Theory (DFT) calculations [46]. The ab initio
calculations show that triclinic arrangement of the atoms or the incommen-
surate modulation along b-axis brings about a large dip in the density of
states of 5p-band to lower the band structure energy.

At this stage, the analysis of the electron density as function of pressure
would be very appealing at addressing the mechanism of the metallization
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process occurring as consequence of the lattice compression. In the Chap-
ter 4, DFT methods will be employed to study the pressure dependence of
Te valence electron bands. Moreover electron density plot will be drawn at
selected pressure.

2.1.4 Other measurements

The marked anisotropy of the trigonal structure is clearly reflected in the
linear thermal expansion coefficient and principal Grüneisen parameter values
measured parallel (α||) and perpendicular (α⊥) to the c axis, shown in figure
2.7 [47, 48]. Measurements have been made on the heat capacity in the
temperature range 300 - 1.5 K. The results are shown in figure 2.7 inset a) as
a plot of the apparent Debye temperature for the heat capacity C(T) against
temperature [49]. For T < 5 K the heat capacity may be described in terms
of the usual low-temperature expansion and the limiting low-temperature
value of the Debye temperature is ΘD = 152 K.

Figure 2.7: Principal linear coefficients α|| and α⊥ up to 30 K (close points
from ref. [48], open diamonds from ref. [47]). Inset b) principal Grüneisen
parameters. Inset a) Debye characteristic temperature ΘD [49].

.
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Figure 2.8: Schematic phase diagram of NiS2−xSex solid-solution (PI, para-
magnetic insulator phase; AFI, antiferromagnetic insulator phase; PM, para-
magnetic metal phase; AFM, antiferromagnetic metal phase) [50]. Filled
circles (x= 0, 0.55, 0.6, 1.2) correspond to the compositions investigated in
this study.

2.2 Properties of Nichel Selenium pyrites

A considerable number of experimental and theoretical studies have been
carried out on MX2 pyrites with M and X2 (M = Mn, Fe, CO, Ni; X =
Se, S, S-Se) forming a NaCl-type lattice. We will focus on the compounds
belonging to the NiS2−xSex family. They are chalcogenides which exhibit
MITs between magnetically ordered phases on varying the Se content (see
figure 2.8), preserving the same cubic lattice structure [50]. The parent
compounds NiS2 and NiSe2 differ significatively: whereas the former is a
charge transfer insulator [51] the latter is a Pauli paramagnetic metal [52].
These two components can be mixed in all proportions, whereby a continuous
changeover from one regime to the other is achieved.

2.2.1 Metal-insulator transition in NiS2−xSex

Earlier work reported in the literature on NiS2−xSex, were motivated by the
fact that NiS2 is a magnetic insulator, whereas NiSe2 is a good metal: the
isostructural solid solutions formed accurately obeys the Vegar’s law [53,54]
(as discussed in the next paragraph) and displays intermediate anomalous
electrical behaviour over the entire composition range 0 ≤ x ≤ 2. A sys-
tematic investigation of electrical properties of NiS2−xSex has been reviewed
[55]. Electrical resistivity ρ(T) for NiS2−xSex single crystals in the range
0 6 x 6 0.71 as function of temperature is reported in figure 2.9.
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Figure 2.9: ρ vs T for single crystal NiS2−xSex in the range 0 6 x 6 0.71.
Increasing Se content, a metallization process occurs. [55]

A close inspection of Figure 2.9 reveals the general trend anticipated for
the Se substitution process: in fact, the larger radial extension of the Se p
orbitals as compared to those of S, suggests that NiS2−xSex solid solution
moves, on increasing Se content, progressively towards metallicity. A similar
trend is observed in the (V1−xTix)2O3 system [56] with increasing Ti content,
although in the latter case the resistivity changes at the MIT are discontin-
uous. It should be also mentioned that electron-phonon coupling has been
invoked to explain electrical transport properties for the insulating state of
NiS2 [57]. We will discuss this point in details in 5.1.1 section.

In the composition range 0 < x < 0.24, NiS2−xSex is an insulator with
lower and higher temperature activation energy of 330 and 110 meV respec-
tively. At low temperature the alloys display a canted antiferromagnetic order
with wider Slater energy gaps. ρ(T) exceeds 103 Ω cm as the temperature
approaches to zero. Above 120 K, NiS2−xSex is paramagnetic with a charge
gap that is roughly twice the activation energy. High and low temperature
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gap sizes are almost independent of composition.

In the composition range 0.38 ≤ x ≤ 0.51 NiS2−xSex is metallic at low
temperatures in the sense that ρ(T) is small and nearly temperature indepen-
dent, except in the 30 − 50 K temperature range, where ρ(T) rises steeply,
exhibiting a marked maximum at an intermediate temperature (70 − 80 K),
enlightening the occurrence of a MIT. A possible interpretation of this feature
in the resistivity curve is that a gap opens up in electron density of state.
This signals the occurrence of a MIT. Beyond this maximum, ρ(T) again
drops exponentially on increasing the temperature, with a corresponding ac-
tivation energy of 110 meV, the same value as for low substantial regime.
In the range 0.51 ≤ x ≤ 0.58 the features are rather like those of 0.38 ≤ x
≤ 0.51 range except that the resistivities are much lower and the peaks in
the resistivity curves decrease in magnitude and are broadened. Finally for x
> 0.6 the alloy displays metallic characteristics, with ρ rising monotonically
with T in the range below 10−3 Ω cm.

An alternative way to induce a MIT in NiS2 is by applying hydrostatic
pressure (as shown in panel b) of figure 2.1). While being experimentally
challenging, the application of high pressures is the preferable way to tune
the band width controlled MIT, since it does not introduce impurities and
disorder. Resistivity measurements on pure NiS2 and Se alloying compounds
as function of pressure will be discussed the following 2.2.5 section.

2.2.2 Structural properties of NiS2−xSex

The pyrites MX2 contain interpenetrating face-centred-cubic (point group
C31) cation and anion arrays arranged in a NaCl-like structure obtained
replacing the Na atoms by M and Cl atoms by anion pairs X as shown
in figure 2.10. The unit cell contains four formula units. Crystal symmetry
requires that the transition metal occupies a site in the lattice with octahedral
coordination, and the chalcogenide atom occupies a site with tetrahedral
coordination. A systematic x-ray diffraction investigation shows that all
the compounds of the NiS2−xSex family are characterized by the same cubic
structural phase with the a lattice parameter following the Vegar law, a =
(5.688 + 0.127xSe) Å where xSe is the Se content [53, 54]. The presence
of a single structural phase for all the Se concentration makes this system
very suitable for a systematic investigations of electron correlation effects in
driving the system towards the insulating state.



2.2. Properties of Nichel Selenium pyrites 31

Figure 2.10: crystal structure of the NiS2−xSex solid solution. Ni and
(S, Se)2 pairs form a NaCl-type structure and each (S, Se)2 pair is aligned
parallel to another one.

2.2.3 Electronic structure

Quantitative evaluations of band structure of NiS2−xSex are still at a some-
what rudimentary stage, because of the difficulty of taking into account elec-
tron correlation effects, but an outline is beginning to emerge and a reason-
able explanation of the main physical features of the system is today possible.

Goodenough’s qualitative picture

Goodenough provided a conceptual framework for ordering the bands for
electrons of topmost energy in materials with pyrite structures. Let us focus
on pure NiS2. Following references [58,59], a good way of viewing the struc-
ture of pyrite is that of S2 molecules dissolved in a face centered Ni crystal
lattice. The octahedral symmetry of the metal atom causes a loss in de-
generacy of these orbitals (cubic field splitting): two orbital sets of different
energy and symmetry are created. The higher energy set contains two d or-
bitals of eg symmetry while the lower energy set contains the remaining three
orbitals which has t2g symmetry. The electrons fill the orbitals according to
the Hund’s Rule and the Pauli Exclusion Principle. Indeed the eg orbitals
are half filled and are the highest occupied molecular orbitals, containing one
electron in each eg orbital. On the other hand, 3p orbitals of S−2

2 dimers will
split into bonding σ, π and antibonding (σ∗, π∗) states where σ, π and π∗
are occupied and σ∗ is unoccupied. According to this scenario, NiS2 would
be predicted a metal, although resistivity measurements reveal an insulator
behaviour [55].

Let us now consider the electron correlation effects. Due to the strong
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Figure 2.11: Qualitative electronic band structure of NiS2 neglecting (a)
or accounting for (b) the electronic correlation

Coulomb repulsion, metal transition 3d orbital are splitted into upper and
lower Hubband band, with an energy spread of about 5 eV. In this energy
gap S 3p orbital are located. In this band structure picture electron hop-
pings between Ni sites occur mediated by the chalcogenide sites, mainly
caused by peculiarities of the pyrite crystal structure [61]. According to Zaa-
nen Sawatzky Allen (ZSA) scheme, the insulating states of the system must
be referred as charge-transfer insulator type (see figure 2.11). The charge
transfer gap ∆ is about 0.5 eV [51].

Let us discuss Se alloying effects on the system. Since S and Se are isoelec-
tronic the substitution process does not alter the electron count. However,
due the greater radial extension of Se orbitals with respect to S ones, Se
alloying leads to an increase of wave functions overlapping and consequently
to an increase of electron hopping probability, which is equivalent to a band
broadening. A similar band-width controlled (BC) MIT has been also recog-
nized in a series of RNiO3, R being a rare-earth element from La to Lu, and
the BC-MIT acting by the bond distortion of the orthorhombic perovskite [4].

Experimental results

Experimental information concerning the band structures of the NiS2−xSex

system derives mainly from photoelectron spectroscopy. Early works of X
ray photoelectron spectroscopic (XPS) in the range 0 − 25 eV below the
Fermi level EF show for NiS2 at 300 K the S 3p and Ni 3d bands overlap in
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Figure 2.12: Valence band UPS spectra of (a) NiS2 and of (b) NiS1.5Se0.5

[62]

this range of energies [52].

A detailed investigation via angle resolved photoemission spectroscopy on
NiS2−xSex for the composition range 0 ≤ x ≤ 0.5 has been carried out [62].
On the pure system, the shoulder near the Fermi energy EF has been assigned
to eg states and is found to merge with the S 3p band [see panel a) of figure
2.12]. On increasing the Se contents, a noticeable shift of the anionic p band
towards the Fermi level is found, without any drastic change in the energy
separation between the t2g and eg bands or any shift with respect to EF .
A characteristic narrow band, absent in pure NiS2, develops near EF for x
= 0.5 [see panel b) of figure 2.12], and loses spectral weight rapidly as the
temperature is increased, as shown in figure 2.13. The appearance of the
narrow peak cannot be explained by one-electron band theory. This suggests
that the peak is due to many-body effects [62]. This spectral feature has been
interpreted as a spectral weight transfer, indicating significant correlation
effects in the system [62, 63]. Moreover the leading edge of this peak closely
tracked the resistivity of the alloy over the temperature range 25 − 120 K
as shown in the inset of figure 2.13. This finding can be consider a direct
evidence of the disappearance of the insulating state due to the gap collapse
[62].
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Figure 2.13: Temperature dependence of the UPS photoemission peak near
the Fermi level. Note the similar temperature behaviour of the leading edge
position and of the resistivity as function of temperature, as shown in the
upper inset. After ref [62].

2.2.4 Other measurements

Heat capacity anomalies have been reported at the various phase transitions
for NiS2 [64], NiSe2 [65] and for several intermediate compositions alloys
[66, 67]. Entropies values at the concomitant transition differ considerably.
Let us focus on the electronic contribution (γ) to the heat capacity for the
metallic phase in the composition range 0.5 < x < 2, as determined from low
temperature heat capacity measurements. It is well known that elementary
solid state theory predicts for the specific heat a power law relation (C = γT
+ aT3, where the aT3 and γT are the contributions anticipated for lattice
excitations and electron respectively [68]). As a consequence, plots of C/T vs
T2 should be linear, with the intercept yielding the value of γ. Actually, such
plots are never quite linear for the NiS2−xSex system. Observed curvatures
have been tentatively ascribed to spin fluctuations [69, 70]. Despite such
problems, the γ values obtained by extrapolation from the essentially linear
regions to the intercept, as carried out by the various investigators, are in
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Figure 2.14: Values of the electronic contribution to the heat capacity of
NiS2−xSex for x > 0.5. After ref [67]. The square symbol refers to unpub-
lished measurements of Kim et al.

reasonable agreement. We show in figure 2.14 a compilation of γ values
for x > 0.55; it is seen that the electronic contributions for the alloys are
higher by a factor of up to 3 compared to the value γ = 9 mJ/mol K2

for NiSe2, which is a poor metal. This enhancement can again be directly
linked to electron correlation mechanism, repeatedly invoked for alloys of
intermediate composition x. It is of interest that γ peaks near x = 1 and
0.44; the former corresponds to the enhanced fluctuations near the AFM-PM
boundary, whereas the latter reflects the effective mass enhancement near the
AFM-AFI transition. Ultimately, however, the widening of the bands with
increasing x becomes dominant, leading to an increase of charge mobility and
to a reduction of γ.

2.2.5 High pressure studies

Whereas chemical substitution is a convenient method for varying magneto-
transport properties of the Ni pyrite, it has several disadvantages. Indeed we
have to deal with several samples whose real amount of substituted species
is often not exactly known and impurities affecting the physical properties of
the system can be introduced in different quantities in the different samples.
Applying high pressure on a single sample can be a route to tune the physical
properties of the system in a more systematic and controlled way. Indeed
the effect of pressure on various physical properties of the NiS2 system has
been largely investigated.

Resistivity curves of pure NiS2 single crystals showed a sharp drop on
increasing pressure [see panel b) of figure 2.1], with an insulator to metal
transition that occurs at room temperature at 4.6 GPa due to the increase
of the electron bandwidth related to pressure induced lattice shrinking [28].
Below this critical pressure value the insulator to metal transition can be
achieved only by cooling the system. The anomalous behavior of resistiv-
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Figure 2.15: Electrical resistivity of a) NiS1.6Se0.4 [73] and b) NiS1.3Se0.7

[74] as a function of temperature for various pressure values. The inset of
panel b) shows the temperature derivative of resistivity at selected pressures.
A jump associated with antiferromagnetic ordering at Neel temperature can
be seen [74].

ity corresponding to a para-antiferromagnetic transition was found in the
metallic state [28].

Bearing in mind Se substitution effects on electronic structure of Ni pyrite,
the application of pressure has been claimed to be equivalent to Se alloy-
ing [74]. In Se alloying compounds, a similar resistivity behaviour is ob-
served in the composition range x = 0.0, 0.2, 0.4 [71]. On increasing the Se
content in the composition range 0.5 < x < 1.2, the application of pressure
reduced the resistivities somewhat but did not greatly affect the trends in
the variation of ρ with T [72]. Panel a) of figure 2.15 shows the variation
in resistivity of a polycrystalline sample with x = 0.4 Se content as function
of pressure [73]. On rising the pressure the hump in the resistivity curves
becomes more prominent and then fades away beyond 1 GPa, while the re-
sistivity at any given temperature drops on increasing the pressure. The
equivalence of pressure and Se content has been somehow confirmed by the
pressure dependence analysis of the Neel temperature for NiS1.3Se0.7 sample
[see inset of panel b) of figure 2.15]. By comparing the pressure and x de-
pendence of the Neel temperature, it results that the application of 1GPa
corresponds roughly to 0.15 Se substitution in NiS1.3Se0.7 [74]. However no
clear indication arises about the validity of this equivalence for all the Se
alloying range.
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Figure 2.16: Room temperature pressure dependence of a) cubic lattice
parameter a and b) bond lenghts in NiS2 [75]

X-ray diffraction measurements on single crystal NiS2 as function of pres-
sure have been performed [75]. A careful analysis of structure changes and
bond distances under pressure have been reported. The cubic structure is
found to be stable over the whole explored pressure range (0-6 GPa). The
pressure dependence of the lattice parameter a was found to be almost lin-
ear, also crossing the transition point [see panel a) of figure 2.16]. S-S bond
distance is the feature most affected by the pressure: it remains fixed as long
as the system is in the insulating state, whereas it diminishes with rising p
> 4.6 GPa, where the system enters the metallic state; by contrast, the Ni-S
distance decreases steadily [see panel b) of figure 2.16]. The pressure induced
metal insulator transition affects also the compressibility of NiS2 [76] which
value is 9.2 × 10−4 GPa and 7.1 × 10−4 GPa for the insulating and metallic
states, respectively.
As discussed above, the application of external pressure renders NiS2 metallic,
lowering the activation energy for conduction [61, 71, 77] and closely mimics
the effect of increasing the Se admixture under ambient conditions. This can
be seen from the comparison of figure 2.8 and figure 2.17, where a tentative
of pressure-temperature phase diagram for NiS2 can be drawn [78]. These
observations suggest again that the various changes in physical properties of
the NiS2−xSex system reflect alterations in electronic structure rather than
structural effects or rearrangements.

However, it is worth noting that pressure and Se alloying act in an oppo-
site way on the crystal structure, shrinking and expanding the lattice respec-
tively. It seems almost reasonable that the two MITs, induced by pressure
and Se alloying respectively, may be guided by different electronic mech-
anisms, as it will be pointed out from ours measurements, resolving this
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Figure 2.17: Phase diagram as function of pressure and temperature for
NiS2−xSex on varying the Se content [78].

apparent paradox.

2.2.6 Quantitative Interpretation of Experimental Find-
ings

The experimental observations discussed in previous sections can be rational-
ized by drawing on the theory of electron correlation effects. This approach
is justified by the fact that with increasing x the NiS2−xSex system evolves
from a Mott-Hubbard insulator to a poor metal. As discussed above, under
the simplest approximation, the crystal field splits the Ni-d levels into a lower
set of threefold degenerate levels (t2g) and an upper set of twofold degenerate
levels (eg). Therefore, a model Hamiltonian, analogous to eq. 1.7, may be
constructed from half-filled eg states of Ni 3d and filled σ* of S2 3p [12, 62]
as:

H =
∑

<ij>σ

t(d†iσpjσ + p†iσdjσ) + (2.1)

(εd − µ)
∑
iσ

nd,iσ + (εp − µ)
∑
iσ

np,iσ + U
∑

i

nd,i↑nd,i↓

where d†iσ (p†iσ) is the creation operator of an eg(π*) electron with spin σ
at site i and nd,iσ (np,iσ) is a number operator of eg(π*) electrons with spin
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Figure 2.18: Schematic band structure of NiS2 according to the Hamilto-
nian 2.2 [12].

σ at site i. The electron hopping is considered only between the nearest-
neighbor Ni and S2 and only the on-site Coulomb repulsion on Ni is assumed
to be appreciable. The undoped material NiS2 has a charge-transfer gap
∆(= εd + U − εp) between the occupied π* band and the empty eg band
and is expected to correspond to the parameter region t << ∆ for which
the ground state of the Hamiltonian is a charge-transfer insulator (see 1.2
section), as shown in figure 2.18.

Although Local Density Approximation (LDA) band-structure calcula-
tions usually fail in reproducing insulating ground state in strong correlated
system, many of the experimental features related to electronic structure of
NiS2−xSex compounds are correctly captured by Hamiltonian 2.2, evaluated
within this theoretical framework [62]. According to LDA predictions, bond-
ing and antibonding S2 dimer are separated of 9.5 eV. Also Ni 3d bands split
into an upper and lower Hubbard band with an energy gap of 5 eV. Accord-
ing to this interpretation, NiS2 is a charge-transfer insulator with its gap,
∆ = 2 eV, between the filled antibonding S2 band and the empty upper 3d
Hubbard band. The relative positions of the p and d bands are confirmed by
a resonant photoemission experiment revealing that the top of the valence
band has p character [50].

2.3 Properties of vanadium dioxide

The vanadium oxides comprise compounds with different formal vanadium
valency stages, which range from two in VO, three in V2O3, and four in VO2

to five in V2O5. In addition to these configurations mixed valent compounds
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Figure 2.19: Metal to insulator transition temperatures and magnetic or-
dering temperatures of compounds belonging to the Magnéli phases. After
Ref. [80].

can be synthesized. Among the latter, the so-called Magnèli phases [79],
defined by the general stoichiometric formula:

VnO2n−1 = V2O3 + (n− 2)V O2 (2.2)

where 3 = n = 9, are of special interest since they give rise to closely re-
lated compounds with peculiar physical properties [80]. All compounds of
the Magnèli serie, with the only exception of V7O13, display a first-order MIT
(see figure 2.19). Among VnO2n−1, VO2 (n =∞) shows a MIT on decreas-
ing the temperature below TIM = 340 K, characterized by a simultaneous
structural transition from rutile to monoclinic phase, which fact hindered to
clearly identify the structural or the electronic degrees of freedom as the origin
of the transition. Despite intense work over four decades the understanding
of the MIT in VO2 is still far from being complete. Several models have
been proposed, ranging from Peierls-type to Mott-Hubbard-type scenarios,
stressing, to a different degree, the role of lattice instabilities and electronic
correlations in driving the system towards the insulating phase. The struc-
tural peculiarities of the MIT in VO2 led to identify the V-V dimerization as
a key mechanism in driving the systems into the insulating phase and thus
the MIT in VO2 was initially ascribed to a Peierls instability. However the
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Figure 2.20: Panel a) VO2 resistivity as a function of the temperature from
ref. [89]. Panel b) and c): temperature dependence of DC conductivity (a)
and of reflectance and transmittance at 2000 cm−1 (b) of a VO2 thin film on
sapphire substrate (film thickness 1500Å) from ref. [88].

splitting of the d band due to the lattice distortion is expected to be much
smaller than the observed value (∼ 2.5 eV) [81]. Yet, neither of these pic-
tures has been so far successful in explaining a broader range of the physical
phenomena shown by VO2.

2.3.1 Insulator to metal transition in VO2

According to resistivity measurements [29], shown in panel c) of figure 2.1,
VO2 undergoes a temperature driven MIT characterized by an abrupt jump in
resistivity, up to five orders of magnitude in high quality crystalline samples
[82–84] and accompanied by a transition from rutile to monoclinic structure
[85,86]. Since the electrical conductivity σ along the c axis being only twice
larger than the in plane value [84, 87, 88], σ in metallic VO2 phase is nearly
isotropic. The activation energy below TIM is about 0.5 eV. In the high
temperature metallic phase, an anomalous linear temperature dependence of
resistivity up to 800 K has been observed [see panel a) of figure 2.20] [89].

Optical properties of VO2 began to be studied shortly after Morin’s paper
of 1959 [29]. Optical transmission of polycrystalline VO2 thin film has been
reported in the photon energy range 0.25 eV ÷ 5 eV, with the gap edge
identified at ∼ 0.7 eV [81,87] (see 2.3.4 section). This change in the relative
transmittance of VO2 thin films is more easily observed in the infrared region
[88]. At the MIT, the transmittance of thin VO2 films drops to zero, while
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Figure 2.21: VO2 rutile structure. Spheres indicate V ions; oxygen ions
are placed at the octahedra vertexes.

reflectance rises [see panel b) of figure 2.20].

Conductivity, as well as optical properties, shows a thermal hysteresis,
whose temperature width ranges between 1 and 5 degrees, depending on the
sample quality, and being lower on samples with higher conductivity discon-
tinuity. In the insulating phase, no long-range magnetic order evidences are
provided by both susceptibility and NMR measurements [84,90]. These char-
acteristics make this system very appealing for technological applications for
instance in window coatings, infrared sensors, transistors, or opto-electronic
memories and switches [91–93].

2.3.2 Structural transition in VO2

Rutile phase

The rutile structure of metallic VO2 is displayed in figure 2.21. It is based
on a simple tetragonal lattice formed by V atoms, each surrounded by an
oxygen octahedron, with space group D14

4h (c = 2.8514 Å, a = 4.5546 Å). VO6

octahedra form edge-sharing strings and consequently V atoms are equally
spaced (separation 2.88 Å) along the c axis (see figure 2.21). Octahedra
centered at the corners and at the center of the cell are rotated by 90◦ around
the tetragonal c axis relative to each other and the octahedral edge-sharing
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Figure 2.22: Schematic representation of V-V dimerization in the M1 mon-
oclinic structure of VO2.

strings are interlinked via corners. The apical V-O distance is 1.933 Å and the
equatorial V-O distance is 1.920 Å. Unit cell contains two unit formula [85].

Monoclinic M1 phase

On decreasing temperature below 340 K the system enters the M1 mono-
clinic insulating phase. In this structure, in each V-V chain, V ions form
pairs along the c axis (separation 2.63 Å within pairs and 3.16 Å between
pairs). In addition each V-V pair is tilted respect to the c axis, leading to a
zigzag pattern [86] (see figure 2.22). Due to such distortion, a doubling of the
unit cell occurs along the c axis, with space group changing from D14

4h to C5
2h.

The unit cell contains four unit formula. The lattice constants and the mono-
clinic angle are aM1=5.743 Å, bM1=4.517 Å, cM1=5.375Å, and βM1=122.61◦,
respectively. Since b axis contracts, but c and a axis expand on entering
the M1 phase, the change in volume ∆V is rather small (∆V'0.04%). Be-
sides the two V-V bond lengths, as a consequence of the lattice symmetry
reduction, two different apical V-O bond lengths of 1.77Å and 2.01Å appear.
Moreover, the lateral displacement of the vanadium atoms causes a shift rel-
ative to the rather fixed oxygen octahedra, therefore affecting the (p−d)-like
V-O bonding and leading to two short and two long equatorial V-O bond
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Figure 2.23: V1−xCrxO2 phase diagram as a function of temperature and
Cr concentration x from Ref. [98]. R indicates the metallic rutile phase; M1,
M2, M3 indicate the three different insulating monoclinic phases

lengths of 1.86, 1.89, 2.03, and 2.06 Å. The distortion from the rutile phase to
the monoclinic phase on entering the insulating phase was originally ascribed
to a Peierls dimerization of the V-V chains, equally spaced along the c axis
in the rutile phase. This point will be further discussed in the following.

2.3.3 Cr-doped compounds: M2 and M3 phases

The understanding of VO2 and the MIT is even more complicated due to
the presence of additional phases of this material, which appear under pe-
culiar growing condition or on applying of uniaxial stress or on doping of
the system with small amounts of donor/acceptor impurities of the order of
few percent [94,95]. These can be interpreted as metastable phases for VO2,
whose free energies at ambient conditions are slightly higher then that the
M1 phase [96]. Donor impurities, such as W or Nb, strongly reduce the in-
sulator to metal transition temperature (W doping reduces TIM of about 20
K/W%) and increase the conductivity in the insulating state [97]. As an ex-
ample, on doping with few percent of W, resistivity of VO2 increases by two
orders of magnitude, with a strong reduction of the activation energy of the
insulating phase, which suggests the presence of an impurity band below the
gap, at about 0.05 eV [97]. The effect of these impurities can be described
by conventional extrinsic semiconductor theory. On the contrary, acceptor
impurities, such as Cr or Al, lead to negligible effects on conductivity on both
the insulating and the metallic phases, but give rise to important structural
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modifications. On doping VO2 with a small amount of Cr two additional
monoclinic insulating phases appear, characterized by a different extent of
the Peierls distortion. The study of these compounds is important in order
to address the role of the lattice symmetry breaking in driving the MIT in
VO2. The phase diagram as a function of the Cr substitution fraction x is
shown figure 2.23, as given by Marezio et al. in Ref. [98]. According to figure
2.23, Cr-doped VO2 enters, on cooling, the monoclinic M2 phase in a first or-
der metal-insulator transition [112]. On further decreasing the temperature,
transition to the triclinic M3 (also called T) phase occurs [99,100], which, for
Cr concentrations smaller than 0.015, is followed by a first order transition to
the monoclinic M1 phase [98]. According to X-ray measurements by Marezio
et al., each of the three low-temperature phases shows a particular distortion
pattern of the atomic arrangement especially of the characteristic vanadium
chains (see figure 2.24). Whereas in the M1 phase both the metal-metal
pairing and the zigzag-type lateral displacement are observed on each chain,
in the M2 phase only half of the chains dimerize and the zigzag-type devia-
tions are reserved to the other half of the chains. Finally, the M3 (T) phase
is intermediate, as those chains, which in the M2 phase dimerize, gradually
start to tilt, whereas the zigzag chains start to dimerize until distortions in
both chains are identical and eventually the M1 phase is reached. Hence, the
M3 (T) and M1 phases can be regarded as superpositions of two M2-type
displacements with unequal and equal weights, respectively.

Figure 2.24: Schematic representation of the V-chains distortion patterns
in the M1, M3 and M2 monoclinic phases of V1−xCrxO2.
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Figure 2.25: Schematic representation of the VO2 electronic structure in
the metallic rutile and in the insulating monoclinic phase. Empty blocks
represent unfilled bands.

2.3.4 Electronic structure

Goodenough’s qualitative picture

Within the ionic approximation, vanadium valence is +4, with one electron
filling the external 3d levels, and in a simple picture it could be expected
to be a metal with an half filled band, but experiments indicate that the
compound is in fact an insulator. Many of the main aspects of the electronic
properties of VO2 have been qualitatively captured long ago in a molecular
orbital description by Goodenough [58], who first proposed that the lattice
distortion, leading to the R to M1 transition i.e., the V-V pairing and their
off-axis zigzag displacement, implies a band splitting with the formation of a
Peierls-type gap. Let us consider the rutile structure. The tetragonal crystal
field removes the five-fold degeneracy of the 3d levels leading to the t2g triplet
and the eg doublet. Two of the 3 t2g orbitals are mixed with O 2p orbitals,
leading to the σ and π low lying filled bands (see figure 2.25).

The corresponding antibonding orbitals give rise to the empty σ∗ and π∗
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bands. On the contrary the last V t2g orbital lies along the c-axis direction
and grants a strong direct overlap with neighboring V in the chains, giving
rise to the partially filled d‖ band. In order to account for the quasi orbitally
isotropic metallic state in the Goodenough picture, an overlap between the
d‖ band and the bottom of the empty π∗ band was postulated.

On entering the monoclinic phase, the V-V pairing within the vanadium
chains parallel to the rutile c axis causes the splitting of the d‖ band into filled
bonding and empty antibonding states, with the formation of a Peierls-like
gap between them. Moreover the zig-zag displacement of V ions increases the
p− d overlap, causing a shift of the filled π band toward lower energies and
a rise of the empty π∗ band. According to Goodenough, the rise of the π∗

band is crucial in leading the MIT. In this configuration (see figure 2.25), the
electronic state within the dimers is a localized singlet state, which explains
both the insulating and diamagnetic character of VO2.

First principles studies based on molecular dynamics and local density
approximation (LDA) confirmed this general molecular-orbital scheme, which
ascribes the MIT to the lattice distortion [101,102]. The same order of bands
for the insulating and the metallic phases have been obtained, confirming
the splitting of the d‖ band and the rise of the π∗ band. However, as will be
discussed in section 2.3.5, these theories fail in describing the gap opening,
and thus the insulating phase, suggesting a key role played by electronic
correlation.

Experimental results

Experimental information concerning the band structures of the VO2 has
been provided by optical and photoemission experiments, which confirms
the scenario traced by Goodenough. According to optical and photoemission
measurements [81,87,103] the lowest unfilled 3d levels of V lie well above the
top of the 2p O bands. In panel a) of figure 2.26, ultra-violet photoemission
spectroscopy (UPS) data of metallic and insulating VO2 from Ref. [81] are
shown. In the insulating phase it is quite evident the band at around 0.9
eV, ascribed to the d‖ band, showing a bandwidth of about 1.5 eV. Ultra-
violet reflectance measurements [81] allowed for an estimation of the d‖-d∗‖
splitting, which results to be rather large, about 2.5 eV, and a rise of about
0.5 eV of the π∗ band at the MIT has been proposed [see panel b) of figure
2.26]. The rise of the π∗ band implies a charge redistribution to the d‖ band.
Orbital polarization from nearly isotropic in the metallic phase to completely
polarized in the insulating phase was recently probed by means of soft-x-ray
absorption spectroscopy [104].

The analysis of the symmetry and energies dependence of electronic struc-
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Figure 2.26: Panel a: Ultra-violet photoemission spectroscopy (UPS) re-
sults for VO2 in the metallic (M) and the insulating (I) phase. Panel b:
Schematic energy diagram obtained combining UPS, ultraviolet and infrared
spectroscopy [81].

tures of VO2 across the T-dependent MIT have been recently reviewed in a
detailed photoemission and X-ray absorption studies of valence and conduc-
tion bands [105,106]. The energy position and width of O 2p and V 3d bands
are in good agreement with those of the previous works. The observation of
a V 3d spectral weight transfer occurring at the MIT has been interpreted
as a signature of both electron-electron and electron-phonon interactions, as
better discussed in the following section.

2.3.5 Role of electronic correlation

Several theoretical works reported on ab initio electronic structure calcula-
tions, based on local density approximation (LDA) and molecular dynam-
ics [101,102]. These calculations demonstrated that the structural transition
in VO2 is responsible for the splitting of the d‖ band and for the rise of the π∗

band, in qualitative agreement with experimental results and addressing the
MIT to a Peierls-like mechanism. However these calculations do not yield
the complete opening of the gap in the monoclinic phase, which on the con-
trary is rather large (∼ 0.7 eV), but a 0.04 eV overlap between the d‖ band
and the empty π∗ band was obtained [102]. Moreover the splitting of the d‖
band due to the lattice distortion is expected to be much smaller than the
observed value (∼ 2.5 eV [81]). Similar results have been obtained for the M2
monoclinic phase [102]. From the early studies on VO2 the impossibility to
obtain the insulating phase within first principle calculations opened a debate
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on the role of the electronic correlation and on whether the MIT is driven
by a Mott-Hubbard rather than a Peierls-like mechanism [91, 96, 101, 107].
Nowadays this question has not yet a clear answer.

Experimental evidence for strong electronic correlation in VO2

There are many experimental evidences of strong electronic correlation in
VO2. First of all in the rutile phase VO2 shows typical features of a cor-
related metal. The anomalous linear temperature dependence of resistivity
above TIM (see panel a) of figure 2.20) with the absence of saturation ob-
served up to 800 K is inconsistent with band calculations and suggests that
metallic VO2 is close to the Mott-Hubbard insulator and differs from a con-
ventional Fermi liquid [89]. Moreover a large red-shift of the plasmon reso-
nance, which vanishes in the insulating phase, has been observed in metallic
VO2 by means of termoreflectance measurements [108]. This result points
out the presence of a precursor of the MIT and is in good agreement with
recent optical measurements (that will be discussed in detail in Chapter
6), showing the occurrence of a redistribution of spectral weight (i.e., the
frequency-integrated optical conductivity) within a broad energy scale (∼ 5
eV) [109]. This suggests electronic correlation to be crucial for the MIT,
even though the insulating state may not be a conventional Mott insulator
because of the V-V pairing.

Above all these results, the existence and the relative electronic properties
of the M2 phase in Cr-doped samples as well as in pure VO2 (available by
peculiar growing condition [110]), are a topic very difficult to reconcile with
all those theoretical approaches, which addressed the MIT to the structural
transition only. Indeed in the M2 phase half of the V-V chains shows the pair-
ing but not the zigzag displacement, while the other half show the opposite.
To account for the insulating behavior of M2 VO2, Goodenough proposed a
splitting of the partially filled π∗ band together with the d‖ band [111], but
the continuous transition from M1 to M2 through the M3 phase rules out
any reordering of the bands between these two phases [112]. For this reason,
as stressed by Rice et al. [96], all the insulating phases of VO2 were of the
same type. In this view, both the pairing, which splits the d‖ band, and the
off axis displacement, which rises the π∗ band, are essential to open the gap.
Therefore the insulating behavior of the M2 phase was exploited as the main
point against band theory [96]. Furthermore, NMR and EPR measurement
indicated that V4+ ions forming equally spaced V chains behave magnetically
as S=1/2 Heisenberg chains. This result strongly supports the idea that this
system is close to a Mott-Hubbard insulator.

The question whether the physics of the insulating low-temperature phase
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is dominated by the Mott-Hubbard or the Peierls scenario, i.e. by correlation
or band effects, has been addressed by recent photoemission studies [105].
The observation of a V 3d giant spectral weight transfer occurring Across
the MIT (see figure 2.26) has been interpreted by authors as a distinctive
signature of the orbital occupation mechanism in leading the opening of the
band gap.

However no clear indications of orbital ordering in VO2 cames from exper-
imental results. More recently, the MIT in VO2 has been investigated using
bulk sensitive hard-x-ray photoemission [106]. According to Eguchi et al. V
3d spectral weight transfer responsible for the gap formation occurs from the
coherent state (the quasiparticle band) at Fermi level to the incoherent states
(the lower Hubbard band), supporting a Mott-Hubbard transition picture for
the first-order MIT in VO2.

Theoretical models for VO2

Zylbersztejn and Mott [113] proposed an electronic structure where the d‖
band is split in a lower Hubbard band and an upper Hubbard band by the
electronic Coulomb repulsion U . Since the π∗ band is not split, the MIT is
driven by the moving up of the π∗ band due to the lattice distortion from the
R to the M1 phase. This scenario, which suggests the simultaneous acting of
electronic correlation and electron-lattice coupling, defies classification of the
MIT in VO2 by simple categories and suggests that no single model correctly
captures all the relevant physics. Following this line, Paquet et al. [114]
presented a band model for VO2, which aimed at incorporating both the
electron-electron interactions and the electron-lattice coupling on an equal
footing. They studied the following Hamiltonian:

H = H‖ + H∗ + Hel−el + Hlatt (2.3)

where H‖ and H∗ are tight binding terms describing the d‖ and the π∗ band
in which the hopping integrals account for the lattice distortion; Hel−el de-
scribes the electron-electron interaction in the d‖ and the π∗ band and Hlatt

describes the lattice energy. Using accepted values for the electronic struc-
ture parameters, they were able to study the temperature dependence of the
distortion amplitude and of the magnetic momentum, minimizing the free
energy. A good agreement with experiments was obtained. In this model
the metal-insulator transition is primarily driven by electron-electron cor-
relations, and the key point is the strong renormalization of the Coulomb
repulsion by the lattice distortion which rises the π∗ band. On the contrary
the V-V dimerization gives a small energy contribution.



2.3. Properties of vanadium dioxide 51

The role of electronic correlation in VO2 has been studied in a theoretical
framework in which the Dinamical Mean Field Theory (DMFT) joins the
LDA scheme. A multi-orbital model, to account for π∗-d‖ overlap has been
used. The Hamiltonian of the system contains intra-orbital (U) and inter-
orbital (Uα,β) Coulomb repulsion. The full Hamiltonian reads:

H = HLDA +U
∑
i,α

niα ↑ niα ↓ +
∑

i,α,β,σ,σ′
Uαβniασniβσ′−JH

∑

i,α,β

Siα ·Siβ (2.4)

where JH is Hund’s rule interaction and

HLDA =
∑

k,α,β,σ

εαβ(k)a†kασak,β,σ +
∑
i,α,σ

ε0
i,α,σniασ (2.5)

ak,β,σ is the annihilation operator of an electron of wavevector k with spin
σ in the orbital β with energy; ni,β,σ is the corresponding n-operator, in the
real space; εαβ(k) is the energy dispersion related to the α and β orbital over-
lap. A single-site approach correctly captures the properties of the metallic
phase, but it is necessary to increase U to unphysically high values to induce
an insulating phase [115]. A cluster extension of DMFT in which the dimers
are taken as the key unit allowed a full description of VO2 in good agree-
ment with experiments [116]. In particular using U ∼4eV and JH ∼0.7eV
a nonmagnetic insulator with a ∼0.6 eV gap was obtained. In this theoret-
ical scenario the physics of VO2 is that of a renormalized Peierls insulator,
where the bonding-antibonding splitting is renormalized by correlations and
the MIT may therefore be labeled as an orbital-assisted collaborative Mott-
Peierls transition [104].

2.3.6 High pressure studies on pure and Cr-doped VO2

Since the theoretical description of VO2 is still not well assessed, more ex-
perimental work, addressed to separate the role of lattice and of electron
localization, is strongly required to clarify the origin of the MIT. High pres-
sure is an ideal tool for studying the role of electronic Coulomb repulsion
U in electron correlated systems. Indeed, lattice compression typically in-
creases the orbital overlap and the electronic bandwidth (W ), thus allowing
for a systematic study of the physical properties of the system as a function
of U/W . For this reason high pressure data are very useful for comparison
with theoretical prediction.

Unfortunately there is an almost complete lack of high pressure experi-
mental data on VO2 apart for early resistivity measurements. Pure VO2 (M1)
shows a small pressure-induced increase of TIM in the 0−4 GPa range [83]
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Figure 2.27: Temperature dependent resistivity of V0.976Cr0.024O2 as a
function of pressure from Ref. [98]

(see figure 2.28). The pressure rate dTIM/dP ∼ + 0.08 K/GPa is in agree-
ment with Clausius-Clapeiron equation because there is a volume expansion
at the transition (of about 0.1%).

On the contrary 2.5% Cr-doped VO2 in the M2 phase shows a ∼20 K
decrease of TIM within the 0-3 GPa range, whereas on further increasing
pressure TIM remains almost constant up to 5 GPa [98] (see figure 2.27 and
2.29). The negative pressure rate is not inconsistent with Clausius-Clapeiron
because the volume of the M2 phase is larger than that of the M1 phase,
and there is a contraction at the MIT. The discontinuity at around 3 GPa
has been ascribed to a pressure induced M2 to M3 transition. On the basis
of thermodynamics considerations, supported by the obervation of a slight
decrease in resistivity at around 1 GPa at room temperature, the existance of
a triple point at P∼2.5 GPa and T∼ 320 K has been conjectured. Therefore,
a pressure induced M2 to M3 transition at room temperature is expected to
occur at around 1 - 1.5 GPa. [98].
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Figure 2.28: Insulator to metal transition temperature of VO2 as a function
of hydrostatic pressure from Ref. [83].

Figure 2.29: Tentative phase diagram of V0.976Cr0.024O2 from Ref. [98].
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2.4 Measurements plan

Raman and Infrared spectroscopy allow to independently monitor the elec-
tronic and the structural transitions, providing information on both lattice
and electron dynamics. Moreover these two techniques allowed the investiga-
tion of the sample properties as a function of pressure using a diamond anvil
cell, in the experimental setups that will be described in the next Chapter.

With the aim of addressing the role of electron-electron and electron-
phonon interaction in leading the MIT in solid Te, NiS2−xSex, and CrxV1−xO2

the following measurements have been carried out:

• Room temperature Raman and MIR spectroscopy measurements on
solid Te as a function of pressure up to 15 GPa and 10 GPa respectively.
Taking full advantage from the collaboration with prof. S. Scandolo
(ITCP Trieste, Italy) a Density Functional Theory (DFT) study of
valence electrons density has been performed with the aim of addressing
pressure induced band structure modifications

• Room temperature high pressure Raman and MIR measurements on
NiS2−xSex samples, in order to investigate the mechanism leading to the
metallization in the pressure and Se alloying regimes. Exploiting the
collaboration with Dr. G. Sangiovanni (Max-Planck Institut Stuttgart,
Germany) a Dynamical Mean Field Theory (DMFT) study has been
carried out to provide a qualitative understanding of the mechanism of
the MIT.

• Room temperature high pressure Raman and MIR measurements on
pure and Cr-doped VO2 (with 2.5% and 0.7% Cr concentration), show-
ing M2 and M3 monoclinic phase, in order to provide further informa-
tion on the role of the different lattice distortion in leading the MIT.



Chapter 3

Experimental techniques

A brief description of the experimental techniques and the relative apparatus
employed in the present work is given in this chapter. Special emphasis is
placed on the diamond anvil cell for high pressure generation.

3.1 High pressure technique

Many different types of devices are available to produce high pressures. They
can mainly be divided into two broad families: those based on a piston-
cylinder vessel and those in which the sample is compressed between anvils.
Diamond Anvil Cell (DAC) is the most largely diffused device for generat-
ing high static pressures. Compared to piston cylinder devices, the diamond
anvil cell is three or four orders of magnitude less massive and generates
pressure one to two orders of magnitude higher than previous devices. Pres-
sure of several tenths of GPa can be applied and with particular technical
implementations the Mbar range is reachable. Moreover, the diamond trans-
parency to the electromagnetic radiation over a wide frequency range make
this instrument a simple but powerfull tool for the spectroscopic investigation
of matter under extreme condictions.

3.1.1 The high pressure diamond anvil cell

The principle of operation of the diamond anvil cell (DAC) is sketched in
figure 3.1. Two opposite cone-shaped single crystal diamond anvils with
small flat top faces (culets) squeeze a metallic plate, which has a small hole in
the center [117] (figure 3.1). Together with the sample, a proper hydrostatic
medium must be placed inside the gasket in order to avoid pressure gradients
in the sample chamber, at least in the cases in which the sample is not
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Diamond

Gasket
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Figure 3.1: Schematic representation of a diamond anvil cell (DAC).

hydrostatic itself. On applying an external force of moderate intensity, a large
pressure can be reached inside the hole, due to the ratio between the surface of
the external and the internal anvil faces, which multiplies the external load
by a large factor (∼ 103). The metallic plate acts as a gasket, containing
the sample and preventing the direct anvils contact (and the consequent
breakage). The friction between the diamond surfaces and the gasket results
in a coercing strain toward the hole, thus compensating the internal pressure.

The accessible pressure range using a DAC depends on several factors
such as the dimensions of the diamond and of the hole, and the material of
the gasket.

Diamonds

Diamond is suitable for anvils due to its hardness and its trasparency to
electromagnetic radiation, which makes the DAC well-adapted for spectro-
scopic studies, such as Raman and infrared spectroscopy and X-ray diffrac-
tion [117,118]. On the basis of impurities concentrations, diamonds are clas-
sified as Type Ia, employed in diffraction experiments, or IIa, characterized
by a lower impurity level employed for both Raman and IR spectroscopy,
showing a low photoluminescence and an almost flat transmittance from the
far infrared to the visible region (see figure 3.2), apart from the 1900-2600
cm−1 region where the presence of two strong multi-phononic absorptions
makes the diamonds opaque.

The diamond anvils are cut from natural, gem quality stones to have an
octagonal or hexadecagonal shape, which is preferred, for they withstand the
stress gradients better. The inner face (culet) has typically a 100-800 µm
diameter, while the external face (table) diameter is 2-4 mm large. Diamond
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Figure 3.2: Type IIa diamond transmittance and reflectance in the far and
mid infrared region, from Ref. [119].

thickness is about 1-3 mm. The culet must be perfectly parallel to the table
in order to prevent dangerous strains. Great care must be taken in centering
and aligning the two anvils to avoid premature failure of diamonds at high
pressure.

Gasket

The capability of containing extremely high pressure originates from the
anvil-gasket friction and its small thickness [120]. The gasket material can
be either molybdenum (for measurements in 0-5 GPa range), or stainless steal
(0-10 GPa), or rhenium (0-50 GPa). In order to avoid large deformation and
instability of the hole, the gasket must be precompressed to a thickness only
slightly greater than the final thickness, which depends on the maximum
pressure that is planned to be applied. The higher the pressure the thinner
the gasket and the smaller the sample volume. For example, with diamond
tips of 400 µm in diameter, and a maximum pressure of 40 GPa, we have
preindented the stainless steel gaskets to a thickness of about 50 µm, while
with tips of 800 µm and maximum pressure of 15 GPa, the indented thickness
was 50 µm. Typically a 200µm thick foil is compressed between the diamonds
until about 50-100µm thickness is reached (indentation). The outflown gasket
materials provides a massive support which assists the pressure containment.
Moreover the diamonds imprint allows to set the gasket during the loading
procedure in the same orientation as it had during indentation.
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Hole

After indentation a hole is drilled in the centre of the gasket. The radius of
the hole is around a third of the radius of the flat anvil culet. In the case
of our 400 µm diameter culets we have drilled holes of 125 µm; 250 µm for
the 800 µm diamond tips. Holes are drilled with an electro-erosion machine.
After careful alignment of the preindented gasket by use of a microscope,
wires of tungsten of several diameters are used to produce fine holes of the
appropriate size. The wire serving as cathode, the conducting gasket as an-
ode, electrical sparks are repeatedly produced. The erosion process lasts for
a few minutes. Under working condition the cylindrical sample chamber di-
mensions are about 100-200 µm diameter and 50µm height.

In the next section the characteristic properties of the two different cells
used in the experiments performed in the present work are summerized: the
BETSA membrane DAC, employed mainly for the Raman investigations and
the opposing plate DAC, employed for the mainly for infrared Reflectivity
and Transmittance measurements.

The BETSA membrane DAC

The BETSA (France) membrane DAC, show in figure 3.1.1, is equipped with
IIa diamonds with 800µm culets diameter. The large culet diameter allows
to use a gasket with a hole diameter up to 350 µm. Using gasket made
of stainless steel (AISI 316) the 0-15 GPa pressure range can be explored.
The anvils are placed on two tungsten carbide basal plates, mounted on
two tungsten carbide hemispheres. The anvil alignment is guaranteed by
the basal plates translation and tilt. To make diamond faces parallel and
centered to each others, they are delicately put in contact. The parallelism
is verified looking with a microscope at the interference fringes generated
illuminating with a withe light source. Fringes arise in the region where the
culet are separated by a distance multiple of λ/2 and disappear when they
are perfectly parallel. This technique ensures parallelism with an error of the
order of 10−3 rad. The mechanical stability of the piston-cylinder matching of
the two block of the cell guarantees the conservation of the alignment during
the use. The basal plates and the alignment system have optical access in
form of cones. The optical aperture is 45 degree. Force is applied using a
metallic membrane, screwed to the body (cylinder) of the cell. On increasing
the helium pressure into the membrane by means of a capillary, the piston
sliding within the cylinder pushes the upper anvil against the bottom one.
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Figure 3.3: Sketch of the piston-cylinder BETSA DAC.

D’anvils opposing plates DAC

The opposing plates DAC producted by D’Anvils (Israel) is a compact and
simple screw driven pressure cell. Its reduced dimensions (diameter ∼ 25
mm, height ∼ 12 mm in working conditions) make this cell very suitable
for using in a microscopy setup. This DAC is equipped with IIa diamonds,
with 400µm culet diameters. Using a stainless steel (AISI 316) gasket with
a 150µm hole diameter pressure up to 30 GPa can be reached. A sketch of
the cell is reported in figure 3.4.

Diamond anvils (5 in Fig 3.4) are fixed with glue to tungsten carbide
backing plates (3 and 6), with a 1.2 mm hole diameter and 60◦ angular open-
ing. The upper backing plate is inserted in a tight way in the steel platen (2)
and three lateral adjustment screws in the lower platen (8) allow to obtain
the mutual centering of the culets. Two pins (7) assure the maintenance
of the centering and help in mounting the gasket (4). Pressure is achieved
by gentle tightening the tension screws (1). Since the cell mechanism does
not pin down the tilting of the platen during compression, it is important
to follow a careful procedure during pressurizing. Before any operation such
indenting or pressurizing the two anvils must be put in contact. Parallelism
is achieved by gently tightening the tension screws till the disappearance of
the Newton interference rings. The cell thickness (i.e. the distance between
the two platens) is then measured at three reference points at the platen cir-
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Figure 3.4: Sketch of the D’anvils opposing-plate cell. Diamonds anvils (5)
are glued to the basal plates (3 and 6), mounted on two steel platens (2 and
8). (4) gasket; (7) steel pins (7); (1) tension screw.

cumference, 120◦ apart. During indenting or pressurizing, the cell thickness
must be measured at the same three points. Keeping flat within 5 µm the
difference between the reference and the actual cell thickness at the three
points ensures the preserving of parallelism within 10−3 rad.

3.1.2 In situ pressure measurement

Sample pressure in the DAC is evaluated putting a pressure gauge in the
gasket hole next to the sample. This gauge can be a crystal of well-known
equation of state, but a faster and more convenient method is to follow
the pressure shift of fluorescence lines of a luminescent compound. The
most commonly used gauge is ruby, adopted also in this thesis for pressure
determination. Ruby (Al2O3 with Cr+3 impurities) shows two sharp and
intense fluorescence lines R1 and R2 at 692.7 nm and 694.25 nm, respectively,
at ambient temperature and pressure conditions (Figure 3.5).

R1 and R2 lines exhibit a strong dependence on the interatomic distances
and thus on pressure, showing a shift toward longer wavelength. Owing to
the strong intensities of the signal, very small ruby sphere (∼ 5µm) can
be used loaded in the DAC together with the sample and used as pressure
gauge. Ruby fluorescence is typically excited by a laser (both He-Ne or
argon ion lasers are proper to use) and analyzed by a monochromator. The
pressure calibration is typically performed by means of the more intense R2
line whose pressure dependence was established and improved during the
years by extrapolating state-equations and non hydrostatic data from shock-
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Figure 3.5: R1 and R2 fluorescence lines of ruby (Al2O3 with Cr+3 impu-
rities) at ambient pressure.

wave experiments [122, 123]. The room temperature calibration is reported
in figure 3.6 from Ref. [123]. In the 0-30 GPa range the linear extrapolation

P = α∆λ (3.1)

with α = 2.74GPa/nm ca be adopted (see dashed line in figure 3.6). In
prefect hydrostatic conditions the ruby fluorescence technique ensure pressure
indetermination of ± 0.1 GPa in the 0-10 GPa range and ± 0.5 GPa for
pressure up to 30 GPa. However pressure gradients on the sample may
be larger, depending on the pressure transmitting medium used. In the
experiments presented in this work, pressure errors has been overestimated,
proportionally to the R1 line width.

3.2 Raman scattering setup

Raman spectroscopy is a useful technique in order to obtain information
about lattice dynamic, and about the modifications of the phonon spectrum
induced by doping, pressure, or temperature. As mentioned above, diamonds
are very suitable for this type of spectroscopy owing to their large trans-
parency in the visible light region. The only disadvantage is the presence
of the strong one-phonon Raman contribution at around 1300 cm−1 which
prevents the spectrum reliability in the 1200-1500 cm−1 range.

In this work, Raman spectra have been collected in back-scattering ge-
ometry by means of a commercial LABRAM Infinity micro-spectrometer by
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Figure 3.6: Room temperature pressure calibration of the shift of the R2

ruby fluorescence line [123]. Dashed line is the linear extrapolation in the
0-30 GPa range.

Jobin Yvon equipped with an adjustable optical notch filter, an optical mi-
croscope and a cooled low noise multichannel charge coupled device (CCD)
detector (1024 X 256 pixel). A 16mW He-Ne laser (λ=632.8 nm) has been
used. If necessary, the incident power can be attenuated by filters placed
in a filter wheel. The laser beam is reflected by the notch filter toward
the microscope. Optical objectives with 10x to 50x magnifications can be
used to focus the beam onto the sample and collect the backscattered light.
The latter is sent again to the notch-filter, which in transmission rejects the
elastically scattered light from sample and optics (see figure 3.7). The low
frequency cutoff within this setup is at about 100 cm−1. Before entering the
monochromator, the light is focused into an adjustable pinhole confocal with
the sample, in order to reduce the scattering volume along the optical axis.
The monocromator is equipped with two gratings (600 and 1800 lines/mm),
that can be remotely rotated in order to select the spectral range. Pho-
tons are detected by a CCD device and analyzed by a computer. Frequency
calibration is performed using the known emission lines from a Ne lamp.

The backscattering geometry does not allow to collect spectra at very
low Raman shift. However this setup has the great advantage that a con-
focal microscope can be used, thus allowing to easily collect Raman spectra
from very small samples. The laser spot diameter is about 5 µm using the
20x objective and about 2 µm using the 50x. The pinhole aperture can be
adjusted so to obtain a scattering volume of only a few µm across. Moreover
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Figure 3.7: Optical scheme of the micro-Raman spectrometer employed in
the present work.

focusing and aligning can be set by means of a camera. These characteristic
of the Raman setup allow measurements as a function of pressure using a
DAC.

Both the BETSA and the D’Anvils DACs described in section 3.1.1 were
employed for Raman measurements. A 22 mm focal length 20x objective
was used in order to fit the angular aperture and the working distance of the
cells. The pinhole aperture was adjusted in order to reduced the diamond
fluorescence background contribution. 1800 lines/mm grating was used, ob-
taining a resolution of about 3 cm−1. Stainless steel gasket with about 250
µm (BETSA) and 150µm (D’Anvils) diameter holes were used respectively.
The sample, in form of finely milled powder or of a small single crystal, was
placed on top of a pre-sintered NaCl pellet into the gasket hole. This proce-
dure ensures good hydrostatic conditions and the high thermal conductivity
of diamond prevents strong heating of the sample impinged by the laser spot.
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Figure 3.8: A small VO2 crystal loaded in the gasket hole with ruby chips
into a NaCl pellet for high pressure Raman measurements. Culet diameter is
400 µm. The picture has been taken in reflection, on the left, and transmission
configuration, on the right.

A small ruby chip was also placed inside the gasket hole for pressure deter-
mination. Ruby fluorescence was directly measured by means of the Raman
spectrometer. In figure 3.8 a picture of a sample loaded in the gasket hole is
shown.

3.3 Infrared setup

Infrared spectroscopy is a suitable investigation technique for studying charge
delocalization processes, providing information on the low frequency electron
dynamics. Moreover the possibility to probe the sample in a DAC both re-
flection and transmission configuration makes this technique very powerful to
study pressure dependence of the transport properties of the systems. Trans-
mittance measurements provide directly information on absorption band,
allowing for a simple analysis. The limit of this technique originates by
the saturation of spectra in dealing with high absorbent samples. On the
contrary high pressure reflectivity measurements can be also performed on
strongly absorbent samples. A data collection on a wide frequency range
allows to extract the optical conductivity via the Kramers-Kroenig (KK)
analysis. Moreover the standard analysis must be corrected to account for
the diamond-sample interface. However no conventional sources have been
used in those experiments because of the high brilliance required due to the
small dimensions of samples. The use of synchrotron radiation is then re-
quired and the fact that it is a broad band source allows to measure in each
spectral range only by changing the beam-splitters.

High pressure infrared measurements presented in this work have been
carried out at the IR beamline SISSI (Source for Imaging and Spectroscopic
Studies in the Infrared) of the synchrotron laboratory ELETTRA in Trieste,
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Figure 3.9: The layout of the SISSI (Source for Imaging and Spectroscopic
Studies in the Infrared) beamline at ELETTRA

Italy [124]. This infrared source provides high brilliance from the far in-
frared to the visible frequency region. As shown in figure 3.9 the radiation is
collected from bending magnet and enters the first vacuum chamber, which
hosts the plane extraction mirror M1 and the ellipsoid mirror M2 which fo-
cuses the radiation beyond the shielding wall of the synchrotron hall in the
intermediate focal point F1. The second vacuum chamber hosts the third M3
(plane) and fourth M4 (ellipsoidal) mirrors, in a symmetric optical configura-
tion with respect to M1 and M2. This optical design permits the aberrations
by the transfer optics due to the wide emission angle to be minimised. M4
focuses the infrared radiaton on the diamond window (point F2), which is the
last UHV component of the first branch. The experimental station consists
of a Bruker IFS-66v Michelson interferometer coupled to a Bruker Hyperion-
2000 cassegrainian infrared microscope equipped with a 15x objectives, a
nitrogen cooled MCT detector and a Mylar (or a KBr) beam splitter (BS).
Within this setup the 300-8000 cm−1 frequency range can be explored.

The screw clamped D’Anvil cell described in section 3.1.1 has been used,
in order to fit the vertical acceptance of the IR microscope. NaCl and KBr
cubic salt were both used as pressure transmitting medium. As for the FIR
transmission measurements, the samples were finely milled and pressed be-
tween the diamond anvils in order to obtain a compact and thin sample
slab with well defined thickness ranging between 2 and 5 µm. Eventually
this procedure ensures sharp surfaces, that are important also for reflectivity
measurements, where the quality and the number of interfaces are critical
parameters.

The sample slab was carefully shaped for fitting inside the gasket hole
and then placed on top of a pre-sintered NaCl (KBr) pellet, together with a
ruby chip. The present loading procedure enables the sample slab to main-
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Figure 3.10: Scheme of the optical head employed for the ruby fluorescence
measurements at SISSI.

tain a direct contact with the diamond surface on the side where reflectiv-
ity spectra are collected and ensures a net interface. Moreover this simple
multi-layer structure (diamond/sample/pressure medium/diamond), assures
a rather easy theoretical modeling of trasmittance and reflectivity spectra,
thus allowing the calculation of the optical conductivity by means of a local
analysis, instead required the non-local KK analysis (see appendix B).

The measuring procedure is the following: the DAC is mounted over a
home built holder that ensure to place the DAC always in the same position.
This holder is fixed to the microscope sample stage that allows to finely align
the DAC. Adjustable apertures mounted in the microscope are then fixed so
to collect only the signal from the sample placed inside the DAC. The aper-
tures are kept the same for all the experimental run. Moreover, mirrors that
couple the microscope and interferometer are aligned so to couple the focus
of the IR radiation to the visible focus of the white light of the microscope,
so to be sure that aligning by eye the DAC, exactly the sample signal is then
detected. The focus has to be kept fixed for all the experimental run.

Ruby fluorescence was measured by means of a spectrometer composed by
a TRIAX monochromator (by Jobin Yvon) equipped with a 1800 lines/mm
grating and a CCD detector whose output signal is analyzed by a dedicated
computer. Resolution was about 3 cm−1. An optical head represented in
figure 3.10 was used to focus the 514 nm line of a 100 mW Ar ion laser into
the DAC and to collect the backscattered signal without removing the DAC
from the sample compartment. The laser is sent to the objective via optical
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fiber. The ruby fluorescence collected by the objective is sent by a notch
beam-splitter to the outgoing fiber which is coupled to the spectrometer.

Measurements are taken first in the mid-IR then the BS is changed and
the near-IR and the visible are measured. In each spectral range IR data are
collected over the sample and also some reference spectra are acquired.

At the end of the each pressure run we measured the light intensities
reflected by a gold mirror placed between the diamonds IAu

R (ω) and by the
external face ID′

R (ω) of the diamond anvil. By using the ratio ID′
R (ω)/ID

R (ω)
as a correction function, we achieved the reflectivity R(ω):

R(ω) =
IS
R(ω)

IAu
R (ω)

· ID′
R (ω)

ID
R (ω)

(3.2)

The transmittance T (ω) is obtained using:

T (ω) =
IS
T (ω)

IDAC
T (ω)

· ID′
R (ω)

ID
R (ω)

(3.3)

where IDAC
T (ω) is the transmitted intensity of the empty DAC without gasket

and with the anvils in tight contact.



Chapter 4

High pressure measurements
on solid Te

The group VI elements (S, Se, Te...) exhibit very interesting features under
pressure, undergoing successive structural phase transitions and becoming
metallic as a consequence of the lattice compression. Optical spectroscopy
has proved to be an important tools in the determination of the crystal and
electronic structure more appropriate to these systems. Indeed infrared spec-
troscopy allows to study the low energy electron transitions, making possible
to establish the width of the forbidden energy gap, Raman scattering, prob-
ing the lattice dynamics, is very suitable to address the lattice structure, in
such cases better than X ray diffraction. Coupled with high pressure, these
two spectroscopic techniques provide useful information on the mechanisms
responsible for the electronic and structural transitions induced by the vol-
ume reduction. Although physical properties of solid Te have been largely
investigated, to the best of our knowledge, there is a significative lack of high
pressure optical data on the system.

In this chapter a survey of optical measurements on solid Te is given, fol-
lowed by the discussion of high pressure Raman measurements on the system
carried out within this Ph.D thesis. The analysis of high pressure reflectiv-
ity data recently acquired at the IR Beamline Sissi of Elettra synchrotron is
also presented. In the last section a Density Functional Theory study of the
valence electron bands within pseudo-potential approximations is reported.
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Figure 4.1: Raman spectra of solid Te at 295 K (a) and at 90 K (b) respec-
tively [127]

.

4.1 Optical studies on solid Te

4.1.1 Survey of Raman measurements on solid Te

According to group theory, trigonal Te (space group D4
3 ) has five Raman

active modes (A1 + 2E) and only one infrared active mode (A2). Following
Ref. [126], among Raman active modes, the two doubly degenerated sym-
metry modes E’ and E” and the A1 symmetry mode, identified at ambient
pressure at 90, 140, 120 cm−1 respectively, correspond to rotational and
asymmetric and symmetric breathing of Te atoms in the plane perpendicu-
lar to the helical c axis. A schematic representation of eigenvectors of each
specific phonon mode taken along the c axis is shown in figure 4.1.

Raman spectra of solid Te collected at selected temperature are shown in
figure 4.1. The comparison between the two spectra illustrates the thermal
anharmonic effects on the shift and width of the modes [127].

On increasing pressure on trigonal Te, the b axis contracts greatly with
respect the a and c axes [36]. As a consequence, a denser packing of chains
and a progressive reduction of the Peierls distortion are achieved with pres-
sure, leading to an increase of interchain interactions and giving rise to a
transfer of electronic charge from covalent bonding to to inter-chain bond-
ing. The changes in the bonding state and atomic distances of trigonal Te
obviously influence the lattice dynamics.
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Figure 4.2: (a) Room temperature Raman spectra of solid Te as function of
pressure; (b) Pressure dependence of Te Raman active modes. After ref. [36]

.

Raman spectra of solid Te at selected pressure and phonon frequencies
pressure dependence are shown in panel a) and panel b) of figure 4.2, respec-
tively. Variations of the relative intensities of phonon peaks must be ascribed
to polarization effect, particularly strong in crystalline Te. The main effect
of the pressure results in an almost linear softening of the chain expansion
type A1 mode, as a consequence of the lattice symmetrization which induces
the strengthening and weakening of inter- and intra-chain bounds [36, 41].
A weakly increase of the two E phonon frequencies is observed in the same
pressure range.

4.1.2 Survey of Infrared measurements on solid Te

The electronic properties of solid Te have undergone an intensive investi-
gation in last years. Due to the spiral chain structure, Te atoms experience
different bonding strengths along different spacial directions (i.e. parallel and
perpendicular to the screw c axis). The anisotropic character of the crystal
structure reflects on the magnitudes of the optical response of the system.
The temperature and the polarization dependences between 300 and 10 K
of the absorption edge of single-crystal Te have been studied only long time
ago by Tutihasi et al. [128] in order to elucidate energy band configuration
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Figure 4.3: Trigonal Te absorption edge curves at selected temperatures
as function of incident light polarization (parallel and perpendicular to the c
axis respectively) [128].

.

and, as a consequence, the nature of the transitions involved at the band-
edge. The dichroism of the optical absorption edge of solid Te is well evident
from figure 4.3, which illustrates the absorption coefficient as a function of
energy [128]. As well evident from the spectra, a strong depletion is observed
in the low frequency region, due to the opening of the insulating gap evalu-
ated at about 0.33 and 0.35 eV, depending on the light polarization. These
values are consistent with early resistivity measurements [33].

Panel a) of figure 4.4 shows the pressure variation up to 96 kbar of the
reflectivity spectra (shifted upwards by 0.1 one with respect the other) of
powdered polycrystalline Te [129]. The reflectivity at 1 kbar is relatively
small (about 0.1) in the near-infrared region, rises near 1.3 eV with increasing
photon energy and has a broad peak around 3.0 eV, which corresponds to
a semiconductor-like spectrum. At 38 kbar just below the transition to the
metallic state the reflectivity becomes larger over the entire energy region.
The broad peak in the visible region shifts to lower energy. At the transition
to the metallic state a further increase of the reflectivity is observed in the
near-infrared and visible region. On increasing the pressure above to 50 kbar
two peaks around 1.0 and 2.0 eV appear while in the near-infrared region
the reflectivity remarkably increases becoming larger than that in the visible
region. On further increasing the pressure Te shows a metallic behaviour.

The optical conductivity curves σ(ω) derived from the reflectivity spectra
at each working pressure are shown in panel b) of figure 4.4. It should be
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Figure 4.4: Pressure induced modification in room temperature a) reflec-
tivity spectra and b) derived optical conductivity of solid polycrystalline
Te [129].

.

noted that the zero lies of the ordinate are shifted by 4000 Ω−1 cm−1 for each
different pressure. The optical conductivity at 1 kbar indicates semiconduct-
ing behaviour with an optical gap and two main peaks at 2.2 eV and 1.2
eV. Bearing in mind that the highest valence band is constituted by two of
the four 5p electrons which are in non-bonding lone-pair (LP) orbitals and
the lower conduction band is formed by anti-bonding orbitals (σ?) between
neighbouring chains, these two spectral features have been ascribed to the
LP to σ? optical transitions. On increasing the pressure up to 38 kbar the
main peak and the shoulder shift to low energy and grow, while the optical
gap becomes narrow and progressively approaches to zero at the transition
point. The frequency shift and the enhancement of the two peaks as well
as the closing of the gap can be understood taking into account the increase
of interchain interaction and the weakening of covalent bonds within the
chain.In addition, the authors claim the appearance of a Drude term as a
signature of the metallic state.



4.2. Synthesis and characterization on solid Te 73

Figure 4.5: Images of a small piece of commercial solid Te by Aldrich
visualized through the camera.

4.2 Synthesis and characterization on solid

Te

Commercial solid Te by Aldrich with 99.999 % purity is employed for both
Raman and Infrared spectroscopic investigation (see figure 4.5). The trigonal
structure is readily revealed in Te by cleaving a crystal since the relatively
weak binding between chains generates planes of easy cleavage parallel to the
c axis. High pressure measurements have been preceded by a detailed room
temperature Raman characterization of the samples. A room temperature
Raman spectrum of Te is shown in Fig. 4.6. All the three main structures
predicted by group theory for the trigonal phase are clearly observed.

Measured spectra were fitted by using a standard model curve given by
the sum of electronic and phononic contributions:

(
1 + n(ω)

)[ Bωγ

ω2 + γ2
+

N∑
i=1

Ph(ω; ωi, Γi, Ai)

]
(4.1)

The parameters B and γ characterize the electronic response, ωi, Γi, and Ai

are the frequency, linewidth, and intensity of the i-th phonon peak, respec-
tively. The quantity

(
1 + n(ω)

)
accounts for the Bose-Einstein statistics.

Damped harmonic oscillators have been employed to describe phonon exci-
tations [132]:

Ph(ω; ωi, Γi, Ai) → AiΓ
2
i ωiω

(ω2
i − ω2)2 + Γ2

i ω
2

(4.2)

In order to account for the background in the Raman spectra, a linear baseline
has been included in the fitting curve. Best fitting curve is drawn in solid
line in figure 4.6.
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Figure 4.6: Room temperature Raman spectrum of solid Te from ours
samples and best fit curve (solid line) from equation 4.1.

4.3 Solid Te at high pressure

Raman and Infrared measurements under high-pressures are very suitable
to determine both lattice and electron dynamics properties of a system. In
order to investigate the role of the electron-electron and the electron-phonon
interaction in driving the electronic and structural transitions, Raman and
infrared (MIR) spectroscopy measurements as a function of pressure, up to
15 GPa and 10 GPa respectively, have been carried out on room temperature
Te.

4.3.1 High pressure Raman measurements on Te

High pressure Raman measurements have been performed on small Te poly-
crystalline samples (≈ 50x10x10µm3) using the apparatus described in 3.2
section. The samples have been loaded in the screw clamped DAC together
with a ruby cheap and ethanol methanol 4:1 mixture and NaCl as hydrostatic
media (see 3.1 section). A maximum pressure of 11 and 15 GPa has been
reached, respectively.

Room temperature Raman spectra of Te samples using ethanol-methanol
mixture (panel a) and using NaCl (panel b) as hydrostatic media are shown
in figure 4.7 at selected pressure. The effect of pressure on Te Raman spec-
trum appears complex, although, on increasing pressure Raman spectra do
not significantly change their peak pattern and their general spectral shape.
This general pressure behavior and in particular the persistence of the Ra-



4.3. Solid Te at high pressure 75

100 150

A1

E''

b)

a)

Te in NaCl

Te in alchol mixture

4.22 GPa

1.8 GPa

Raman shift (cm-1)

14.6 GPa

12.7 GPa

10.4 GPa

8.0 GPa

6.1 GPa

2.5 GPa
2.04 GPa

0.1 GPa

 

 

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Raman shift (cm-1)

E'

100 150
 

8.9  GPa

11.6 GPa

7.5  GPa

6.1  GPa

4.5 GPa 

3.5 GPa 

 

 

 

Figure 4.7: Room temperature Raman spectra of Te using ethanol
methanol 4:1 mixture (a), and NaCl (b) at selected pressure. Background
obtained by the fitting procedure has been subtracted for clarity.

man spectrum above 11 GPa is specially important in addressing the real
sequence of structural phases followed by Te on increasing the pressure. As
matter of fact, the old transition scheme [36–38] predicts the absence of Ra-
man response in this pressure regime. Nevertheless the occurrence of an in-
commensurate lattice modulation leads to extra Raman active modes (3Ag +
3Bg), estimable within the sinusoidal approximation of superspace group the-
ory [130,131]. Therefore the presence of Raman signal in this pressure range
is consistent with the presence of the incommensurate modulation [30, 39]
and incompatible with previous high pressure scenario.

Looking at figure 4.7, between 0 − 4 GPa an almost regular hardening of
the phonon frequencies of the two E modes has been observed, while the A1

mode shows a clear softening of the phonon frequencies down to low energy
side. Increasing pressure up to 8 Gpa also the E” mode seem to soft towards
low frequency side like the A1 mode, wile above this pressure value A1 mode
to be constant while the E” mode show a clear hardening of its frequency
value. We notice that the degeneracy of the E modes is not removed by
pressure at least over the explored range.

These findings are quantitatively confirmed by the results obtained ap-
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Figure 4.8: Pressure dependence of phonon frequencies (upper panel) and
of phonon widths (lower panel) of Te. Open (close) symbols refer to mea-
surements performed using ethanol-methanol mixture (NaCl) as hydrostatic
medium.

plying the fitting procedure described above. The pressure dependence of
the phonon frequencies is shown in the upper panel of figure 4.8. On apply-
ing pressure up to 4 GPa the A1 mode shows a softening of about 10 cm−1,
while the phonon frequencies of the two E modes weakly increase. It is well
known from X-ray diffraction measurements [36] that, as consequence of the
lattice compression, the b axis contracts with increasing pressure, while the
changes of the c axis and the a axis are rather small [36]. Since the A1 mode
corresponds to the symmetric intrachain dilation and compression in the ab
plane while the E’ mode corresponds to rigid-chain rotation which affects
interchain bonds, the pressure dependence of Raman spectrum is consistent
with a progressive weakening of intrachain bonds at expenses of the inter-
chain atomic interactions. The spectroscopic signature of the metallization
process at ∼ 4 GPa can be found in the progressive increasing of the elec-
tronic contribution observed in the Raman spectra (not shown here). On
further increasing the pressure between 4 and 7 GPa a softening of E” mode
takes place. This softening can result from the pressure induced transition
Te-I to Te-II at 4 GPa. Finaly a rather abrupt change of the slope in the
same phonon frequency occurs at ∼ 7 Gpa (see figure 4.8) probably due to
the disappearance of Te-II phase, which is completely removed at 7.5 GPa
according to the new transition scheme [30,39].

It should be noted that the onset of several phase transitions can be also
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Figure 4.9: Phonon integrated areas of E” mode (black circles) and of
the E’ mode plus A1 mode (red squares). Dotted line are guides for eyes.
Inset: integrated areas ratio as function of pressure. Open and full symbols
are referred to pressure measurements using ethanol-methanol mixture and
NaCl as hydrostatic medium respectively.

evinced in the pressure dependence of the phonon widths of A1 mode and the
E” mode, shown in the lower panel of figure 4.8. As is evident, the widths
of the two Raman peaks show clear discontinuities which mark two critical
pressures that correspond to TeI→ TeII transition (4 GPa) and the complete
removal of Te-II phase (8 GPa).

On further increasing the pressure, the E” mode shows a significant hard-
ening while the A1 mode seems to remain almost constant over the whole
explored pressure range (see figure 4.8). No phonon anomalies in Raman
spectra are detected at 11 GPa. Since the A1 mode is mainly an intrachain
mode and the E mode involves the motions of atoms in different chains, this
features suggest a possible charge transfer process activated by lattice com-
pression between different chains. This scenario is confirmed by a systematic
study of Raman peak integrated areas, reported in figure 4.9. On increasing
pressure a general reduction of Raman spectra signal is observed for all the
phonon modes, although more evident for the A1 mode then for the E modes.
Since a comparison among the absolute areas between different spectra may
be questionable, an analysis of peak areas ratios has been performed for each
spectrum. The pressure dependence of the areas ratio (E”) /(A1 + E ′) in
the pressure range 0 - 6 GPa is shown in the inset of figure 4.9. Two differ-
ent regimes below and above the threshold pressure value of 4 GPa, where
the MIT takes place, are clearly identifiable. On increasing pressure up to



78 4. High pressure measurements on solid Te

Figure 4.10: Room temperature single crystal Te reflectivity curves as
function of the light polarization at selected pressure.

6 GPa, since the two phonon areas are progressively smaller, their comparison
became less reliable.

4.3.2 High pressure infrared measurements on Te

In order to understand the role of lattice symmetrization in the metallization
process occurring in solid Te, high pressure infrared reflectivity measurements
have been recently performed (July 2009) at the infrared beamline Sissi of
Electra synchrotron in Trieste. Great care has been taken in the choice of
the sample and in the determination of the proper orientation of the crystal
loaded in the DAC. The Infrared setup described in 3.3 section has been
employed for the present measurements. For radiation polarized parallel and
perpendicular to the c axis of the crystal the result are shown in figure 4.10
at selected pressure. Although the data analysis is still incomplete, we can
safely ascribe the progressive increase of the reflectivity curves for both the
directions of light polarization to the metallization process, setting in the
system as the pressure is raised above 4 GPa.

Starting from reflectivity data, one can obtain via the Kramers-Krönig
transformations the real part of the electrical conductivity, which provides
information about carrier dynamics of the system. The optical conductivity
obtained from a preliminary data analysis is show in figure 4.11. It is rather
apparent that the spectra collected in a perpendicular geometry show a faster
band gap closure than those collected with a parallel geometry. On these
bases it seems that an unexpected increase of the electronic anisotropy occurs
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Figure 4.11: Frequency dependent optical conductivity of single crystal Te
as function of the light polarization at selected pressure

on increasing the pressure. This would be an important result which, if
confirmed by a more accurate data analysis, will deserve further theoretical
and experimental investigations.

4.3.3 High pressure DFT calculations on trigonal Te

In order to investigate the behavior of Te valence electron charge density (5S2

5P4) a Pseudopotential Density Functional Theory calculation is employed
using the Quantum-Espresso code [133]. This research activity has been car-
ried out within a close collaboration with Prof. S. Scandolo (ICTP Trieste),
one of co-authors of the code and Dr. D. Chermisi, a Ph.D. student of the
group of prof. P. Postorino. A full structural relaxation under the influence
of Hellmann-Feynman forces and stresses is performed until no force compo-
nent exceeded 0.004 eV / Å for several target pressures using the variable
cell shape method. For each relaxed cell electronic bands and electronic den-
sity of states was computed in order to study the gap closures as function of
pressure. Moreover the normal mode at each pressure using both the small
displacement method and the Density Functional Perturbation Theory was
obtained. The structural results obtained at ambient pressure are in good
agreement with experimental ones even if the intrachain bond lengths are
overestimate by about 10%. This means that the reduction of the overall
anisotropy of the cohesive forces, due to the approximation of the exchange-
correlation energy, does not affect the response of the unit cell parameters to
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Figure 4.12: Comparison between room temperature experimental (a) and
theoretical (b) phonon frequencies as function of pressure

compression, while leads to a slight overestimation of the sensitivity of the
intrachain distance to pressure. This is reflected in an underestimation of
the phonon frequencies, more significant for the intrachain mode. However,
the calculated phonon frequencies show the same pressure dependence as the
experimental ones, including the clear softening of intra-chain A1 mode due
to inter-chain charge transfer (see figure 4.12). As to the last point a plot
of the valence electron charge density at 0 and 5 GPa is shown in figure
4.13. On increasing the pressure a reduction of the electron density between
nearest neighbour intrachain Te atoms in favour of an enhancement of the
charge density towards the Te atom in the adjacent chain takes place thus
indicating a pressure driven interchain charge transfer. This has been also
identified as the underlying mechanism for the metallization process.
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Figure 4.13: Valence electron charge density ( arbitrary units ) calculated
at 0 GPa (a) and 5 GPa (b) for the plane containing three nearest neighbour
and a second neighbour atom.



Chapter 5

High pressure measurements
on NiS2−xSex

Transition metal pyrites provides a particularly interesting opportunity to
study, both theoretically and experimentally, systems characterized by nar-
row band electron configuration. In determining their physical properties, a
decisive role is played by 3d metal bandwidth and local 3d electron correla-
tion. This is the case of NiS2, which, having a half filled eg band, is expected
to be a metal, but it is an insulator. To explain this point and clearly disen-
tangle the effect of Se alloying and pressure, Raman and Infrared measure-
ments have been carried out on several compound of NiS2−xSex family under
ambient pressure and temperature conditions as well under high pressure on
the parent compound NiS2. In this chapter, after reviewing the most rele-
vant optical measurements on the system available in the literature, the main
results obtained from our high pressure spectroscopic investigation will be
presented and discussed. The comparison of optical properties of NiS2−xSex

compounds with that of NiS2 as function of pressure demonstrates that de-
spite the strong similarities, Se-alloying and pressure work in a completely
different way in rendering metallic the charge transfer insulator NiS2.

5.1 Optical studies on Ni-pyrites

5.1.1 Survey of Raman measurements on NiS2−xSex

Raman spectroscopy is a powerful tool to study lattice dynamical proper-
ties of a system. Moreover, since Raman active modes involve only S (Se)
ions displacements [54], this spectroscopic technique is extremely sensitive to
changes in anionic composition in NiS2−xSex. According to traditional group
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Figure 5.1: Atomic displacements for the Raman-active modes of MX2

pyrite (after ref [134]). Open and filled circles represent X and M atoms,
respectively.

theory, pyrites have five active Raman modes, which can be classified into
the following symmetry species

ΓR = Ag + Eg + Tg(1) + Tg(2) + Tg(3).

The atomic displacements of the five Raman active modes of pyrite struc-
ture are shown in figure 5.1. The totally symmetric Ag mode corresponds
to the in-phase stretching vibrations of the (S2)

2− dimer. In the doubly de-
generate librational Eg mode, the S atoms are displaced perpendicularly to
the dimer axis. Finally, the triply degenerate Tg modes can be described by
various librational and stretching vibrations or their combinations. A par-
ticular case could be out-of-phase stretching vibrations of the (S2)

2− dimer,
although we should bear in mind that any coupling between librational and
stretching motions are allowed by this symmetry species [134]

Room temperature Raman spectra of polycrystalline NiS2−xSex thin films
for the whole composition range [54] are shown in figure 5.2. Four of the five
predicted Raman active modes can be identified in NiS2 spectrum. Within
the low frequency region the doublet, located around 270 and 280 cm−1 has
been assigned Tg(1) and Eg symmetry types, while, on the high frequency
side, a strong peak and a weak shoulder detected at 475 and 485 cm−1 have
been found to correspond to Ag and Tg(2) symmetries respectively [54, 135,
136]. The spectra of NiS2−xSex are qualitatively similar to that of pure NiS2,
since librational peaks of NiS2 seem to evolve continuously into the stretching
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Figure 5.2: a) Room temperature Raman spectra of the NiS2−xSex for
indicated values of x. b) Frequency of the vibrational modes versus x obtained
from the Raman spectra [54].

peaks of NiSe2. The symmetry assignation of the peaks appears to be actually
the same. Spectra of NiS2−xSex samples show an additional peak, situated
between the low-energy Tg, Eg doublet and the high energy Ag, Tg pair,
assigned to Ag symmetry, which corresponds to the stretching vibration of
mixed S-Se pairs [135]. This assignment is supported by the fact that its
intensity vanishes for the two end compounds and reaches a maximum for x
∼ 1. The presence of this peak shows that S-Se pairs are formed, in contrast
with other systems with the pyrite structure, such as RuSxSe2−x, where S
and Se do not bond together [137].

For x > 0.4 an additional strong peak around 500 cm−1 whose frequency
does not change with x and which reaches a maximum for around x = 1.7,
can be observed in the spectra of figure 5.2 a). The authors of ref. [54]
ascribed this feature to NiS2 precipitate within the NiS2−xSex alloy or with
disorder-activated peaks.

Phonon frequencies of NiS2−xSex as function of the Se content are shown
in panel b) of figure 5.2. As it can be seen from the figure, all phonon
frequencies are found to decrease more or less linearly with increasing the Se
content. This trend can be easily understood, since increasing the Se content



5.1. Optical studies on Ni-pyrites 85

Figure 5.3: Pressure dependence of the Raman frequency shift of NiS2 [138].

is accompained by a linear increase in lattice constant [54,75].

High pressure Raman response of NiS2 up to 13.2 GPa have been inves-
tigated by Takahashi et al. in early 80’s [138]. No indications of a structural
phase transition are found in the system according to high pressure X ray
diffraction data [75]. Unfortunately no spectra are shown in ref. [138]. The
pressure dependence of Ag mode up to 33 kbar is reported in figure 5.3. The
costant value of Ag mode cannot be explained by simple consideration of
compressibility, but it may be explained by electron-phonon (e-ph) interac-
tion [57]. Indeed the results of electrical conductivity, thermoelectric-power,
and Hall effects measurements as function of temperature carried out on sin-
gle crystal Ni1−xCoxS2 (0 ≤ x ≤ 0.12) exhibit anomalous properties which
cannot be accounted for in term of conventional one electron band theory,
requiring instead a model which involves small polaron hopping conduction
in a narrow correlation split band also in the case of pure NiS2 [57]. It is
worth to notice that remarkable e-ph coupling could significatively broaden
the phonon peaks [139]

5.1.2 Survey of Infrared measurements on NiS2−xSex

In the last few years several infrared measurements have been carried out on
NiS2−xSex in order to elucidate the nature of the Se alloying- and pressure-
induced MITs. At ambient conditions reflectance spectra and optical con-
stants of pyrites MX2, (where M = Fe, Co, Ni, Cu, and X = S, Se, Te) have
been investigated from 0.5 to 5.0 eV by Bither et al. in early 70’s [140].
According to ref. [140] the optical properties of 3d metal disulfides can be
interpretated in terms of a qualitative band model, in which the metallic or
semiconducting behaviors of this class of systems can be ascribed to metal-
sulfur-metal overlap. While t2g orbitals of the transition metals are still
regarded as ’localized’ on the cations, eg electron are believed to play a key
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Figure 5.4: Real (a) and imaginary (b) parts of the complex refractive
index for FeS2, CoS2, NiS2, and CuS2 at ambient condictions [140].

role in determining the extent of orbital overlap and low energy electronic
excitations (see 2.2.3 section). E1, E2, E3 and E4, absorption peaks in the
imaginary part of the refractive index [see panel b) of figure 5.4], correspond
to the onset of the t2g → eg transitions [140].

More recently the infrared response of NiS2−xSex as a function of Se
alloying and pressure has been studied by Takahashi et al. [141]. Reflectivity
spectra of NiS2−xSex in the 0 ≤ x ≤ 1 range divided by that of pure NiS2

at ambient pressure are shown in panel a) of figure 5.5 [141]. Beyond some
unwanted disorder effects in the optical spectra [141], it is observed that
the reflectance in the low energy region increases with the substitution of
Se for S, suggesting the onset of a charge delocalization process. Reflectivity
spectra of single crystal NiS2 from 0.5 to 3.8 eV up to 70 kbar are reported in
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panel b) of figure 5.5. Also in this case, an increase of low energy reflectivity
occurs, while the pressure dependence is small in the high frequency side. The
enhance of reflectivity of NiS2 above 41 kbar can be attributed to a Drude
term related to the appearance of the metallic state. From these spectra,
the real part of dielectric constant ε1 has been calculated by Kramers-Krönig
analysis [see panel c) of figure 5.5]. We notice that negative value of ε1 are
usually related to the existence of mobile electrons [68]. A close inspection

Figure 5.5: Room temperature reflectivity spectra of: NiS2−xSex a) and
NiS2 at selected Se content and pressure respectively. c) Real part of the
dielectric constant as function of pressure. After refs [141]

of panel c) of figure 5.5 reveals at 4.1 GPa an anomalous behavior of the ε1

spectrum, which is found to cross the zero value at around 0.8 and 1.2 eV
respectively. This latter finding suggests a correlated bad metal behavior of
NiS2 as the pressure is increased above 4 GPa.

5.2 Synthesis and characterization of NiS2−xSex

samples

NiS2−xSex samples have been provided by Prof. D. D. Sarma of the Indian
Institute of Science of Bangalore (India). High density pellets of NiS2−xSex

were made by reacting spectra-pure elements in stoichiometric ratios, with
5-10 % of the chalcogens taken in excess, in order to compensate for evapora-
tion. The elements were sealed in evacuated ( 10−5 torr) quartz ampules, and
heated to 450 K for a week. The samples then produced were characterized
by x-ray diffraction, resistivity and photoemission measurements [142].
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5.2.1 Optical characterization

Preliminary Raman and Infrared measurements on policrystalline NiS2−xSex

alloy with different x values are shown in panel a) and b) of figures 5.6.

Figure 5.6: Raman (panel a) and optical reflectivity (panel b) spectra of
Room temperature NiS2−xSex for x = 0.0, 0.55, 0.6, 1.2 at ambient condi-
tions. Inset: Phase diagram of NiS2−xSex [4]. Black dots correspond to the
samples measured in this work.

Our Raman data are in agreement with those previously reported in lit-
erature [54, 135, 136]. The homogeneity of the sample have been checked by
comparing the raman spectra collected in different sample points. No po-
larization effects have been detected in the present analysis. The absence
of peak located around 500 cm−1 indicates the good quality of the sample
under investigation with respect those studied in ref. [54].

The ambient pressure nearly normal incidence reflectivity R(ω) has been
measured between 50 and 35000 cm−1. An in situ evaporation technique
was used to measure the reference (see appendix C). The Reflectivity R(ω)
of NiS2 at ambient pressure is nearly flat from 50 to 10 000 cm−1 except
for weak phonon contributions at 260 and 290 cm−1. On increasing the Se
content, R(ω) is progressively enhanced at low frequencies, characteristic of
a metallic behavior.

Since the quality of the sample and in particular the distribution of Se
atoms within the lattice is particularly important in these systems, we carried
out a careful data analysis of the collected Raman and Infrared spectra.
Moreover since the only previous Raman and Infrared studies were affected
by some criticism, the present analysis at ambient condition on NiS2−xSex can
be considered as a research study in itself rather then a mere characterization.
For this reasons the analysis will be reported in the next paragraph.
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5.3 NiS2 at ambient pressure

5.3.1 Infrared vs Se alloying

The real part of the optical conductivity has been determined through Kramers-
Krönig (KK) transformations starting from Reflectivity data shown in panel
b) of figure 5.6. To this end, standard extrapolation procedures were adopted
at both high and low frequency [146, 147]. The optical conductivity of NiS2

is strongly depleted at low frequency (see figure 5.7), showing the Charge
Transfer (CT) gap (evaluated at Full-Width-Half-Maximum of the absorp-
tion). On increasing the Se-content x, a large amount of spectral weight
(SW) is transferred from high to low frequency through an isosbestic point
at 8000 cm−1.

Figure 5.7: Room temperature optical conductivity spectra of NiS2−xSex

for x = 0.0, 0.55, 0.6, 1.2 obtained from KK transformations. Thick dashed
lines represent the DL fit of the x = 0.6 sample. Inset: Difference ∆σ1 =
σ1(x)− σ1(x = 0) spectra.

This suggests the main role played in the MIT by electronic correla-
tions [4]. As it is better highlighted by the ∆σ1 = σ1(x) − σ1(x = 0) dif-
ference spectra in the inset of figure 5.7, the low energy contribution to the
σ1(ω) is made up of two well distinct terms: one broad mid-IR band peaked
around 2000 cm−1 and extending up to nearly 8000 cm−1, and a sharp contri-
bution below 500 cm−1. In analogy with spectra of metallic V2O3 [148,149],
the narrow peak is attributed to quasi-particle (QP) coherent excitations
around EF , while the mid-IR term is associated to optical transitions from
the QP peak to the upper and lower Hubbard bands. This scenario has been
confirmed by fitting the σ1(ω) curves through a Drude-Lorentz (DL) model.
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Data can be described by a Drude term plus two Lorentzian oscillators. The
Drude and the low energy oscillator (centered around 2000 cm−1) describe
the coherent and the mid-IR excitations around EF , while the remaining os-
cillator at 10000 cm−1 mimics the CT and Hubbard transitions. The fitting
components are reported as thick dashed lines in figure 5.7 for x = 0.6.

5.3.2 Raman vs Se alloying

Looking at figure 5.6, in the spectrum of NiS2 two narrow peaks are well
evident at ∼ 270 cm−1 (Tg(1) + Eg) as well as an intense peak at ∼ 470
cm−1 (Ag). The latter shows a shoulder on the high frequency side to be
ascribed to the Tg(2) vibrational mode. On increasing the Se content, x,
the two pairs of phonons, Tg(1) + Eg and Ag + Tg(2), evolves towards
two broad bands, whose central frequencies progressively soften. As to the
intensity, the two pairs show a different x dependence : at high x-value the
Tg(1) + Eg is remarkably enhanced, whereas, on the contrary, Ag + Tg(2)
is strongly depressed. The x dependence of the frequencies and intensities of
the phonon peaks can be easily related to the Se content, bearing in mind
that the substitution of S with Se leads to a progressive increase of the lattice
parameter (see 2.2.2 section) and to a gradual change of S−S and Se−Se pair
numbers. The substitution of S with Se is also responsible for the detection
of the peak located at 370 cm−1 in x = 0.55 spectrum, which corresponds to
Ag stretching vibration of mixed S-Se pairs. Finally two new Raman active
modes, which have been associated to Se-Se libration, appears at 170 and
185 cm−1 in higher Se substituted Raman spectrum.

No evidence of the anomalous peak at ∼ 500 cm−1 discussed in ref. [54]
has been found. Bearing in mind that in ref. [54] film samples have been
measured, whereas in the present investigation only bulk samples have been
considered, we can ascribed the missing 500 cm−1 peak to some unwanted
substrate effects.

Measured spectra were fitted by using the standard fitting procedure
described in chapter 4. Two phonon profiles are employed in the present
analysis. Damped harmonic oscillator and simple Gaussian profiles, reported
in equation 5.1 and 5.2 respectively, has been chosen to describe phonon
excitations [132,143]:

Ph(ω; ωi, Γi, Ai) → AiΓ
2
i ωiω

(ω2
i − ω2)2 + Γ2

i ω
2

(5.1)

Ph(ω; ωi, Γi, Ai) → Ai

Γi

exp

(
−2

(ω − ωi)
2

Γ2
i

)
(5.2)
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Figure 5.8: Phonon frequencies [panel a)] and ∆Γ = Γ(x) − Γ(x = 0.00)
[panel b)] for S−S S-Se pair stretching modes in NiS2−xSex with x = 0.00;
0.55; 0.60; 1.20. Dashed and solid lines are guide for eyes and best fit curve
respectively.

Best fitting parameters for both models are listed in table 5.1. Except
for the x = 0.00 spectrum where only four active Raman modes are dis-
tinguished, over the whole Se alloying range only six modes are needed for
a full description of the main spectral features. Moreover the onset of Se-
Se stretching modes makes the analysis of low frequency (240−270 cm−1)
structures difficult, affecting the uncertainty determination.

Looking at the table 5.1 we notice that the best fit value of the param-
eters as obtained using the two models are very close and often within the
calculated uncertainties. As it will be discussed in the following the extent
of theoretical and experimental agreement depends upon the sample investi-
gated and the model used. For reasons that will be argued in details at the
end of this paragraph, we choose a lorentzian (gaussian) description of the
phonon contribution in the x = 0.00 (x 6= 0.00) sample spectrum. Phonon
frequencies of S-S and S-Se pairs stretching modes as x function, shown in
panel a) of figure 5.8, decrease almost linearly, mainly because of the increase
of the unit cell volume.

The increase of phonon widths ∆Γ = Γ(x)−Γ(x = 0.00) for S-S and S-Se
pairs stretching modes are shown in panel b) of figure 5.8. On increasing
x, the S-S mode rapidly broadens. This last finding can be easily explained
in term of substitutional disorder. It is well known that the natural width
of the Raman line is determined, aside from experimental resolution, by
the phonon lifetime τ which is governed by the spontaneous anharmonic
decay into phonons of lower energy [144]. However in disordered systems
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the scattering with impurities and defects limit the natural phonon lifetime.
According to mass perturbation theory of the harmonic lattice dynamics,
phonon linewidth broadening is found to depends mainly on three factors
[145]:

Γ(x) ∝ σmω2D(ω) (5.3)

where ω is the phonon frequency of the Raman active mode, D(ω) is the
phonon density of states, and σm is the relative mass variance. The latter is
defined as:

σ2
m = yS

(mS −m

m

)2

+ ySe

(mSe −m

m

)2

.

where yS = (2−x)/2 and ySe = x/2 are S and Se atoms fractional occupancies
respectively. Since no structural transition occurs on changing the Se content,
we can assume, as a first approximation, a nearly constant phonon density
of states. Under this hypothesis ∆Γ(x) reads as:

Γ(x) ∝ x(2− x) (mS −mSe)
2 ω2

(
(x− 2)mS − xmSe

)2 (5.4)

Theoretical widthline curve for the Ag stretching mode is drawn with solid
line in panel b) of figure 5.8. A good agreement is found with experimental
data, supporting the idea that disorder is the effective broadening mechanism
setting in the system rather than electron phonon interaction.
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Figure 5.9: Normalized phonon intensities of Raman active modes for S−S
S-Se pair stretching modes as function of Se content. S−S and S−Se proba-
bility distribution are plotted with dashed line.

Bearing in mind that the intensity of a mode involving a specific anionic
pair is trivially proportional to the pairs number, an analysis of peaks intensi-
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ties as function of the Se content may be very promising for the identification
of the atoms species involved in the Raman modes.

Since a comparison among the absolute intensities between different spec-
tra may be questionable, spectra have been normalized to phonon areas. The
x dependence of the Raman intensity of S-S and Se-S Ag stretching mode are
shown in figure 5.9. On the other hand, under the assumption of a random
distribution of Se atoms within NiS2 lattice, the number of pairs is given by:

P (k, n) =

(
k

n

)(
x

2

)k(
2− x

2

)n−k

(5.5)

where k is the total number of Se atoms in each pair, n is trivially the number
of atoms bonded together (i.e. two in our system). As well evident from the
figure 5.9, on increasing x S-S pair population diminishes, whereas Se-S pairs
number increases, as expected. The good agreement between the normalized
intensities and the binomial probability distribution can be read as an a
posteriori demonstration of the occurrence of substitutional disorder effects
in the system.

Finally we discuss the effectiveness of the two fitting models used in the
analysis (see equations 5.1 and 5.2). Details of the Raman spectra of x = 0.0
and x = 1.20 NiS2−xSex samples are shown in comparison with the best fit
curves obtained with lorentzian and a gaussian profiles are shown in figure
5.10. A close inspection of figure 5.10 shows that the gaussian model fails
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Figure 5.10: Details of the Raman spectra of x = 0 and x = 1.2 NiS2−xSex

samples are shown in comparison with the best fit curves obtained with
lorentzian and a gaussian profiles [panel a),b), c), and d)]. Panel e): Re-
duced chi square ratio χ2

L/χ2
G vs x.

in the description of experimental data for the pure NiS2, while it becomes
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more effective on increasing the Se content. The x dependence of reduced chi
square ratio χ2

L / χ2
G [i.e. L (G) → lorentzian (gaussian)] of the two models

is shown in the panel d) of figure 5.10. On varying the anionic composition
a linear increase of χ2

L / χ2
G occurs. Bearing in mind that unhomogeneities

and crystal defects strongly reduce the asymmetry of phonon profile, these
latter findings can be explained in term of substitutional disorder effects.

Table 5.1: ω, Γ and normalized phonon intensities obtained from the above
discussed fitting procedure.

Se content Raman Shift (cm−1) Γ (cm−1) Intensity ·10−2 (a.u.)
Lor. Gauss. Lor. Gauss. Lor. Gauss.

0.00 270 ± 3 270 ± 3 6 ± 3 6 ± 3 6.4 ± 0.3 6 ± 1
282 ± 3 282 ± 3 9 ± 3 9 ± 3 5.7 ± 0.7 7.2 ± 0.1
476 ± 3 474 ± 5 9 ± 3 10 ± 3 80 ± 3 79 ± 1
485 ± 3 482 ± 5 5 ± 3 6 ± 3 7.2 ± 0.9 6 ± 1

0.55 191 ± 4 191 ± 5 20 ± 3 24 ± 3 2.3 ± 0.5 1.9 ± 0.3
204 ± 5 204 ± 2 22 ± 3 19 ± 3 4.6 ± 0.8 3 ± 1
235 ± 3 238 ± 5 25 ± 3 30 ± 3 4.9 ± 0.6 4.0 ± 0.8
272 ± 3 272 ± 4 26 ± 5 25 ± 3 19 ± 8 18 ± 3
373 ± 3 374 ± 3 26 ± 3 23 ± 4 38.0 ± 0.1 37 ± 1
457 ± 3 454 ± 3 24 ± 3 21 ± 3 31 ± 4 22 ± 2

0.60 192 ± 6 196 ± 3 16 ± 7 16 ± 8 0.6 ± 0.1 0.4 ± 0.1
204 ± 5 206 ± 3 49 ± 3 50 ± 3 7 ± 1 8.5 ± 0.2
243 ± 3 260 ± 3 46 ± 3 45 ± 3 8.0 ± 0.8 8.8 ± 0.4
271 ± 3 273 ± 3 36 ± 3 19 ± 3 23.0 ± 0.8 20 ± 2
370 ± 3 371 ± 3 26 ± 3 24 ± 3 39 ± 1 41 ± 5
454 ± 3 454 ± 3 25 ± 3 23 ± 3 22.1 ± 0.6 19 ± 6

1.20 170 ± 3 169 ± 3 19 ± 9 22 ± 8 2 ± 1 2 ± 1
182 ± 3 189 ± 3 9 ± 3 15 ± 7 1.3 ± 0.3 1.0 ± 0.4
244 ± 3 248 ± 3 19 ± 4 27 ± 4 33 ± 2 44 ± 6
258 ± 3 250 ± 5 14 ± 3 15 ± 3 14 ± 4 7 ± 3
350 ± 3 351 ± 3 22 ± 4 23 ± 3 34 ± 5 39 ± 3
435 ± 3 435 ± 3 28 ± 5 23 ± 3 9 ± 4 7.0 ± 0.7



5.4. NiS2 at high pressure 95

5.4 NiS2 at high pressure

5.4.1 High pressure Raman measurements on NiS2

Using the same experimental apparatus described in 3.2 section, high pres-
sure Raman measurements on a small polycristalline slab (≈ 50x10x10µm3)
of NiS2 have been performed.

Figure 5.11: panel a) Room temperature Raman spectra of NiS2 sub-
tracted by diamond fluorescence and electronic background at selected pres-
sure; panel b) Phonon frequencies as function of pressure. Inset full width at
half maximum (Γ) for the Ag stretching mode as function of pressure

Raman spectra at different working pressure are shown in the panel a) of
figure 5.11. Under lattice compression up to 3.8 GPa, the four peaks structure
characteristic of the ambient pressure Raman response persists and all the
phonon frequencies keep almost constant. Already at 3.8 GPa and on further
increasing the pressure a shoulder on the low frequency side of the Ag mode
at 470 cm−1 [see the arrow in panel a) the figure 5.11] appears, and a general
hardening of all the phonon modes is observed. As usual we checked out
the absence of strong and remarkable pressure gradient by comparing the
spectra collected from different points of the sample. On the other hand,
recent high pressure Raman measurements on FeS2 pyrite have proved that
non hydrostaticity mainly affects phonon widths and actually does not affect
the phonon central frequencies and intensity pressure dependence [150].
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Raman spectra have been analysed using the usual fitting procedure de-
scribed in the previous 4.2 section and the best fit values of the phonon
central frequencies are shown as a function of the pressure in panel b) of fig-
ure 5.11. All the high frequency modes appear almost pressure independent
over the whole explored pressure range, except for the one labbeled Tg(2)
in panel b) of figure 5.11 which rapidly increase for P > 8 GPa. As to the
low frequency modes Tg(1) + Eg, which show a weak almost linear increase
of their central frequency over the whole explored pressure range, the latter
shows a rather abrupt anomaly at ∼ 4GPa, where the MIT occurs. It is
worth to notice that also the pressure dependence of Ag phonon width shows
a discontinuity at ∼ 4GPa [see the inset of panel b) of figure 5.11]. The latter
discussed features can be thus assumed as a spectroscopic signature of the
MIT.

As to the appearance of the new phonon peak around 470 cm−1, it is
possible to conjecture that this structure should be ascribed to Tg(3), which,
as an accident, has the same energy of the Tg(2) mode at ambient pressure.
However, due to the delicacy of the obtained results, additional measurements
are planned in the coming months.

All the Raman results on NiS2−xSex reported in the present thesis work
provide the x- and P- dependence of the Raman active modes, that is, bearing
in mind that volume is expanded by Se alloying whereas it is compressed by
pressure, also an extensive volume dependence of the phonon frequencies. As
to the volume expansion by Se alloying x ray diffraction data are available
in the literature [75]. Whereas as to the volume compression by pressure,
structural data are available only up to 6.5 GPa. The volume estimation
at higher pressure have been performed using the procedure developed in
ref. [151]. Indeed the pressure dependence of the volume can be calculated
from the zero pressure bulk modulus B0. First of all, we consider the value
vs of the sound velocity [68]:

vs =
kB

~
ΘD

1
3
√

ρπ2

With ΘD (Debye temperature) and ρ (mass density) values extracted from
ref. [67] (i.e. ΘD = 350 cm−1 , ρ = 4455 kg/m3) one achieves the sound
velocity vs, which corresponds to vs= 4300 m/s for NiS2. The bulk modulus
B0 can be estimated from:

B0 = ρv2
s

The above values for ρ and vs finally give B0= 83 GPa. Assuming B(P ) =
B0 + B′P , V (P ) is finally given by the Birch-Murnagham (B-M) equation
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[152]

V = V0

[
1 +

B′

B0

P

]−1/B′

(5.6)

where B′ normally ranges between 4 and 8 [153].

The volume dependence of the phonon modes of NiS2 on applying pres-
sure as well as on Se-alloying is shown in figure 5.12. In order to simplify
the analysis of the figure let look at the open stars there shown which rep-
resent a weighted average of the high- and low-frequency modes. Bearing in
mind that a softening under volume expansion is the expected behaviour of
phonon frequencies, it is rather evident that the metallization process un-
der pressure is phonon-assisted and that only the high-frequency modes are
involved. Within the volume range relative to Se-alloying both high- and low-
frequency modes show the expected softening with the same dω/dV rate. It
is finally worth to notice that looking at the individual phonons under pres-
sure, the Tg(2) mode suggests the onset of a new regime at high volume
compression (P > 8 GPa) and that the Eg mode appear to be affected by
the pressure induced MIT.
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Figure 5.12: volume dependence of phonon frequency of NiS2 and
NiS2−xSex. Open stars represent a weighted average of the high- and low-
frequency modes, whereas dashed line are guides for eyes.
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5.4.2 High pressure Infrared measurements on NiS2

A NiS2 10µm thick slab, obtained by pressing finely milled sample powder
between the diamond anvils, has been placed in the gasket hole, where a
NaCl pellet was previously sintered. The experimental setup described in
3.3 section has been employed for the present measurements. The slits of the
microscope were carefully adjusted to collect transmitted and reflected light
from the sample only and kept fixed for all the experiment.

High-pressure reflectivity spectra at diamond interface Rsd(ω) on NiS2 are
shown in figure 5.13. The strong two-phonon diamond absorption provides
reliable data only above 2000 cm−1. On increasing the pressure, Rsd(ω) is
progressively enhanced at low-frequency showing an overdamped behavior,
as a signature for a correlated bad metallic state. At high-frequencies all
Rsd(ω) converge above 10000 cm−1. In order to evaluate the accuracy of our
high pressure measurements, we compare the Rsd(ω) data to the expected
reflectivity at a sample-diamond interface, Rcal

sd (ω).

Figure 5.13: Room temperature Rsd(ω) measured for NiS2 at high-P (thick
solid lines) (open symbols show DL fits) and calculated Rcal

sd (ω) at sample-
diamond interface for NiS2−xSex at selected x (dashed lines). The kink in
Rsd(ω) at about 3700 cm−1 is instrumental.

The calculated Rcal
sd (ω) for NiS2 (dashed lines in figure 5.13) is in good

agreement with Rsd(ω) measured in the DAC at the lowest pressure (1.1
GPa) being both nearly flat and with a value ≈ 20% over the whole frequency
range. The same procedure has been applied to NiS2−xSex (x = 0.55, 0.6,
1.2) compounds and the resulting Rcal

sd (ω) are shown in figure 5.13 for the sake
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of comparison. We then tried to fit the Rsd(ω) measured vs P for NiS2 within
the same Drude Lorentz framework previously used for NiS2−xSex at ambient
pressure (see section 5.2). Although a certain degree of arbitrariness remains
in fitting the data over a restricted spectral range, a reliable description of
the Rsd(ω) at any pressure is obtained by the sum of a Drude and a mid-IR
term plus a high-frequency oscillator kept constant at all pressures. This
fit provides a robust estimate of the quasi-particle spectral weight (SW),
defined by the sum of the Drude and of the mid-IR intensities. This sum
remains nearly unchanged by varying the fitting parameters over realistic
ranges. The microscopic mechanisms inducing the pressure and Se alloying
MITs are further investigated by studying the quasiparticle SW as a function
of the cubic lattice parameter a. The quasiparticle SW, shown for pure NiS2

Figure 5.14: QP spectral weight (see text) vs lattice constant a for NiS2

(a) and NiS2−xSex (b)

at each working pressure in figure 5.14 (a) and for NiS2−xSex at different
Se contents in figure 5.14 (b), reveals a striking nonmonotonic behavior as
a function of a. Its slow continuous increase for a < 5.57 Å (i.e., at the
highest values of the pressure) reflects the progressive enhancement of the
kinetic energy due to the applied P and corresponds to a nearly complete
metallization of NiS2. For a∼ 5.57 Å up to aeq ∼ 5.68 Å (namely, the lattice
parameter corresponding to NiS2 at ambient conditions), correlation effects
get larger and the SW drops rapidly to zero as a consequence of the Mott
transition. On further increasing a above aeq due to the Se alloying, the
SW restarts to increase, owing to the onset of the Se-induced MIT. Despite
the opposite behavior of the lattice parameter vs Se alloying and pressure,
a linear scaling factor f ∼ 0.14/GPa between x and P has been formerly
established from low-T dc-resistivity data [74] thus suggesting an equivalency
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between the two metal insulator transition. However, the same f does not
apply comparing the optical SW dependence on P and x. It is indeed clear
from figure 5.14 that the rate of increase in SW is much larger with pressure
than with x. The breakdown at finite frequencies of the dc linear scaling
between x and pressure suggests that while a metallic state can be obtained
from NiS2 both by applying pressure and by alloying Se, this state takes place
through substantially different microscopic mechanisms, involving different
redistributions in the electronic density of states.

5.4.3 High pressure theoretical calculations on NiS2−xSex

A qualitative understanding of the two different MITs can be obtained through
self-consistent Nth order muffin-tin orbital (NMTO) Local Density Approxi-
mation (LDA) calculations [154] (see figure 5.15) performed in collaboration
Dr. G. Sangiovanni (Max-Planck Institut Stuttgart, Germany).

At ambient pressure the Ni eg-states with a bandwidth Weg = 2.1 eV and
the antibonding ppσ?-S states are separated by a CT gap (∆LDA) centered
around 1.5 eV. Beside this gap, a second LDA-CT gap is present between
occupied ppπ-S states below EF and the eg-Ni states [62]. Upon applying
pressure, the lattice contracts and the entire band-structure around EF is
renormalized; e.g. by a factor of 1.13 at P = 10 GPa (dashed curve in
figure 5.15 panel a). All features of the DOS stay the same, in particular,
the energy scales, (Weg and ∆LDA, are rescaled by a factor 1.13. Hence, the
bandwidth-gap ratio Weg/∆LDA remains nearly constant. On the other hand,
the interaction U can be assumed to be constant, so that Weg/U increases by
the factor 1.13, triggering a bandwidth-controlled metal insulator transition
(BC-MIT). In the case of Se-substitution, the lattice expands (instead of
shrinking) due to the larger atomic radius of Se ions. This leads to a very
complementary scenario: While the changes of the eg-bandwidth Weg are
negligible, the CT gaps shrink (see figure 5.15 panel b). Assuming U again
to be constant, the driving force for the metal insulator transition is now
the the reduction of the charge transfer gap (Weg/∆LDA increases, as Weg

remains basically unaffected).
To compare with the experimental spectral weight, LDA ”plasma fre-

quency”, defined by the average of the velocity over the Fermi surface has
been calculated, in order to estimate for the weight of the Drude peak, which
in turn is related to the experimental integrated (low frequency) spectral
weight (see figure 5.16).
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Figure 5.15: a) Total LDA-DOS for NiS2. Solid line represent the DOS at
ambient pressure, dashed lines at 10 GPa. b) Total LDA-DOS for the NiSe2

compound. In the case of NiS2, the 10 GPa DOS can be rescaled by a factor
0.88 on that at ambient pressure, resulting in an increase of Weg/U , keeping
Weg/∆LDA fixed. In contrast, Se-substitution results in a decrease of Weg/U
and an increase of Weg/∆LDA due to the shrinking of the charge-transfer gap
∆LDA
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Figure 5.16: Comparison between experimental and LDA calculated spec-
tral weight (SW) as function of the lattice parameter

Because of the different changes in the bandstructure under pressure and
upon Se alloying, LDA gives very different slopes in agreement with experi-
ment. For the insulating NiS2 compound and close to the phase transition,
correlations are not negligible and we have to do LDA plus Dynamical Mean
Field Theory (DMFT) [155,156] calculations. To this end, the NMTO band-
structure was downfolded to effective Ni eg-states and the correlations of
these two orbitals were treated by means of DMFT. For U > 3J (U being
the intra-orbital Coulomb interaction between the Ni eg-states and J the
Hund coupling), we find an opening of a gap for NiS2, the two eg-orbitals
split. This insulating LDA+DMFT solution results in a very strong sup-
pression of the plasma frequency (as well as of the SW) as indicated by the
vertical arrow in figure 5.13).

Besides important similarities between the pressure- and Se- dependent
phase diagrams, the present optical study reveals that a simple linear scaling
between pressure and x, as that suggested by transport, does not hold at
finite frequencies. The difference can be understood theoretically in terms
of the two fundamental parameters for the MIT in a CT insulator: under
pressure, Weg/∆LDA = const. and Weg/U increases, triggering the MIT; in
contrast upon alloying Se, the increase of Weg/∆LDA is responsible for the
MIT, whereas Weg/U even decreases. This makes NiS2−xSex under pressure
an ideal system for the study of the MIT in a CT strongly correlated system.



Chapter 6

High pressure measurements
on VO2

VO2 as well as many other Vanadium oxides shows a MIT (5 order of mag-
nitude jump in conductivity) accompanied by a structural transition (mon-
oclinic to rutile) at 340 K. In order to decouple the effects of the electron-
electron and the electron-phonon interaction in leading the MIT occurring
in this system, room temperature pure VO2, in the monoclinic M1 phase,
and two Cr-doped VO2 samples, in the M2 and M3 monoclinic phases, re-
spectively, have been studied as a function of pressure by means of Raman
and Infrared spectroscopy. In this chapter, after a survey of optical measure-
ments on the system is reported, high pressure measurements on pure and
Cr-doped VO2 are discussed and compared.

6.1 Optical studies on VO2

6.1.1 Survey of optical measurements on VO2

VO2 have been object of several optical studies based on Raman and infrared
investigations while, no optical data on Cr-doped VO2 are available in the
literature to the best of our knowledge.

Raman studies on pure VO2 showed that the symmetry change at the
MIT involves a complete modification of the phonon spectrum of the system.
Typical Raman spectra of VO2 below and above the transition temperature
are reported in figure 6.1 (from Ref. [157]) and figure 6.2 (from Ref. [158]). In
the monoclinic phase (T < 340 K) 17 peaks have been resolved [158]. A strong
polarization dependence of the relative intensities of the peaks was observed
on single crystals [158, 159], but most of the peaks were visible in all the
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Figure 6.1: Raman spectra of VO2 at 300K (upper panel) and 375K (lower
panel) from Ref. [157].

polarization configurations, preventing a direct assignment of the modes to
the irreducible representations Ag or Bg. In the rutile phase (T > 340 K) the
quite smooth spectrum can be obtained by 3 − 4 broad phonon contributions.
These results are in agreement with group theory, which predicts 18 modes
(9 Ag + 9 Bg) for the M1 phase, while 4 modes only (A1g+B2g+B1g+Eg) are
expected in the rutile phase.

Infrared reflectivity measurements on a VO2 single crystal have been car-
ried out to determine the infrared (IR) phonon spectrum of monoclinic VO2.
Of 18 IR-active phonon modes modes predicted by group theory in the mon-
oclinic phase 15 have been identified, while, above TIM , the sample shows a
high flat reflectivity, typical of free carriers contribution, and no additional
phonon contribution can be identified (see figure 6.3).

In order to study the electronic structure of VO2, several optical in-
vestigations, from the IR to the UV frequency region, have been carried
out [81, 87, 109, 161, 162]. An extended reflectance and transmittance study
from 0.25 eV to 5 eV allowed to obtain the real and the imaginary part of
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Figure 6.2: Raman spectrum of the (110) VO2 surface at 83K analyzed
along two orthogonal polarizations from Ref. [158]. The peak at 265cm−1

and the shoulder at 395 cm−1 are shown enlarged.

Figure 6.3: Infrared reflectivity of a VO2 single crystal measured with
incident polarization parallel to the rutile c axis, from Ref. [160].
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Figure 6.4: Absorption coefficient and imaginary part of the dielectric func-
tion of insulating (a) and metallic (b) VO2 from a crystal sample (with po-
larization parallel, E‖, and orthogonal, E⊥, to the rutile c axis) and from a
polycristalline film (dotted lines). α, β and γ indicate the band discussed in
the text. From Ref. [87].

the frequency dependent dielectric function ε̃(ω), and thus the real and the
imaginary part of the complex refractive index ñ(ω) [87]. In figure 6.4 the
absorption coefficient α(ω) = 2kω/c and the imaginary part of ε̃(ω), which is
directly related to the optical conductivity σ(ω), for the insulating and the
metallic phase are reported.

Three interband electronic excitations in the insulating monoclinic phase
are clearly identified, beside of a slight anisotropy in the optical properties
with polarization parallel (E‖) and orthogonal (E⊥) to the rutile c axis.
The band at around 1 eV (labeled with α in figure 6.4) can be ascribed to
the electron excitation from the bonding d‖ to the π∗ band. The optical
gap edge is well define at around 0.6 eV. The high energy absorption at
about 3.5 eV (γ) and 2.7 eV (β) were both originally ascribed to a charge-
transfer excitation from the oxygen 2p levels to the vanadium π∗ empty
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Figure 6.5: Optical conductivity of a 1000Å VO2 film on Al2O3 substrate
obtained from reflectivity measurements from Ref. [109]. α, β and γ indicate
the band discussed in the text. Inset: the same data shown in a logarithmic
scale in eV.

band. On increasing the temperature above TIM a remarkable increase of
the absorption in the low frequency side occurs. The α absorption band
disappears, while the imaginary part of ε̃(ω) shows a steep rise, ascribed to
the free carriers response. An energy shift of about 0.5 eV to lower energy is
shown by the γ band, that can be ascribed, in the scenario traced in section
2.3.4, to the shift of the π∗ band due to the structural transition. On the
contrary the β band does not shift on crossing TIM . This result seems to
invalidate the assignation of this peak to a charge transfer and a proper
interpretation is still lacking.

A recent paper published on Science confirms previous results [109, 161,
162], but no direct comparison with band calculations accounting for elec-
tronic correlation have been performed yet. In figure 6.5 VO2 optical conduc-
tivity σ(ω), obtained from reflectivity data, of a 1000Å VO2 film on Al2O3

substrate at 295 K and 360 K from Ref. [109] is reported in the 0-5 eV fre-
quency range. In the insulating phase the three band previously discussed
above are quite evident. In the metallic phase the γ band shows a shift of
about 0.5 eV to lower frequencies, while the β band does not move. In addi-
tion to the disappearance of the α band, it is clearly visible that the γ and the
β bands lose intensity in favour of the free carriers Drude peak. The spectral
weight (i.e. the frequency integrated optical conductivity) is recovered at a



108 6. High pressure measurements on VO2

Figure 6.6: Mid infrared reflectance (a) and transmittance (b) as a function
of temperature of a 1500Å VO2 polycristalline film on sapphire substrate. In
c: extracted optical conductivity as a function of temperature. From Ref. [88].

broad energy scale (&5.5 eV). Data quality allowed for a detailed analysis of
the free carriers Drude peak, which shows a 2.75 eV plasma frequency and
persists at high temperature (at least up to 550 K). The ”optical resistiv-
ity” ρ = 1/σ(ω → 0) as a function of temperature shows an anomalous linear
behaviour without any saturation, in agreement with DC resistivity measure-
ments [89]. A carefull analysis of these data indicated that in the metallic
state of VO2 correlated charge carriers can not be treated as conventional
Landau quasiparticles [109].

The temperature dependence of the optical properties of VO2 close to TIM

has been carefully investigated in the mid-infrared frequency region. These
results are reported here for a direct comparison with the mid-infrared data
of the present work. In figure 6.6 a and b, reflectance R and transmittance
T as a function of temperature of a 1500Å VO2 polycristalline film on sap-
phire substrate are reported from Ref. [88]. Since the film is insulating at
low temperature and the light is able to penetrate the VO2 thin layer, the
overall features of R and T spectra at the lowest temperature (333 K) are
mainly determined by the sapphire substrate. As the temperature increases,
R gradually increases and T decreases, the modification being complete well
above TIM .

The optical conductivity σ(ω), obtained exploiting the simultaneous mea-
surements of R and T , is very small at 361 K, and shows an almost flat shape
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Figure 6.7: Heat own as a function of temperature of the VO2 sample
studied in the present work

(see figure 6.6c). On increasing the temperature a gradual overall increase of
σ(ω) occurs, and the metallic shape is completely achieved at 333 K, where
σ(ω) is in good agreement with results reported above (see figure 6.5). These
results have been interpreted in terms of phase separation, which can be re-
sponsible, at least in part, for the hysteresis in the resistivity. The same
statement was already reported in Ref. [87].

6.2 Synthesis and characterization of VO2 sam-

ples

Pure VO2 synthesis was carried out in collaboration with Dr. L. Malavasi
of the Physical Chemistry Department of the University of Pavia (Italy).
VO2 was prepared starting from proper amounts of V2O3 and V2O5 (Aldrich
>99.9%) pressed in form of pellet and reacted at 1050◦C in an argon flux for
12 h. Small crystals were obtained. Phase purity was checked through single
crystal x-ray diffraction on some crystals and also on a powdered sample
from crushed crystals. The room temperature refined lattice parameters are
in both cases in full agreement with the M1 monoclinic structure. The metal
to insulator transition in synthesized samples has been probed by means of
Differential Scanning Calorimetry (DSC) which revealed a clear endothermic
peak at about 340 K in perfect agreement with the literature TIM value (see
figure 6.7).
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Figure 6.8: Raman spectra of a VO2 crystal in the monoclinic (M1) and
rutile (R) phase. Vertical bars mark the phonon frequencies from Ref. [158].
Arrows mark the not resolved structures.

VO2 oxygen isotope substitution

Isotope oxygen substitution on VO2 was carried out in collaboration with Dr.
E. Pomjakushina and Dr. K. Conder of the Paul Sherer Institute (Swiss).
Oxygen exchange has been performed on V2O5 (Puratronic 99.995%), then,
by hydrogen reduction, stoichiometric V2O3 has been obtained. VO2 has
been syntered by mixing proper amounts of V2O5 and V2O3 and anneal-
ing at 775◦C, for 50 h in closed quartz ampoules. The oxygen content and
phase purity of the samples have been tested using hydrogen reduction on
thermobalance and X-ray powder diffraction, respectively. In order to assure
credibility of the oxygen isotope effect measurements, the synthesis proce-
dure was parallel performed for 16O- and 18O- samples. As we will see in
the following Raman spectra carried out on the two 16O- and 18O- samples
demonstrate the complete substitution.

Raman spectra of V16O2 and V18O2 at ambient pressure

Ambient pressure Raman spectra of a pure VO2 single crystal and powdered
sample from crushed crystals have been collected as a function of temper-
ature below and above the transition temperature TIM = 340 K using the
experimental setup described in 3.2 section. Results at ambient temperature
(300 K) and at 360 K are shown in figure 6.8 as an example.
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Figure 6.9: Comparison between room temperature Raman spectra of
V16O2 (red dashed line) and V18O2 (full black line).

In agreement with previous data ( [157,158]), in the rutile phase (T>340
K) only broad bands can be identified (at around 550 cm−1 and 250 cm−1).
The spectra in the monoclinic phase are in good agreement with previous data
from Ref. [158] (see vertical markers in figure 6.8), although some doublets,
marked with arrows in figure 6.8, are not resolved.

Since, as reported in previous section, polarization can modify the relative
intensities of the peaks in monoclinic VO2, preliminary Raman measurements
of a single crystal have been collected on varying the direction of the laser
polarization, in order to possibly resolve hidden peaks.

Measured spectra were fitted by using the standard model curve [132]
discussed in chapter 4. Phonon frequencies obtained in the present work for
monoclinic (M1) VO2, listed in Table 6.1, are in good agreement with data
from Ref. [158], also reported, collected at T=83 K.

Due to the large difference between the mass of V and O atoms, the
lowest frequency peaks can be ascribed to the V-ions motion within the V-
V chains whereas the high frequency modes at around 600 cm−1 can be
ascribed to mixed V-O modes. A direct evidence of this assignment can be
found by simply comparing the spectra of monoclinic VO2 with 16O and 18O
as shown in figure 6.9. It is well evident that the 18O isotope substitution
leads to a shift of all the phonon peaks, but the two at 191 cm−1 and 224
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Figure 6.10: Raman spectrum of NbO2, after ref. [164]

cm−1 (ωV 1 and ωV 2), which can thus be assigned to V-V modes. The most
affected structure is the mode at 613 cm−1 (ω0), which shifts to 585 cm−1 in
the 18O substituted sample. Since the measured frequency scales well with
the reduced mass between the oxygen and the vanadium, this mode can be
assigned to a V-O mode. In addition, the same scaling laws are observed
comparing the phonon frequencies of monoclinic VO2 with those of NbO2,
which has the same crystal structure and exhibits a quite similar Raman
spectrum [164] (see figure 6.10).

Present Ref. [158] Present Ref. [158] Present Ref. [158]
work work work

1 142 149 8 391 392 14 596 595
2 191 199 9 - 395 15 613 618
3 224 225 16 670 670

10 443 444 17 830 830
4 260 259 11 460 453
5 - 265

12 497 489
6 309 313 13 - 503
7 339 339

Table 6.1: Comparison of Raman phonon modes identified in monoclinic
VO2 in the present work, with data from Ref. [158].
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6.3 VO2 at high pressure

In order to shed more light on the subtle interplay between Peierls and
MottHubbard mechanisms with respect to the MIT, Raman and infrared
spectra of VO2 has been collected, as a function of pressure at room temper-
ature. Fully exploiting these two techniques, an interesting comparison of
pressure-induced effects on both the electronic and the lattice dynamics has
been made. Moreover, since the Raman spectrum of the rutile phase differs
completely from that of the monoclinic phase, Raman spectroscopy allows to
easily identify the lattice symmetry (monoclinic or rutile) of a VO2 sample
loaded in the diamond anvil cell.

6.3.1 High pressure Raman measurement on VO2

Raman measurements of a small VO2 (≈ 10x10x10µm3), loaded in the screw
clamped DAC together with NaCl as hydrostatic medium, have been carried
out as a function of pressure up to 19 GPa, using the experimental appara-
tus described in 3.2 section. The strong elastic contribution introduced by
the employment of the DAC prevents data reliability below 150 cm−1. Ra-
man spectra of room temperature VO2, collected within the 150-800 cm−1

frequency range, are shown in figure 6.11 at selected pressures. A moder-
ate diamond fluorescence background is evident in collected spectra, which
however does not affect the data quality. The spectrum at the lowest pres-
sure shows a good agreement with the data collected on VO2 at ambient
conditions. On increasing the pressure a clear hardening of the phonon fre-
quencies occurs, which, however, does not significantly changes neither the
peak pattern nor the overall spectral shape over the pressure range explored.
It is worth to notice that on increasing the pressure the peak at 391 cm−1 at
P=0 splits in two components showing different pressure rates. This result
is in agreement with data from Ref. [158], indicating two almost degenerate
modes at P=0 at 392 cm−1 and 395 cm−1. Variations of the relative intensi-
ties of phonon peaks must be ascribed to different polarization configurations
due to different sample orientations at different pressures. Since the Raman
spectrum of VO2 in the R phase is characterized by only 4 broad bands it
can be safely concluded that a transition to a R phase is not achieved by
applying pressure up to 19 GPa.

At each pressure the diamond fluorescence background has been mea-
sured and was included in the fitting model. The intensity of the diamond
background was treated as a free fitting parameter. Best fit of VO2 Raman
spectrum at P=0.2 GPa is shown in figure 6.12 as an example. The anal-
ysis shows an almost linear and regular increase of the frequencies of every
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Figure 6.11: Room temperature Raman spectra of a small VO2 crystall in
a diamond anvil cell, at selected pressures.

phonon peak except for the two modes ωV 1 and ωV 2 at 192 cm−1 and 224
cm−1 at P=0 (see figure 6.11), which were previously assigned to V-V modes.
In figure 6.13 the pressure dependence of the ωV 1 and ωV 2 modes (panel a)
and of the ωO intense peak at 613 cm−1, ascribed to a V-O mode, (panel b)
are shown. The two low frequency modes show a rather abrupt change of the
pressure rate dω/dP from a value close to zero to 1-1.5 cm−1/GPa around
10 GPa. On the contrary the ωO mode, as well as all the other modes, shows
a regular hardening (dω/dP ≈ 4 cm−1). While the monoclinic phase retains
up to 19 GPa, the present result suggests a subtle rearrangement of the V-V
chains distortion occurring at 10 GPa.
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Figure 6.12: Room temperature Raman spectrum of VO2 in the diamond
anvill cell at 0.2 GPa (open circles) and best fit (full line). DHO phonon
contributions (full lines) and diamond background (dashed line) have been
reported.

Figure 6.13: In (a), pressure dependence of the two low frequency modes
ωV 1 and ωV 2 of VO2; in (b), pressure dependence of the V-O mode ωV O of
VO2 . Dashed lines are guides for the eyes.
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6.3.2 High pressure infrared measurements on VO2

High-pressure IR spectra of room temperature VO2 have been collected ex-
ploiting the high brilliance infrared source of the SISSI beamline at Elettra,
within the 750-6000 cm−1 frequency range, using the experimental setup de-
scribed in 3.3 section. A VO2 5µm thick slab, obtained by pressing finely
milled sample powder between the diamond anvils, has been placed in the
gasket hole, where a KBr pellet was previously sintered. The slits of the
microscope were carefully adjusted to collect transmitted and reflected light
from the sample only and kept fixed for all the experiment. The high bril-
liance of the infrared synchrotron source and the proper sample thickness
allowed the simultaneous measurement of both reflectivity and transmit-
tance at each pressure. Reflectivity R(ω) and transmittance T (ω) spectra
at selected pressures are shown in figure 6.14. We notice that within the
1600-2600 cm−1 frequency range, strong diamond absorption prevents data
reliability, that are replaced by dashed lines.

At P∼0, the low-frequency reflectivity is characterized by a steep rise
due to a phononic contribution, whereas, on the high frequency side, R(ω)
is slowly varying between 0.05 and 0.08. These values are slightly higher
than those expected for sample-diamond interface, on the basis of the known
optical properties of diamond [163] and VO2 [87]. The extra reflectivity is due
to the multiple reflections within the sample-KBr bilayer which also originate
the interference fringes well evident in both R(ω) and T (ω) (see Appendix
B). For clarity, fringes have been averaged out in high pressure reflectivity
spectra reported in figure 6.14. The low T (ω) values at high-frequency are
due to the absorption of the low-frequency tail of the lowest energy electronic
band [87,109].

Within the 0-10 GPa pressure range, R(ω) does not change remarkably
whereas T (ω) gradually decreases. On increasing pressure above 10 GPa
R(ω) starts to increase and T (ω) abruptly decreases to very small values
owing to the shift of the electronic band toward lower frequencies. The
optical density Od(ω) = − ln T (ω) shown in the inset of figure 6.14, makes
evident this process: above 10 GPa the electronic contribution fills the optical
gap and the phonon peak is remarkably screened, thus showing the onset of
a pressure induced charge delocalization process.

The simultaneous measurements of R(ω) and T (ω) enable to extract the
real, n(ω), and the imaginary part, k(ω), of the complex refractive index
of VO2. To this purpose, thanks to the present loading procedure, a multi-
layer scheme diamond-sample-KBr-diamond has been adopted, where mul-
tiple reflections within the sample and the KBr layers have been accounted
for by adding incoherently the intensities of the reflected beams [147]. Using
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Figure 6.14: (a) MIR reflectivity R(ω) and (b) transmittance T (ω) of
VO2 at selected pressures. Fringes have been averaged out in the reflectivity
spectra, except at the lowest pressure. Arrows indicate increasing pressure.
Dashed lines replace the data at the frequencies where the diamond absorp-
tion is very high. Inset: correspondingly low-frequency optical density Od(ω).
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Figure 6.15: Optical conductivity σ(ω) of VO2 at different pressures.
Dashed lines are guides to the eyes. Arrow indicates increasing pressure.

the experimental layer thicknesses and the known optical properties of dia-
mond [163] and KBr [165], R(ω) and T (ω) can be expressed as a function
of n(ω) and k(ω) only. The analytical derivation is reported in Appendix
B, where the numerical iterative procedure adopted for solving the non-
analytical two equations system to obtain n(ω) and k(ω) is also reported.
The results obtained at the lowest pressure have been found to be in good
agreement with literature data at P=0 [87, 109]. The independence of the
results from the guess function have been checked and a complete agreement
is found when the different calculation technique from Ref. [88] is adopted.

The optical conductivity σ(ω) = 2ω/4π · n(ω)k(ω) at different pressures
is shown in figure 6.15.

The low frequency region of the spectra has not been reported because
the strong variations of the optical constants around the phonon contribution
could affect the reliability of the iterative procedure. The data shown in
figure 6.15 allow to follow the pressure behavior of the low frequency tail of
the electronic band, which, bearing in mind the transfer of spectral weight
from the metallic to the insulating phase [109], is the spectral region mostly
affected by the MIT.
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At P∼0, σ(ω) is in good agreement with recent ambient pressure data
[109] and it is weakly pressure dependent up to 4 GPa. On further increasing
the pressure, σ(ω) progressively increases, mainly within the 1500-4500 cm−1

frequency range. Above 10 GPa an abrupt increase of the overall σ(ω) occurs
and a remarkable pressure-induced band gap filling is observed. The data at
the highest pressure clearly show that the energy gap, if still open, is well
below 900 cm−1. We want to notice that a rough linear extrapolation of the
data collected at P>10 GPa gives positive, although small, σ(ω → 0) values
compatible with a bad metal behavior.

The effect of pressure can be better visualized if the pressure dependence
of the spectral weight SW(P) is analyzed. At each pressure we calculated
the integral of σ(ω) over the 900-1600 cm−1 [SWL(P)] and 2600-5000 cm−1

[SWH(P)] frequency ranges:

SWL(P ) =

∫ 1600cm−1

900cm−1

σ(ω, P )dω SWH(P ) =

∫ 5000cm−1

2600cm−1

σ(ω, P )dω.

The integration has not been extended to the frequency region above 5000
cm−1, owing to the onset of saturation effects in the spectra collected at
the highest pressures (see in figure 6.15 the high noise level at high fre-
quencies). The spectral weights normalized to the lowest pressure values,
SW∗

L(P)=SWL(P)/SWL(Pmin) and SW∗
H(P)=SWH(P)/SWH(Pmin) are shown

in figure 6.16.
Both the spectral weights show the same pressure dependence, with a

clear and abrupt change of slope at 10 GPa. We notice that the absolute
pressure-induced variation of SW∗

L(P) is much larger than that observed for
SW∗

H(P), as expected if charge delocalization occurs [109]. Such a large and
abrupt increase of the spectral weight in the gap region is certainly compat-
ible with the occurrence of a pressure induced MIT, although the spectral
range of the present measurements does not allow to claim undoubtedly the
complete optical gap closure above 10 GPa.

6.4 Synthesis and characterization of Cr-doped

VO2 samples

The synthesis of Cr-doped VO2 samples have been carried out in collabo-
ration with Dr. L. Malavasi of the Physical Chemistry Department of the
University of Pavia (Italy). V0.975Cr0.025O2 and V0.993Cr0.007O2 powder sam-
ples, in the M2 and M3 monoclinic insulating phase, respectively, at ambient
conditions (see phase diagram in figure 6.17), have been synthesized starting
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Figure 6.16: Normalized spectral weights in the low frequency, SW ∗
L(P ),

and high frequency region, SW ∗
H(P ). Notice the two y-axis!

from equimolar amounts of V2O3 and V2O5 and adding proper stoichiomet-
ric amounts of Cr2O3. The mixture have been fired at 1000◦C under an
argon atmosphere. Phase purity was checked through x-ray powder diffrac-
tion. Transition temperatures obtained from DSC measurements are in good
agreement with literature data [98].

Raman spectra of V1−xCrxO2 at P=0

Room temperature Raman spectra of 2.5% and 0.7% Cr-doped VO2 samples,
in the M2 and M3 monoclinic phase respectively, are shown in figure 6.18,
compared with the undoped sample, in the M1 phase.

Cr-doped samples show peaks patterns very similar to that of the pure
compound, but with different phonon frequencies, in agreement with group
theory, which predicts the same number of Raman-active modes (10 Ag + 8
Bg) for both the M2 and the M3 phase. Great care have been used in order
to avoid the heating of powdered samples during measurement. In particular
the laser power have been reduced of two order of magnitude to collect Raman
spectrum of the 0.7% Cr-doped sample in the M3 phase. As a matter of fact
on increasing the laser power (i.e. on increasing the temperature) a reversible
transition into the M2 phase occurs, due to the closeness of the M3 to M2
phase transition (see figure 6.17). Under these conditions this sample shows
the same spectrum of the 2.5% Cr-doped sample. No sensible difference has
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Figure 6.18: Comparison among V0.975Cr0.025O2 (in the M2 phase),
V0.993Cr0.007O2 (in the M3 phase) and pure VO2 (in the M1 phase) room
temperature Raman spectra.

been observed in the high temperature rutile Raman spectrum of all the
three samples. Looking at figure 6.18 it is quite evident that the V chains
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modification in the M2 and M3 phase with respect to the M1 configuration
leads to a general shift of all the phonon modes. Focusing our attention to
the two low frequency mode ωV 1 and ωV 2, ascribed to the V motion only, a
moderate hardening of the ωV 1 mode in the M3 and M2 phases is apparent
and a low frequency extra peak due to the splitting of the peak at about 225
cm−1 appears in the M2 phase (see inset of figure 6.18). The ωO mode shows
a well pronounced hardening, its frequency moving from 613 cm−1 in the M1
phase to 629 cm−1 and 644cm −1 in the M3 and M2 phase respectively. It is
a worth to notice that the same shift of the ωO and ωV 1 peaks shown in the
2.5% doped sample has been previously observed in nonstoichiometric VO2

samples, as reported in reference [167]. This finding suggests that the V3+

or V5+ presence in nonstoichiometric VO2 stabilizes the M2 phase, as well as
the Cr impurities.

6.5 High pressure Cr-doped VO2

6.5.1 High pressure Raman measurements on Cr-doped
VO2

Room temperature Raman spectra of 2.5% and 0.7% Cr-doped VO2 pow-
der samples have been collected as a function of pressure up 14 GPa in the
same experimental setup of high pressure undoped sample measurements,
described in section 3.2. Results are reported in figure 6.19 at selected pres-
sures. Since the signal of powder samples is lower with respect to crystal
samples, the diamond fluorescence contribution to the collected spectra is
more pronunced. For clarity, diamond background contribution obtained by
the best fit of the data has been subtracted in the spectra reported in figure
6.19.

High pressure does not significantly change the peak pattern and the
general spectral shape over the whole pressure range explored on both the
samples. Small variation on the relative intensities of phonon peaks must
be ascribed to polarization effects. While on applying pressure on the pure
(M1) VO2 a clear and regular hardening of the phonon frequencies occurs,
the effect of pressure on M2 and M3 samples is more complex. Indeed, on
increasing the pressure the Raman spectra of both the Cr-doped samples
gradually evolve toward that of the undoped sample. Above 3 GPa the 0.7%
Cr-doped sample shows the same Raman spectrum of the undoped sample
at the same pressure, and, at 9 GPa, the Raman active phonon spectra of all
the three samples coincide at P≈9 GPa (see figure 6.20), and evolve together
on further increasing the pressure.
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Figure 6.19: V0.975Cr0.025O2 and V0.993Cr0.007O2 room temperature Ra-
man spectra at selected pressures. Diamond background have been sub-
tracted for clarity.

In the following the analysis of Raman spectra is restricted to the ωV 1, ωV 2

and ωO phonon modes, since they give clear information about the V-V and
V-O modes, as discussed in the previous section. Best fit phonon frequencies
of the two Cr-doped samples are shown in figure 6.21, compared with results
for the undoped sample. In Cr-doped sample V-V and V-O modes show a
remarkable anomalous pressure dependence. The high frequency mode ωO

shows a flat pressure dependence in both M2 and M3 samples, till it reaches
the frequency of the pure VO2, at around 3 GPa and 9 GPa in M3 and M2
sample, respectively. On further increasing pressure almost the same pressure
dependence is observed in all the three samples. The pressure behavior of
the low frequency mode ωV 1 is also interesting, showing a clear softening in
both the Cr-doped samples. In the 2.5% Cr-doped sample, for example, ωV 1

changes from 200 cm−1 at P=0 to 190 cm−1 at P=9.3 GPa, where, as well
as the ωO mode, it coincides with the pure VO2 value (figure 6.21 b). The
ωV 2 peak instead is almost constant up to 10 GPa in all the three samples.
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Figure 6.20: Comparison among the Raman spectra of 2.5% Cr-doped,
0.7% Cr-doped and pure VO2 at about 9 GPa. Vertical lines are guides for
the eyes.

Figure 6.21: Comparison among phonon frequency of 2.5% Cr-doped, 0.7%
Cr-doped and pure VO2 as a function of pressure. In (a), pressure depen-
dence of the two low frequency modes ωV 1 and ωV 2 of VO2; in (b), pressure
dependence of the V-O mode ωV O of VO2 .
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On increasing the pressure above 10 GPa, a moderate hardening of ωV 1 and
ωV 2 is apparent, in agreement with results obtained on pure VO2.

These findings allow to identify three regimes for Cr-doped VO2. In the
low pressure regime, P< 3 GPa (P<9 GPa), the M3 (M2) structure of the
0.7 % (2.5 %) Cr doped sample gradually evolves towards the M1 monoclinic
structure. The M1 phase common to the 3 samples retains up to about
10 GPa and, on further increasing the pressure, the hardening of ωV 1 and
ωV 2 shows the occurrence of a subtle rearrangements of the V-V chains, still
within the monoclinic framework. The last finding suggest the 3 samples
enter a new monoclinic phase (Mx), slightly different from M1 phase.

6.5.2 High pressure IR measuremets on Cr-doped VO2

Mid-infrared reflectivity R(ω) and transmittance T (ω) spectra of the 2.5%
Cr-doped VO2 (M2) as a function of pressure have been collected in the 750-
6000 cm−1 frequency range, in the same experimental setup of the previous
experiment on the pure compound, described in 3.3 section. A thin sample
slab (3 µm) was loaded in the DAC with KBr hydrostatic medium. Results
are shown in figure 6.22 at selected pressures.

The sample shows both reflectance and transmittance spectra rather sim-
ilar to those of the undoped sample. We notice that the hump at about 3500
cm−1 is not related to the sample response, but is due to a bad compensation
of the diamond absorption in this region. On increasing the pressure a grad-
ual decrease of the transmittance occurs, while reflectivity is almost constant
up to 10 GPa. On increasing the pressure above 10 GPa transmittance drops
to very low values, while reflectance level starts to increase. As pointed out
in discussing results for the undoped sample (Section 6.3.2), this is an evi-
dence of charge delocalization, that can be better visualized by the optical
density Od(ω) = − ln T (ω), plotted in the inset of figure 6.22, which shows
the electronic contribution filling the optical gap and screening the phonon
peak.

The real and the imaginary part of the complex refractive index ñ(ω)
of V0.975Cr0.025O2 as a function of pressure have been achieved following the
same analysis adopted for the pure compound. The optical conductivity σ(ω)
at the different working pressure has been eventually achieved, and is shown
in figure 6.23.

Looking at figure 6.23, the low frequency tail of the lowest energy elec-
tronic band is well evident in the lower pressure σ(ω) spectrum. Since the
σ(ω) of V0.975Cr0.025O2 is also rather similar to that obtained for the pure
sample, we can argue that the lattice differences between M1 and M2 lat-
tice structures due to the Cr-doping do not affect the low frequency elec-
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Figure 6.22: MIR reflectivity R(ω) (a) and transmittance T (ω) (b) of
V0.975Cr0.025O2 at selected pressures. Fringes have been averaged out in
the reflectivity spectra, except at the lowest pressure. Arrows indicate in-
creasing pressure. Dashed lines replace the data at the frequencies where
the diamond absorption is very high. Inset: correspondingly low-frequency
optical density Od(ω).

tronic properties of VO2 at ambient conditions. On increasing the pressure
the gap filling process is quite evident and it can be quantitatively evalu-
ated if the pressure dependence of the spectral weight is analyzed. At each
pressure the SWL(P) and SWH(P) spectral weights have been obtained by
integrating σ(ω) over the 1050-1700 cm−1 and 2700-5000 cm−1 frequency
ranges, respectively. As well as for pure VO2, the integration has not been
extended to the frequency region above 5000 cm−1, owing to the onset of
saturation effects in the spectra (see 6.3.2 section). The spectral weights
normalized to the lowest pressure values, SW ∗

L(P)=SWL(P)/SWL(0) and
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Figure 6.23: Optical conductivity σ(ω) of V0.975Cr0.025O2 at different pres-
sures. Dashed lines are guides to the eyes. Arrow indicates increasing pres-
sure.

SW ∗
H(P)=SWH(P)/SWH(0) have been calculated. Results are shown in fig-

ure 6.24 (a) and (b) respectively, compared with the results on the undoped
sample.

Low and high frequency spectral weights show the same pressure depen-
dence, with a clear and abrupt change of slope at 10 GPa. It is worth to
notice that, although a slight increase of the normalized spectral weight of
the Cr-doped sample is already observed at low pressure, however the sharp
and discontinuous increase of SW ∗

L and SW ∗
H occurs at the same pressure in

both the samples. Moreover the quantitative effect of pressure on the normal-
ized spectral weights is almost the same for both the samples. The absolute
pressure-induced variation of SWL(P) is much larger than that observed for
SWH(P) as expected if charge delocalization occurs. [109]

These results clearly pointed out that both the pure and the 2.5% Cr
doped samples undergo a pressure induced metallization process at around
10 GPa.
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Figure 6.24: Comparison between the V0.975Cr0.025O2 and undoped VO2

normalized spectral weights in the low (a) and high frequency region (b) as
a function of pressure. Notice the one order of magnitude difference in the
y-scale.

6.6 Discussion

From the above results we can conclude that both the Cr-doped samples (M2
and M3 at ambient condition) undergo a pressure induced transition toward
the high pressure M1 phase of VO2. This transition is continuous and extends
over a wide pressure range, starting at low pressure and being completed at
P∼4 GPa and at P∼9 GPa for the 0.7% Cr-doped (M3) and 2.5% Cr-doped
(M2) sample, respectively. On further increasing the pressure it appears that
all the systems regardless the Cr-doping undergo a new monoclinic phase Mx,
which shows a metallic behavior.

Since the Raman spectra of the 2.5% and 0.7 % Cr-doped samples (in the
M2 and M3 phase respectively) show quite different phonon frequencies up
to 9 GPa, our data do not support the claimed M2 to M3 transition [98] at
low pressure (∼ 1.5 GPa). However, a weak anomaly can be envisaged in the
low pressure behaviour of the phonon modes of the 2.5% Cr-doped sample
(see figure 6.21).

The V ions pairing and their off-axis displacement causes an off-center
displacement of the V ions within the rather stable oxygen octahedral cage.
This affects the p− d-like V-O bonding and leads to two short and two long
equatorial V-O bond lengths. A measure of the octahedral distortion can be
for provided by the V-O bond lengths standard deviation from the average,
which results to be smaller in the M3 than in the M2 phase [98]. Since the
M2 and M3 phases have two types of V-V chains, while M1 has one type
only, a direct comparison of the bond lengths is not possible. However in
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the M1 phase the longest V-O distance (2.060 Å) is shorter than in M2 and
M3 (2.127 Å and 2.105 Å, respectively), and the shortest (1.860 Å for M1) is
longer (1.854 Å for M2 and 1.849 Å for M3) [86,98]. This shows a reduction
of the off-center displacement in going from M2 to M3 and to M1. Bearing
in mind this point, our Raman results can be interpreted in terms of pressure
induced octahedra symmetrization. Applying pressure M3 goes to M1 at 4
GPa and M2, which shows the largest octahedra distortion, goes to M1 at 9
GPa. On increasing the pressure above 10 GPa the anomaly in the pressure
dependence of the ωV 1 and ωV 2 modes suggests a slight rearrangement of the
V-V chains, leading to a common monoclinic phase Mx, in which the extent
of the Peierls distortion requires to be further investigated.

The comparison between the infrared data of pure and 2.5% Cr-doped
VO2 shows that the partial removal of the V-V dimerization, characteristic
of the M2 phase, does not sensibly affects the low frequency electrodynamics,
since the two samples show rather similar low frequency optical conductivity
σ(ω). Also the σ(ω) pressure behaviors are quite similar, except for slight
differences in the spectral weights at low pressure (see figure 6.24). Two
regimes below and above a threshold pressure P*∼10 GPa can be clearly
identified in both the samples. While for P<P* a weak pressure dependence
in optical conductivity is observed (see figure 6.15 and figure 6.23), for P>P*
a clear charge delocalization process occurs, quite remarkable at the highest
pressures. The spectral shape and the σ(ω) values at low frequency at highest
pressure show the achieving of a bad metallic behavior.

Bearing in mind the Raman data, the whole of these results indicate
that, on increasing pressure, Cr-doped VO2 enters the same lattice structure
of the high pressure pure VO2, in which the pressure enables a metallization
process.

Combining high pressure Raman and infrared results we can outline a
completely novel regime for room temperature VO2 at high pressure, where
the monoclinic to rutile and the insulator to metal transitions are decoupled.
Indeed the observed pressure-induced metallization process occurs within the
monoclinic lattice symmetry, which retains up to 19 GPa. Recent preliminary
high-pressure x-ray diffraction data carried out by our group [166], which ex-
tend the stability of the monoclinic symmetry up to 42 GPa, further support
the above statement. Furthermore an abrupt reduction of the volume of the
unit cell has been observed on increasing pressure above 10 GPa, indicating
the occurrence of a lattice instability within the monoclinic symmetry (Mx
?) [see panel a) of figure 6.25]. The availability of the pressure dependence
of the phonon spectrum and of the unit cell volume enables us to calculate
(according to equation 5.6) the Grüneisen parameters, γi, of the i − th Ra-
man active mode, ωi. Providing a direct and quantitative measure of phonon
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anharmonicity, an accurate determination of γi is very appealing at address-
ing the role of electron-phonon coupling in driving the physical properties of
VO2. The parameters are calculated using the finite differences method after
extrapolating the V (P ) at each working pressure of the Raman experiment.
On increasing pressure an overall reduction of γi values (typically from 2.5 to
1) is observed, except for the γ1 and γ2 values (see the inset of Figure 6.25)
whose pressure behaviors appear discontinuous. The Grüneisen parameters
associated to the ωV 1 and ωV 2 vibrations are indeed almost constant and
close to zero (harmonic limit) within 0-10 GPa. On further increasing the
pressure they start to linearly increase up to about 2.5 at 19 GPa. This
scenario is consistent with the rearrangement of V atoms along the chains,
which increases the anharmonic character of the V-V vibrations through the
activation of some kind of phonon interactions.

Figure 6.25: Unit cell volume [panel a)] and Grüneisen parameters for both
ωV 1 and ωV 2 phonon peaks [panel b)] as function of the pressure.



Conclusions

In this last chapter, by comparing the results previously presented, we will
try to further discuss them and to draw some general conclusions. The use
of two different high pressure experimental techniques, Raman and Infrared
spectroscopy, employed in all cases, with the help of high-pressure x-ray
diffraction and ab initio calculation, exploited for Vanadium dioxide and
Tellurium respectively has been sufficient to obtain a quite general picture
of the pressure effects on lattice and electronic properties and to investigate
the nature of the metal insulator transition of the three compounds under
investigation, ( Te, NiS2−xSex, and VO2) which are considered as paradigms
of different types of metal insulator transition. The studies led to a number
of results, following listed:

Solid Tellurium

A study of the pressure dependence of lattice dynamics and transport prop-
erties of solid Te has been carried out by monitoring Raman and Infrared
response of the system up to 15 GPa and 10 GPa respectively. As matter of
fact Raman spectroscopy demonstrated to be very effective in addressing the
real sequence of structural phases followed by the system on increasing the
pressure. The persistence of the Raman spectrum above 11 GPa is consis-
tent with the presence of an incommensurate phase as proposed by Hejny and
McMahon. Moreover two threshold pressures have been identified at 4 GPa
and 8 GPa which have been interpreted as the occurrence of Te-II → Te-III
phase transition and the complete removal of the Te-II phase respectively,
according to the new high pressure scenario. A comparison between Raman
results and the proposed structural phase transition sequence is shown in
figure 6.26

As to the metallization process, Raman, Infrared and ab-initio calcu-
lation consistently provide a common scenario. The pressure dependence
of the Raman-active modes, the removal of the band edge asymmetry ap-
proaching the transition and the modification of the electron density under
lattice compression indicate that the charge delocalization is indeed obtained
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Figure 6.26: Comparison between phonon frequencies pressure dependence
(panel a) and the new phase transition sequence (panel b) proposed by Hejny
and McMahon [39].

from a structural symmetrization driven by inter-chain charge transfer which
remove the Peierls distortion of the Te-chains.

Nichel pyrite

The Se alloying- and the Pressure- induced MITs in the charge-transfer
NiS2−xSex compound has been investigated through Raman and Infrared
spectroscopy. Whereas chemical substitution inevitably introduces impu-
rities changing many of the physical parameters in an incontrollable way,
Pressure offer a more systematic way of tuning the properties. The Raman
and the Infrared response of NiS2 to lattice compression is strongly correlated
to the metallization process, occurring at ∼ 4GPa, pointing out a strong in-
teraction between lattice and electronic degrees of freedom. In particular
Infrared measurements carried out on applying pressure on pure NiS2 (lat-
tice contraction) and on Se alloying (lattice expansion) reveal that in both
cases a metallic state is obtained. Thus optical spectroscopy results are not
compatible with the idea of a simple scaling factor between Se-alloying and
pressure previously claimed exploiting the results of transport measurements,
but, on the contrary, point out the substantially different microscopic origin
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of the two transitions, as also well evident from ab-initio calculations.

Figure 6.27: Phonon frequency (panel a) and Spectral Weight (SW) of
NiS2 as function of the lattice constant. Panel c) tentative phase diagram for
NiS2. Solid lines mark different electronic regimes, whereas dashed lines are
guide for eyes.

Bearing in mind the volume (i.e. lattice constant) dependence of phonon
frequencies and spectral weight ,SW, [see panel a) and b) of figure 6.27] a
tentative phase diagram of NiS2 [panel c of figure 6.27] can be drawn. Four
different regimes within the same cubic structural phase can be identified in
room temperature NiS2 on varying the lattice constant. From 5.45 Åto 5.53
ÅNiS2 is a stable metal and no more depend on volume as indicated by the
saturation of the SW. . For a > 5.57 Åand up to 5.60 Å(NiS2 at 4 GPa)
where the MIT takes place(NiS2 at 4 GPa), the decrease of the SW indicate
the onset of the insulating phase. On further increasing the lattice constant
up to 5.68 ÅÅ, correlation effects get larger and the SW drops rapidly to the
minimum value as a consequence of the Mott transition. In the same a range
a phonon anomaly occurs in Tg(2) modes. Finally increasing a above 5.68
Ådue to the Se alloying, the SW restarts to increase, owing to the onset of
the Se-induced MIT, accompanied by a general phonon frequency softening
of all the Raman active modes.
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Vanadium dioxide

Room temperature Raman and Infrared measurements as a function of pres-
sure on pure and Cr-doped VO2 have been carried out. On increasing pres-
sure the Raman spectrum of the two Cr-doped samples (in the M2 and M3
monoclinic phase at ambient conditions) gradually evolves toward that of
VO2 (in the M1 monoclinic phase) and at high pressure all the three samples
show the same Raman spectrum, suggesting the onset of a common mono-
clinic phase Mx, which has a metallic behaviour as indicated by the strong
enhancement of the spectral weight in the optical conductivity spectra. Bear-
ing in mind the volume reduction at 10 GPa and under the assumption that
entropy increases on entering the metallic phase, the scenario arising from
the Clausius-Clapeyron equation is shown in the tentative phase diagram in
Fig. 6.28. This hypothesis seems reasonable, taking into account that the
M1 and the Mx structures should differ very slightly.

Figure 6.28: Tentative T vs. P phase diagram of VO2. Full lines: high
pressure data from Ref. [83]. Dashed line: tentative insulator to metal transi-
tion temperature. The slope referred to the hypothesis of an entropy increase
on entering the metallic phase.

Since the monoclinic symmetry is, in principle, the signature of active
Peierls distortions, the present results support a major role of the electron
correlations against charge-lattice coupling in leading the MIT. However the
role of the Peierls distortion in localizing free charges can not be completely
ruled out. At this stage, it can not be estabilished if the transition to the
Mx phase drives the insulator to metal transition or vise versa.



Conclusions 135

Conclusions

High pressure demonstrated to be a suitable tool for studying metallization
processes in strongly correlated electron systems. The results obtained on the
three investigated classes of material, charaterized by Peierls distortion and
charge transfer gap and strong electron correlations are obviously different,
depending on the details of each system, and common general conclusions
are hard to be drawn. However in all the three cases pressure drive the sys-
tems toward a new regimes, characterized by different physical properties and
possibly emphasizing of a specific interaction with respect the other simulta-
neously at work. On applying pressure the role of the different interactions
in determining the physical properties of these complex systems have been
disentangled and highlighted.
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Appendix A

Optical properties of solids

Propagation of light in matter can be derived, in the limit where the wave-
lenght λ is larger than the atomic distances, by following the Maxwell equa-
tions behind the linear response approximation [147]. Indroducing the polar-
ization of the medium and the Ohm’s law, the wave equation for the electric
field reads:

∇2−→E =
ε

c

∂2−→E
∂t2

+
4πσ

c2

∂
−→
E

∂t
(A.1)

where σ is the frequency dependent conductivity of the medium which, in
the limit ω → 0, gives the DC conductivity value. Writing the solution in
the form: −→

E =
−→
E0e

i(q̃·r−ωt) (A.2)

the wave vector q̃ has to be a complex quantity, in order to include a propa-
gation as well as as an attenuation part:

q̃ =
ω2

c2
(ε + i

4πσ(ω)

ω
) (A.3)

The optical properties of the medium can be described in terms of the
frequency dependent complex dielectric function ε̃:

Re(ε̃) = ε1 = ε (A.4)

Im(ε̃) = ε2 =
4πσ

ω

The complex dielectric function describes the response of the medium to
applied electromagnetic radiation. Due to the causality principle, real and
imaginary part of the complex response function are related by the Kramers-
Kroenig (KK) equations:

ε1(ω)− 1 =
2

π

∫ ∞

0

ω′ε2(ω
′)dω′

ω′2 − ω2
(A.5)
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ε2(ω) = − 2

πω

∫ ∞

0

ω′2[ε1(ω
′)− 1]dω′

ω′2 − ω2
(A.6)

The dispersion relation between q̃ and ω reads:

q̃2 =
ω2

c2
ε̃ (A.7)

It is useful to define a complex refractive index ñ as a new response
function:

ñ = ε̃1/2 = n + ik (A.8)

so the dispersion relation A.7 becomes:

q̃ =
ω

c
ñ =

nω

c
+ i

kω

c
(A.9)

The real (n) and imaginary part (k) of the refractive index are related to
the real and imaginary part of the dielectric function by the relations:

n2 − k2 = ε1 (A.10)

2nk = ε2 =
4πσ

ω
(A.11)

The intensity I of the electromagnetic wave propagating in a medium is
exponentially attenuated:

I(r) = I0e
−αr (A.12)

and the absorption coefficient α is directly related to the imaginary part of
the refractive index:

α =
2kω

c
(A.13)

When the radiation arrives at the interface between two medium of differ-
ent refractive index ñ1 and ñ2, part of the radiation is reflected. In condition
of normal incidence the fraction of intensity reflected R is given by:

R = |r̃|2 =

∣∣∣∣
ñ1 − ñ2

ñ1 + ñ2

∣∣∣∣
2

(A.14)

At the medium-vacuum interface the reflectivity R becomes:

R = |r̃|2 =

∣∣∣∣
1− ñ

1 + ñ

∣∣∣∣
2

=
(1− n)2 + k2

(1 + n)2 + k2
(A.15)
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Figure A.1: Multiple reflections within a sample layer of thickness d.

By a reflectivity measurement on an infinitely thick sample it is possible to
extract both the real and the imaginary part of its refractive index exploiting
the KK relations:

r̃ =
ñ1 − ñ2

ñ1 + ñ2

=
√

R(ω)eiΘ(ω) ⇒ ln(r̃) = ln(
√

R(ω)) + iΘ(ω) (A.16)

Θ(ω) = −ω

π

∫ ∞

0

ln(R(ω′))
ω′2 − ω2

dω′ (A.17)

By calculating Θ(ω) from Eq.A.17, Eq.A.16 allows to obtain n and k, from
which the optical conductivity σ(ω) is eventually achieved from Eq.A.11.
However this procedure requires reflectivity data over a frequency range as
much as possible wide, and reasonable extrapolation at low and high fre-
quency are necessary.

Let’s now consider a sample layer of thickness d. In order to obtain the
transmitted intensity It, the multiple reflections within the sample must to be
taken into account (see Fig. A.1). Multiple refections give rise to interference
fringes spaced by ∆ω = 1/2nd in the reflected and transmitted spectra.
Moreover the transmittance is reduced. In the incoherent approximation It

is given by:

It = I0(1−R)2e−αd + I0R
2(1−R)2e−3αd + · · · (A.18)

= I0(1−R)2e−αd

∞∑
n=0

(R2e−2αd)n (A.19)

= I0
(1−R2)e−αd

1−R2e−2αd
(A.20)

where I0 is the incident radiation. The optical density can be defined:

Od = − ln

(
It

I0

)
= ln

1−R2e−2αd

(1−R2)e−αd
(A.21)
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Optical density qualitatively reflect optical conductivity behavior. How-
ever both reflectance and transmittance measurements are required for a
quantitative analysis.



Appendix B

Effective reflectance and
transmittance of a sample in a
diamond anvil cell

The analysis of infrared measurements of sample loaded in a diamond anvil
cell (DAC) is made complicated by the presence of diamond-sample and
sample-hydrostatic medium interfaces. Transmittance measurements on thin
samples are typically affected by multiple reflections which increase reflec-
tivity, reduce transmittance and generate interference fringes. On the other
hand the presence of a sample-diamond interface prevents the employment
of a standard analysis and the KK relation between reflectivity and phase
need to be corrected, including a priori unknown parameters [168].

In this work optical conductivity σ has been achieved in an alternative
way, exploiting the simultaneous measurements of reflectance R and trans-
mittance T of the sample. In this chapter the modeling of R and T and the
extraction of σ is discussed in detail. In section B.1 and B.2 the analytical
derivation of the effective reflectance and transmittance of a sample loaded
in the diamond anvil cell (DAC) obtained behind the incoherent approxima-
tion is reported. The derivation referred to a loading geometry in which a
sample slab (V) of thickness d is placed on top of a salt pellet (S) between
the two diamonds (D), thus forming a four-layer as is sketched in Fig.B.1. In
section B.3 numerical technique for extracting σ from the experimental data
is discussed.

Behind the incoherent approximation, reflectivity and transmission of the
quadrilayer can be obtained by evaluating the sum of the intensities of the
infinity of multiple reflected beams within the quadrilayer.

At the first diamond-sample interface the fraction RV D of the intensity of
the incident radiation of frequency ω is reflected and gives the first term to the
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Figure B.1: Four layer scheme applied for modeling the optical properties
of the diamond anvil cell loaded with the a sample slab of thickness d.

effective reflectivity. The fraction (1−RV D) is transmitted and attenuated.

At the sample-salt interface the fraction RV S is reflected back to the
sample and the fraction (1−RV S) is transmitted towards the salt. Both the
beams generate multiple reflections within the salt and the sample layers.
The sum may be analytically evaluated, you just need to remember that
at each crossing of the sample each beam is attenuated and that at each
interface each beam splits into two parts which, in turn, lead to other multiple
reflections... Albeit the analytical calculation is rather lengthy, the sum may
be evaluated by means of a resumation scheme described below, in order to
obtain the effective reflectivity and transmittance.

B.1 Effective reflectivity

The effective reflectance calculus requires to take into account the different
terms arising from the multiple reflections generating within the sample and
within the salt. The first term is given by the fraction of intensity directly
reflected by the diamond-sample interface RV D. The fraction 1 − RV D is
transmitted by the sample, attenuated by the factor e−αd, and splits into
two parts, one reflected by the sample-salt interface (RV S) and one trans-
mitted (1−RV S). The latter generates multiple interference within the salt,
which gives the contribution SS to the effective reflectivity of the sample salt
interface:
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Figure B.2: Contribution to effective reflectance of the four-layer.

SS = (1−RV S)RSD(1−RV S) + (1−RV S)RSDRV SRSD(1−RV S)

+(1−RV S)RSDR2
V SR2

SD(1−RV S) + · · · = (B.1)

(1−RV S)RSD(1−RV S)
∞∑

n=0

(RV SRSD)n =
RSD(1−RV S)2

1−RV SRSD

= SS (B.2)

The intensity reflected by sample-salt interface:

(1−RV D)e−αd(RV S + SS) (B.3)

is transmitted back trough the sample and attenuated. At the sample-
diamond interface the fraction 1−RV D is transmitted and yields the second
contribution to the effective reflectance:

(1−RV D)e−αd(RV S + SS)e−αd(1−RV D) (B.4)

The fraction RV D of B.3 is reflected back trough the sample, reaches
the sample-salt interface, generates multiple reflection and a fraction of this
intensity comes back to the sample-diamond interface, at which it splits once
again and gives this contribution to the effective reflectance:

(1−RV D) e−αd(RV S + SS)e−αdRV D︸ ︷︷ ︸ e−αd(RV S + SS)e−αd

︸ ︷︷ ︸(1−RV D) (B.5)

The effective reflectance given by the sum of these infinite terms reads:



144 B Effective reflectance and transmittance

= RV D + (1−RV D)2(RV S + SS)e2αd

∞∑
n=0

((RV S + SS)RV De−2αd)n (B.6)

By evaluating the sum and by means of suitable simplifications the effec-
tive reflectance is achieved:

Reff = RV D +
(1−RV D)2e−2αd(RV S(1−RSD) + RSD)

1−RV SRSD − (RV S(1− 2RSD) + RSD)RV De−2αd
(B.7)

B.2 Effective transmittance

As for the effective reflectance evaluation, the effective transmittance calculus
requires to combine the multiple reflections generating within the sample
with that generating within the salt. The intensity fraction (1−RV D) which
enters into the sample is attenuated and divided into two parts at the sample-
salt interface. The fraction T ′ which is transmitted across the sample-salt
interface is given by the not-reflected part (1 − RV S) plus the transmitted
part of the multiple reflections within the sample:

T ′ = (1−RV D)e−αd[(1−RV S) + RV Se−αdRV De−αd(1−RV S) +

RV Se−αdRV De−αdRV Se−αdRV De−αd(1−RV S) + · · · ] (B.8)

T ′ = (1−RV D)e−αd(1−RV S)
∞∑

n=0

(RV Se−2αdRV D)n (B.9)

T ′ =
(1−RV D)e−αd(1−RV S)

1− (1−RV D)e−αd(1−RV S)
(B.10)

The fraction T ′ of intensity is transmitted by the salt and arrives at
the salt-diamond interface: the fraction (1 − RSD) is transmitted while the
fraction RSD is reflected and leads to multiple reflections within the salt. At
each salt-diamond interface a new term has to be added to the RV S fraction.
R′ is the sum of these contribution:

R′ = RV S + (1−RV S)e−αdRV De−αd(1−RV S) + (B.11)

(1−RV S)e−αdRV De−αdRV Se−αdRV D(1−RV S) + · · · (B.12)
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Figure B.3: Contribution to effective transmittance of the four-layer.

R′ = RV S + (1−RV S)2e−2αdRV D

∞∑
n=0

(RV SRV De−2αd)n = (B.13)

RV S +
(1−RV S)2e−2αdRV D

1−RV SRV De−2αd
(B.14)

The first term in leading the effective transmission is given by the fraction
of intensity transmitted by the sample (T ′) and not reflected by the salt-
diamond interface:

T ′(1−RSD) (B.15)

The second term arises from the fraction of T ′ reflected by the sat-
diamond interface (RSD), reflected back by the sample (the effective re-
flectance is R′) and eventually transmitted by the salt-diamond interface:

T ′RSDR′(1−RSD) (B.16)

In the same manner the third term can be easily obtained:

T ′RSDR′RSDR′(1−RSD) (B.17)

By evaluating the serie the effective transmittance is achieved:

Teff =
T ′(1−RSD)

1−RSDR′ (B.18)

and remembering the definitions of T ′ and R′ (Eq.B.10 and Eq.B.13):
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Teff =
(1−RV D)(1−RV S)(1−RSD)e−αd

1−RV SRV De−2αd −RSD(RV De−2αd − 2RV SRV De−2αd + RV S)
(B.19)

B.3 Optical conductivity from experimental

data

Equations B.7 and B.19 can be used to analyze experimental reflectance Rexp

and transmittance Texp data. Knowing the optical properties of diamond and
salt in the frequency range investigated and the slab thickness d, Reff and
Teff are a function of the real and imaginary part of the complex refraction
index of the sample, on which depend RV D, RV S and α. At each frequency a
system of two equations has to be solved to obtain n(ω) and k(ω). Since the
system is non-analytical a numerical iteration technique has been developed.

A guess function n0(ω) can be put equal to the average refraction index
of the sample, if known, or alternatively achieved by analytically solving the
simplified systems of equations obtained by neglecting multiple reflections:

Rspe = RV D (B.20)

Tspe = (1−RV D)e−αd (B.21)

k0(ω) is obtained inserting n0(ω) into the T (ω) equation B.19. The suc-
cessive iterate, n1(ω), is obtained inserting k0(ω) into R(ω) and in turn n1(ω)
into T (ω) to get k1(ω). The procedure could be iterated and typically con-
verges after few steps. The optical conductivity is eventually achieved by the
relation A.11.



Appendix C

Measuring the reference in a
Reflectivity measurement: the
evaporation technique

To obtain the absolute value of the reflectivity R(ω) is necessary to measure a
reference signal. Usually both the intensity reflected by the sample and that
from a pre-aligned reference (a mirror) are measured. However, when mea-
suring small samples, diffraction becomes important because may arise both
from the sample irregular shape and imperfections, if the typical surface de-
fect dimension r is comparable with lambda0 (the average used wavelength).
For commercial mirrors, the roughness is typically smaller than lambda0.
Therefore between the intensity reflected by the sample and that by the ref-
erence different diffraction effects could occur. Such diffraction effects can
instead be accounted, and partially eliminated, with the evaporation over-
filling technique: the sample surface itself is covered by a gold, or silver, or
aluminum film to serve as a reference. The thickness of such film is smaller
than surface defects dimension through in-vacuum metal evaporation. By
using this technique, diffraction effects should become negligible, as showed
by Homes et al. [169].

In Fig. C.1 we show the evaporation device. A short wire of the metal to
be evaporated is threaded in a tungsten filament. The filament is connected
to a wand that can be raised or lowered from outside the cryostat (or the
heating system), so that it can be placed in front of the sample. When a
current of about 3 A passes through the filament, the metal melts and a film
is deposited on the sample surface. It is common experience that the best
deposition occur when the sample is at room temperature. It is worth of
noticing that no optical path is changed during the deposition and that the
interferometer is kept evacuated and free of any mechanical stress.
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Figure C.1: Schematic representation of the heating system. As for the
closedcycle cryogenerator two vacuum environments exist: (LV) low vacuum
for the interferometer optics and (HV) high vacuum for the cryostat. An IR
window separates the two environments.
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[79] A. Magnèli, Acta Chem. Scand. 2, 501 (1948).

[80] A Perucchi, L Baldassarre, P Postorino, and S Lupi, J. Phys. Condens.
Matter 21 323202 (2009).

[81] S. Shin, S. Suga, M. Taniguchi, M. Fujisawa, H. Kanzaki, A. Fujimori,
H. Daimon, Y. Ueda, K. Kosuge, and S. Kachi, Phys. Rev. B 41, 4993
(1990).

[82] L. A. Ladd, W. Paul, Sol. State. Comm. 7, 425 (1968).

[83] C. N. Berglund, A. Jayaraman, Phys. Rev. 185, 1034 (1969).

[84] C. N. Derglund, H. J. Guggenheim, Phys. Rev. 185, 1022 (1069).

[85] D. B. McWhan, M. Marezio, J. P. Remeika, P. D. Dernier, Phys. Rev.
B 10, 490 (1974).

[86] J. M. Longo, P. Kierkegaard, Acta Chem. Scand. 24, 420 (1970).

[87] H. W. Verleur, A. S. Barker, C. N. Berglund, Phys. Rev. 172, 788 (1968).

[88] H. S. Choi et al., Phys. Rev. B 54, 4621 (1996).

[89] P. B. Allen, R. M. Wentzcovitch, W. W. Schulz, P. C. Canfield, Phys.
Rev. B 48,4359 (1993).

[90] J. Umeda, H. Kusumoto, K. Narita, E. Yamada, J. Chem. Phys. 42,
1458 (1965).

[91] H.-T. Kim; B.-G. Chae; D.-Y. Youn; S.-L. Maeng; G. Kim; K.-Y. Kang,
Y.-S. Lim., New J. Phys. 6, 52 (2004).

[92] M. A. Richardson and J. A. Coath. Opt. Las. Tech., 30, 137 (1998).

[93] L. Jiang and W. N. Carr. J. Micromech. Microeng. 14, 833 (2004).



154 BIBLIOGRAPHY

[94] J. M. Reyes, M. Sayer, A.Mansingh, R. Chen, Can. J. Phys. 54, 413
(1976).

[95] J.P. Pouget, H. Launois, J. P. D’Haenens, P. Merenda, T. M. Rice, Phys.
Rev. Lett 35, 873, (1975).

[96] T. M. Rice, H. Launois, J.P. Pouget, Phys. Rev. Lett. 73, 3042 (1994).

[97] J. M. Reyes, M. Sayer, R. Chen, Can. J. Phys. 54, 408 (1976); T. Horlin,
T. Niklewski, M. Nygren, Mat. Res. Bull. 7, 1515 (1972).

[98] M. Marezio, D. B. McWhan, J. P. Remeika, P. D. Dernier, Phys. Rev.
B 5, 2541 (1972).

[99] G. Villeneuve, M. Drillon, P. Hagenmuller, Mat. Res. Bull. 8, 1111
(1973).

[100] J. P. D’Haenens, D. Kaplan, P. Merenda, J. Phys. C 8, 2267 (1975).

[101] R. M. Wentzcovitch, W. W. Schulz, P. B. Allen, Phys. Rev. Lett. 72,
3389 (1994).

[102] V. Eyert, Ann. Phys. (Leipzig) 11, 650 (2002).

[103] M. Abbate, F. M. F. de Groot, J. C. Fuggle, Y. J. Ma, C. T. Chen, F.
Sette, A. Fujimori, I. Ueda, K. Kosuge, Phys. Rev. B 43, 7263 (1991).

[104] M.W. Haverkort, Z. Hu, A. Tanaka, W. Reichelt, S.V. Streltsov, M.
A. Korotin, V. I. Anisimov, H. H. Hsieh, H.-J. Lin, C. T. Chen, D. I.
Khomskii, and L. H. Tjeng, Phys. Rev. Lett 95, 196404 (2005).

[105] T. C. Koethe, Z. Hu, M.W. Haverkort, C. Schüβler-Langeheine, F.
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