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9. Parallel programming with MPI (William Gropp and Ewing Lusk). 10. Advanced topics in MPI programming 
(William Gropp and Ewing Lusk). 11. Parallel programming with PVM (Al Geist and Stephen Scott). 12. Fault- 
tolerant and adaptive programs with PVM (A1 Geist and Jim Kohl). III. Managing clusters. 13. Cluster workload 
management (James Patton). 14. Condor: A distributed job scheduler (Todd Tannenbaum, Derek Wright, Karen 
Miller and Miron Livny). 15. Maui scheduler: A multifunction cluster scheduler (David B. Jackson). 16. PBS: 
Portable batch system (James Pat ton Jones). 17. MPI Software Technology, Inc., Cluster CoNTroller (David 
Lifka). 18. Cornell Theory Center (David Lifka). 19. Conclusions (Thomas Sterling). A. Glossary of terms. 
B. Annotated reading list. C. Annotated URLs. References. Index. 

Beowulf Cluster Computinq with Linux. Edited by Thomas Sterling. The MIT Press, Cambridge, MA. (2002). 
496 pages. $39.95. 
Contents: 

Series foreword. Foreword. Preface. 1. Introduction (Thomas Sterling). I. Enabling technologies. 2. An 
overview of cluster computing (Thomas Sterling). 3. Node hardware (Thomas Sterling). 4. Linux (Peter H. 
Beckman). 5. Network hardware (Thomas Sterling). 6. Network software (Thomas Sterling). 7. Setting up 
clusters: Installation and configuration (Thomas Sterling and Daniel Savarese). 8. How fast is my Beowulf? 
(David Bailey). II. Parallel programming. 9. Parallel programming with MPI (William Gropp and Ewing Lusk). 
10. Advanced topics in MPI programming (William Gropp and Ewing Lusk). 11. Parallel programming with PVM 
(Al Geist and Stephen Scott). 12. Fault-tolerant and adaptive programs with PVM (Al Geist and Jim Kohl). 
III. Managing clusters. 13. Cluster workload management (James Patton Jones, David Lifka, Bill Nitzberg and 
Todd Tannenbaum). 14. Condor: A distributed job scheduler (Todd Tannenbaum, Derek Wright, Karen Miller 
and Miron Livny). 15. Maui scheduler: A multifunction cluster scheduler (David B. Jackson). 16. PBS: Portable 
batch system (James Pat ton Jones). 17. PVFS: Parallel virtual file system (Walt Ligon and Rob Ross). 18. Chiba 
City: The Argonne scalable cluster (Remy Evard). 19. Conclusions (Thomas Sterling). A. Glossary of terms. 
B. Annotated reading list. C. Annotated URLs. References. Index. 

Information Arts: Intersections of Art, Science, and Technoloqy. By Stephen Wilson. The MIT Press, Cam- 
bridge, MA. (2002). 945 pages. $49.95. 
Contents: 

Selected artists. Selected technologies. Series foreword. Foreword by Joel Slayton. Preface. 1. Introduc- 
tion, methodology, definitions, and theoretical overview. 2. Biology: Microbiology, animals and plants, ecology, 
and medicine and the body. 3. Physics, nonlinear systems, nanotechnology, materials science, geology, astron- 
omy, space science, global positioning system, and cosmology. 4. Algorithms, mathematics, fractals, genetic art, 
and artificial life. 5. Kinetics, sound installations, and robots. 6. Telecommunications. 7. Digital information 
systems/computers. 8. Resources. Appendixes. A. Methodology. B. Books for further inquiry. Name index. 
Subject index. 

The Oriqins of Theoretical Population Genetics. By William B. Provine. The University of Chicago Press, 
Chicago, IL. (1971). 211 pages. $17.00, £11.00. 
Contents: 

Introduction. 1. Darwin's theory of natural selection: The reaction. Darwin's theory. The reaction. Thomas H. 
Huxley and "Natura non facit saltum". Francis Galton, regression, and discontinuous evolution. 2. Background to 
the conflict between Mendelians and biometricians. Karl Pearson: A sketch of his early life. Weldon, Pearson, and 
biometry. William Bateson and discontinuous evolution. The public controversies. The Cineraria controversy. The 
struggle over the evolution committee. 3. The conflict between Mendelians and biometricians. The homotyposis 
controversy. The mutation theory. Inheritance in peas. Heredity in mice. Mendelism and biometry. Meeting of the 
British association, 1904. Coat color in horses. The effects of the conflict. 4. Darwinian selection: The controversy, 
1900-1918. The argument against darwinian selection. Wilhelm Johannsen's pure line theory. Criticism of 
Johannsen's pure line theory. Herbert Spencer Jennings and pure lines. Raymond Pearl and pure lines. Criticism 
of the pure line theory. The proof and explanation of the effectiveness of selection. William Ernest Castle and 
selection theory. The multiple factor theory. Thomas Hunt Morgan and variation for evolution. Oenothera 
mutants. Pure line theory and selection. Morgan's theory of evolution. Castle and the selection problem. 
5. Population genetics: The synthesis of Mendelism, Darwinism, and biometry. Exploration of the mathematical 
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(E. Antonacci, G.C. Beolchini, F. DiFabio and V. Gattulli). Experimental investigation of natural oscillations 
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B. Sund@n and C. Skjbldebrand). The overall heat transfer characteristics of a double pipe heat exchanger: 
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Computational approaches for heat conduction in composite materials (M.E. Cruz). Theoretical and experimental 
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H. Peter, G. Mathieu and G. Zettler). A numerical and experimental investigation of the dynamic behavior of a 
heat pump (B. Pavkovi~ and I. Vili~i5). Internal shape factor of straight wires sheathed electrical heating elements 
(S. Lalot). Heat transfer measurements and predictions for a heated cylinder in gas-solid flows (S. Hassanein, 
M.F. Couterier and A.C.M. Sousa). Thermal balance of pulsed detonation engines (S. Eidelman, D. Sharov and 
D. Book). 

Section 5. Material characterisation. Mixed numerical-experimental techniques for the characterisation of 
anistropic solids through their vibrational behaviour: A review (W.P. De Wilde). The combination of numerical 
simulations and experiments in dynamic material research (P. Verleysen and J. Degrieck). A test for concrete frac- 
ture material model parameters (P. Re~icha). The transferability of fracture toughness characteristics from point 
a view of the integrity of components with defects (V. Koz£k and I. Dlouh~). Numerical analysis of composition 
effects on the ignition delay of polymeric composites (Y. Zhou, A. Stevanovic, S. Mehta and A.C. Fernandez-Pello). 

Section 6. Data acquisition and processing. Numerical and experimental investigation of heat and mass transfer 
of a concasting technology (F. Kavicka, J. Stetina, B. Sekanina, B. Ramik and V. Dobrovsk£). Filtering of 
experimental data at arbitrarily located points of planes and surfaces (S. Lukasiewicz, M. Stanuszek, R. Qian and 
M. Kaja). Synchronization and control in small networks of chaotic electronic circuits (A. Iglesias). Fitting 3D 
data points by extending the neural networks paradigm (A. Iglesias and A. G£1vez). Development of pressure 
sensitive paint technique (F. Ferrigno, A. Auletta and F. Scarano). Measurements of bottom pressures on planing 
craft (G.J. Grigoropoulos and D.P. Damala). Analysis of the wake of a ship model with a single screw propeller 
by means of LDV (M. Felli, A. Romano and G.P. Romano). 

Section 7. Computer interaction and control of experiments. Active control techniques of structural modes using 
piezoelectric actuators (T. Akers, J. Bach, C. Ward, D. Wait, D. Biezad, E. Elghandour, F. Kolkailah and J. Tso). 
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Impact crash and simulation of timber beams (A.J.M. Leijten). Experimental errors in pseudodynamic test using 
conventional testing devices (C. Cuadra and J. Ogawa). Assessment of algorithmic and control sensitivities in 
pseudodynamic testing (W. Algaard, N. Bi(~ani(~ and A. Agar). Damage resulting from a high-speed projectile 
impacting a liquid-filled metal tank (J.P. Borg, J.R. Cogar, S. Tredway, J. Yagla and M.Zwiener). Numerical and 
experimental evaluation of lateral torsional buckling of beams at elevated temperatures (P.A.G. Piloto, P.M.M. Vila 
Real and J.-M. Franssen). Analysis of wave propagation in waveguides by FEM via eigenvalue problem (I. Spacapan 
and M. Premrov). 

Section 8. Electrical and electromagnetic applications. Examples of magnetic field calculations in indoor 
distribution substations (T. Keikko, S. Kuusiluoma, M. Suojanen, P. Menonen and L. Korpinen). The effect of 
trees on calculation of electric fields near 400 kV transmission lines (M. Suojanen, C. Lederle, R. Helm, T. Keikko, 
S. Kuusiluoma and L. Korpinen). 

Section 9. Computational and analytical methods. Transmission loss assessment by integrated FEM-BEM 
methodology (C. Call, R. Citarella and A. Galasso). The combination of adaptive-grid redistribution and embed- 
ding methods (M. Ameri and E. Shirani). Preliminary study of web scouts/foragers for a bioinformatic application: 
A parallel approach (R.L. Walker). Generalization of a reduced Trefftz-type approach--Quadrilateral plate bend- 
ing elements (S. Abo Diab). The Volterra-Kostitzin integro-differential model of population dynamics solved 
by the decomposition method (Adomian) (C. Bordehore, A. Paseual and P. Grimalt). On numerical analytical 
methods for solving boundary-value problems of continua based on invariant solutions of the basic equations 
of mathematical physics (G.V. Druzhinin, I.M. Zakirov and N.M. Bodunov). An adaptive simulated annealing 
algorithm for job shop scheduling problems (S. Zolfaghari and N. Azizi). Index of authors. 

Movinq Boundaries VI: Computational ModeUinq of Free and Movinq Boundary Problems. Edited by B. Sarler 
and C.A. Brebbia. WIT Press, Southampton. (2001). 252 pages. $144.00. 
Contents: 

Preface. Section 1. Phase change. Simulation and control of industrial crystal growth of BaF2 (A. Voigt, 
B.-G. Wang, K.-H. Hoffmann and D. Wulff-Motder). Parallel computation for moving boundaries in ceramic grain 
growth (G.L. Ji, Z.X. Xiong, X. Fang, Z.C. Zeng and X.H. Yang). Application of the artificial heat sources method 
for numerical modelling of continuous casting (B. Mochnacki and J.S. Suchy). The optimization of coneasting 
using two numerical models (F. Kavicka, K. Stransky, J. Stetina, V. Dobrovska and E. Dobrovska). Numerical 
calculations of the heat -transfer coefficient during solidification of alloys (R. Grzymkowski and D. Slota). Wave 
regimes of the vapour film condensation (A.M. Brener and L. Tashimov). 

Section 2. Free surface flow. Transient dynamics of containers partially filled with liquid (J. Gerrits and 
A.E.P. Veldman). Moving coordinates methods and applications to the oscillations of a falling slender body 
(J.Y. Huang). Development of numerical simulator for a bubble behavior driven by Marangoni convection in 
viscous fluid under micro gravity (S. Nagasawa, W. Nomura, Y. Miyata and Y. Fukuzawa). Dynamic analysis of 
the free surface of magnetic fluid by the complex magnetic field and fluid velocity (Y. Mizuta). The modeling of 
dough mixing with free surfaces in two and three dimensions (M.F. Webster, D. Ding and K.S. Sujatha). 

Section 3. Numerical methods. A polygon-free numerical solution of steady natural convection in solid-liquid 
systems (J. Perko, C.S. Chen and B. Sarler). Moving boundaries in solid state aluminimn alloys (W. vanTill, 
C. Vuik and S. vander Zwaag). 2D solidification and melting model using FEM and adaptive meshing (Y. Du 
Terrail Couvat, A. Gagnoud and M. Anderhuber). A volume of fluid (VOF) method for handling solid objects using 
fixed Cartesian grids (D. LSrstad and L. Fuehs). Numerical modelling of biological tissue freezing (E. Majchrzak). 
Investigation of numerical wave channel concerning absorbing boundary (R.S. Shih, C.R. Chou and W.Y. Han). 
A combined domain and integral techniques to solve planar oxidation problem (S.G. Ahmed). Thermal numerical 
simulation of the laminar construction of RCC dams (S.R. Sabbagh Yazdi and A.R. Bagheri). 

Section 4. Special interface problems. Unsteady mass transfer in single drop systems with interfacial mobility 
(A. Paschedag, W.H. Piarah, K. Schulze and M. Kraume). On the action of Boussinesq forces at a precompressed 
elastic interface (A.P.S. Selvadurai). Flow past multiple connected plates (J.C. Bruch, Jr.). 

Section 5. Fracture and contact problems. A new appraisal technique for stability of tunnel face (F. Proch£zka). 
Moving grain boundaries in polycrystals (M. Brocato, P. Tamagny and A. Ehrlacher). A method for determination 
of stress distributions in the process zone ahead of a 2D crack (A.N. Galybin). Index of authors. 

Hiqhly Parallel Computations: Alqorithms and Applications Edited by M.P. Bekakos. Southampton, U.K. (2001). 
433 pages. $245.00. 
Contents: 

Foreword. Preface. Acknowledgements. Section I. General-purpose parallel computing and metacomputing. 
1. Cluster computing with message passing interface (D.J. Evans and M.Y. Saman). 2. Scheduling UET grids 
with unit communication time delays into unbounded/fixed number of processors (P. Tsanakas, T. Andronikos, 
N. Koziris and G. Papakonstantinou). 3. Metacomputing: Technology and applications. 

Section II. Special parallel architectures and systolic application case studies. 4. Architectural design of array 
processors for multi-dimensional discrete fourier transform iS. Sedukhin and S. Peng). 5. Massive parallel pro- 
cessing for matrix multiplication: A systolic approach (D.J. Evans and C.R. Wan). 6. Hexagonal systolic arrays 
for matrix multiplication (M.P. Bekakos, I.Z. Milovanovi(~, T.I/, Toki~ and M.K. StojSev). 7. Systolic block-Jacobi 
SVD algorithm for processor meshes (G. Okra and M. Vajter~ie). 8. An introduction to processor-time-optimal 
systolic arrays (P. Cappello, -.- E~ecio~lu and C. Scheiman). 9. Hyper-systolic algorithms with appplications in 
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linear algebra and molecular dynamics (Th. Lippert and N. Petkov). 10. Designing processor-time optimal systolic 
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Press, Cambridge, MA. (2001). 222 pages. $30.00. 
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periment. 4.1. The Baker experiment. 4.2. Of mice and men. 5. The puzzle resolved. 6. Marilyn vos Savant meets 
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Contents: 

Foreword. Preface. Acknowledgements. 1. Introduction. 1.1. Turing's anticipation of connectionism. 1.2. Alan 
Mathison ~[~ring. 1.3. Connectionism and artificial neural networks. 1.4. Historical context and related work. 
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A-type networks. 2.3.2. Formalization of B-type links. 2.3.3. Formalization of B-type networks. 2.3.4. Formaliza- 
tion of Bl-type links. 2.3.5. Formalization of Bl-type networks. 2.3.6. The B-type pitfall. 2.4. New unorganized 
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machines with Matlab. 2.5.1. Matlab. 2.5.2. A simple TBl-type Matlab toolbox. 3. Synthesis of logical functions 
and digital systems with Turing networks. 3.1. Combinational versus sequential systems. 3.2. Synthesis of logical 
functions with A-type networks. 3.3. Synthesis of logical functions with TB-type networks. 3.4. Multiplexer and 
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