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1 Introduction

Despite a long and venerable tradition in descriptive listics, dependency gram-
mar has until recently played a fairly marginal role bothhedretical linguistics
and in natural language processing. The increasing interelependency-based
representations in natural language parsing in recensears to be motivated
both by the potential usefulness of bilexical relationsisachbiguation and by the
gains in efficiency that result from the more constrainediparproblem for these
representations.

In this paper, we will review the state of the art in depengedmased parsing,
starting with the theoretical foundations of dependen@&mgnar and moving on
to consider both grammar-driven and data-driven methads$dpendency parsing.
We will limit our attention to systems for dependency pagsim a narrow sense,
i.e. systems where the analysis assigned to an input sentakes the form of a
dependency structure. This means that we will not discustes)s that exploit
dependency relations for the construction of another tfpemresentation, such
as the head-driven parsing models of Collins (1997, 1999nreldver, we will
restrict ourselves to systems for full parsing, which metiag we will not deal
with systems that produce a partial or underspecified reptation of dependency
structure, such as Constraint Grammar parsers (Karls€9; Karlsson et al.,
1995).

2 Dependency Grammar

Although its roots may be traced back tarihi's grammar of Sanskrit several cen-
turies before the Common Era (Kruijff, 2002) and to medi¢kabries of grammar
(Covington, 1984), dependency grammar has largely deedlag a form for syn-
tactic representation used by traditional grammariangeaally in Europe, and
particularly in Classical and Slavic domains (Mlk, 1988). This grammatical
tradition can be said to culminate with the seminal work cfriiere (1959), which
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is usually taken as the starting point of the modern thezaktradition of depen-
dency grammar.

This tradition comprises a large and fairly diverse familgmmmatical theo-
ries and formalisms that share certain basic assumptiang antactic structure,
in particular the assumption that syntactic structure sta®of lexical elements
linked by binary asymmetrical relations callddpendenciesThus, the common
formal property of dependency structures, as comparegtesentations based on
constituency is the lack of phrasal nodes. This can be seenrparing the con-
stituency representation of an English sentence in Figutaken from the Wall
Street Journal section of the Penn Treebank (Marcus et383,11994), to the
corresponding dependency representation in Figure 2.

Among the more well-known theories of dependency grammesides the
theory of structural syntax developed by Teései (1959), we find Word Gram-



mar (WG) (Hudson, 1984, 1990), Functional Generative Dpetian (FGD) (Sgall

et al., 1986), Dependency Unification Grammar (DUG) (Hedwi986, 2003),
Meaning-Text Theory (MTT) (MeEuk, 1988), and Lexicase (Starosta, 1988). In
addition, constraint-based theories of dependency grarhave a strong tradition,
represented by Constraint Dependency Grammar (CDG) (Manay1990; Harper
and Helzerman, 1995; Menzel and Sather, 1998) and its descendant Weighted
Constraint Dependency Grammar (WCDG) (Sder, 2002), Functional Depen-
dency Grammar (FDG) (Tapanainen aadvinen, 1997;drvinen and Tapanainen,
1998), largely developed from Constraint Grammar (CG) [¢&m, 1990; Karls-
son et al., 1995), and finally Topological Dependency GramffiRG) (Duchier
and Debusmann, 2001), subsequently evolved into ExtenBiependency Gram-
mar (XDG) (Debusmann et al., 2004). A synthesis of dependgrammar and
categorial grammar is found in the framework of Dependencgn@nar Logic
(DGL) (Kruijff, 2001).

We will make no attempt at reviewing all these theories harstead, we will
try to characterize their common core of assumptions, cedtgpon the notion of
dependency, and discuss major points of divergence, suble &ssue of projective
Versus non-projective representations.

2.1 The Notion of Dependency

The fundamental notion afependencis based on the idea that the syntactic struc-
ture of a sentence consists of binary asymmetrical relati@iween the words of
the sentence. The idea is expressed in the following waydroffening chapters
of Tesnére (1959):

La phrase est uansemble organédont lesléments constituants sont
les mots [1.2] Tout mot qui fait partie d’'une phrase cesse par lui-
méme d&tre isok comme dans le dictionnaire. Entre lui et ses voisins,
I'esprit apercoit desonnexionsdont I'ensemble forme la charpente
de la phrase. [1.3] Les connexions structur@egblissent entre les
mots des rapports di€pendanceChaque connexion unit en principe
un termesugerieur a un termeinférieur. [2.1] Le terme su@rieur
recoit le nom deégissantLe terme inérieur recoit le nom deubor-
donré. Ainsi dans la phras@lfred parle[...], parle est le Egissant
etAlfred le subordona. [2.2] (Tesnére, 1959, 11-13, emphasis in the
original)t

English translation (by the author): ‘The sentence isoaganized wholgthe constituent ele-
ments of which arevords [1.2] Every word that belongs to a sentence ceases by itsb# isolated
as in the dictionary. Between the word and its neighborsytimel perceivesonnectionsthe totality



In the terminology used in this paper, a dependency reldidds between head
and adependent Alternative terms in the literature agovernorand regentfor
head(cf. Tesnére’'srégissant and modifier for dependentcf. Tesnére’s subor-
donrg).

Criteria for establishing dependency relations, and fetiguishing the head
and the dependent in such relations, are clearly of cemtyabitance for depen-
dency grammar. Such criteria have been discussed not ortheitlependency
grammar tradition, but also within other frameworks whdre hotion of syntac-
tic head plays an important role, including all constituebased frameworks that
subscribe to some version &f theory (Chomsky, 1970; Jackendoff, 1977). Here
are some of the criteria that have been proposed for idémgify syntactic relation
between a hea#l and a dependet? in a constructiorC' (Zwicky, 1985; Hudson,
1990):

1. H determines the syntactic categoryfind can often replacg.
. H determines the semantic category(gfD gives semantic specification.

. H is obligatory;D may be optional.

2
3
4. H selectsD and determines whethér is obligatory or optional.
5. The form ofD depends ori{ (agreement or government).

6

. The linear position oD is specified with reference td.

It is clear that this list contains a mix of different crit@risome syntactic and
some semantic, and one may ask whether there is a singleecbhestion of
dependency corresponding to all the different criteriaisTas led some theo-
rists, such as Hudson (1990), to suggest that the concetaaf has a prototype
structure, i.e. that typical instances of this categorigBall or most of the criteria
while more peripheral instances satisfy fewer. Other asthave emphasized the
need to distinguish different kinds of dependency relatigkccording to MelEuk
(1988), the word forms of a sentence can be linked by thresstgpdependencies:
morphological syntacticandsemantic According to Nikula (1986), we must dis-
tinguish between syntactic dependencgmaocentri@andexocentricconstructions
(Bloomfield, 1933).

of which forms the structure of the sentence. [1.3] The stmat connections establigtependency
relations between the words. Each connection in principiees asuperiorterm and arinferior
term. [2.1] The superior term receives the nagogernor The inferior term receives the naragb-
ordinate Thus, in the sentenctlfred parlel...], parleis the governor andlfred the subordinate.
[2.2)



Thus, in Figure 2, theimoD relation holding between the noumarketsand
the adjectivdinancialis an endocentric construction, where the head can replace
the whole without disrupting the syntactic structure:

Economic news had little effect on [financial] markets. (1)

Endocentric constructions may satisfy all the criterigelisabove, although number
4 is usually considered less relevant, since dependent&locentric constructions
are taken to be optional and not selected by their heads. Blyast, thePmoD
relation holding between the prepositionand the noummarketsis an exocentric
construction, where the head cannot readily replace théewho

Economic news had little effect on [markets]. (2)

Exocentric constructions, by their definition, fail on eribn number 1, at least
with respect to subsitutability of the head for the wholet, they may satisfy the
remaining criteria. Considering the rest of the relatioreneplified in Figure 2, the
sBJandoBJrelations are clearly exocentric, and thiop relation from the noun
newsto the adjectiveEconomicclearly endocentric, while the remainimgvoD
relations (effect— little, effect— on) have a more unclear status.

The distinction between endocentric and exocentric caostms is also re-
lated to the distinction betweemead-complemerdnd head-modifier(or head-
adjunc) relations found in many contemporary syntactic theorgsce head-
complement relations are exocentric while head-modifiatiens are endocentric.
Many theories also recognize a third kind of relation, llead-specifierelation,
typically exemplified by the determiner-noun relation, ahis exocentric like the
head-complement relation, but where there is no clear tsetecf the dependent
element by the head.

The distinction between complements and modifiers is oftdimed in terms
of valency which is a central notion in the theoretical tradition ofpdadency
grammar. Although the exact characterization of this notidfers from one theo-
retical framework to the other, valency is usually relatethe semantic predicate-
argument structure associated with certain classes oflegein particular verbs
but sometimes also nouns and adjectives. The idea is thatetieimposes re-
guirements on its syntactic dependents that reflect itsgrgéation as a semantic
predicate. Dependents that correspond to arguments ofélépte can be oblig-
atory or optional in surface syntax but can only occur onctn wach predicate
instance. By contrast, dependents that do not correspoatjtonents can have
more than one occurrence with a single predicate instaratéead to be optional.
Thevalency frameof the verb is normally taken to include argument dependents
but some theories also allow obligatory non-arguments todladed (Sgall et al.,
1986).



The notion of valency will not play a central role in the pneispaper, but we
will sometimes use the termwlency-bounéndvalency-fre¢o make a rough dis-
tinction between dependents that are more or less closkledeto the semantic
interpretation of the head. Returning to Figure 2, the stilgad the object would
normally be treated as valency-bound dependents of thehaethwhile the adjec-
tival modifiers of the nounsewsandmarketswould be considered valency-free.
The prepositional modification of the nowffectmay or may not be treated as
valency-bound, depending on whether the entity undergihiegffect is supposed
to be an argument of the noefffector not.

While head-complement and head-modifier structures hawerlg traight-
forward analysis in dependency grammar, there are also mamstructions that
have a relatively unclear status. This group includes coogbns that involve
grammatical function words, such as articles, complermmergiand auxiliary verbs,
but also structures involving prepositional phrases. Resé¢ constructions, there
is no general consensus in the tradition of dependency gearagto whether they
should be analyzed as head-dependent relations at all fasml, Wwhat should be
regarded as the head and what should be regarded as the eepdrat example,
some theories regard auxiliary verbs as heads taking lexéchs as dependents;
other theories make the opposite assumption; and yet diberies assume that
verb chains are connected by relations that are not depeigdéan the usual sense.

Another kind of construction that is problematic for depemncly grammar (as
for most theoretical traditions) isoordination According to Bloomfield (1933),
coordination is an endocentric construction, since itamsnot only one but sev-
eral heads that can replace the whole construction syo#dlgti However, this
characterization raises the question of whether cooridimatan be analyzed in
terms of binary asymmetrical relations holding between adrend a dependent.
Again, this question has been answered in different waysitbgrent theories
within the dependency grammar tradition.

In conclusion, the theoretical tradition of dependencyrgraar is united by the
assumption that an essential part of the syntactic streiciisentences resides in
binary asymmetrical relations holding between lexicatredats. Moreover, there
is a core of syntactic constructions for which the analysisrgby different frame-
works agree in all important respects. However, there ae iahportant differ-
ences with respect to whether dependency analysis is adgoraghaust syntactic
analysis, and with respect to the analysis of certain tyfesystactic construc-
tions. We will now turn to a discussion of some of the more ingat points of
divergence in this tradition.



2.2 \Varieties of Dependency Grammar

Perhaps the most fundamental open question in the tradifidapendency gram-
mar is whether the notion of dependency is assumed to be hohenessaryput
alsosulfficientfor the analysis of syntactic structure in natural languafj@s as-
sumption is not made in the theory of Tesrd (1959), which is based on the three
complementary concepts obnnectior{connexion)junction(jonction) andrans-
fer (translation), where connection corresponds to depetydehe¢he quotation on
page 3) but where junction and transfer are other kinds aticgls that can hold
between the words of a sentence. More precisely, junctitreigelation that holds
between coordinated items that are dependents of the saadeohdneads of the
same dependent, while transfer is the relation that holtsdmn a function word
or other element that changes the syntactic category ofiealexiement so that it
can enter into different dependency relations. An exampthelatter is the rela-
tion holding between the prepositiole andPierre in the constructiorte livre de
Pierre (Pierre’s book), where the prepositide allows the proper nameierre to
modify a nhoun, a dependency relation otherwise reserveddjarctives. Another
way in which theories may depart from a pure dependency sisaly to allow a
restricted form of constituency analysis, so that depecidsrcan hold between
strings of words rather than single words. This possibisitgxploited, to different
degrees, in the frameworks of Hellwig (1986, 2003), Mek (1988) and Hudson
(1990), notably in connection with coordination.

A second dividing line is that between mono-stratal and raaitatal frame-
works, i.e. between theories that rely on a single syntaepresentation and theo-
ries that posit several layers of representation. In faostrtheories of dependency
grammar, in contrast to frameworks for dependency pars$iagwill be discussed
in Section 3, are multi-stratal, at least if semantic repnéstions are considered to
be a stratum of the theory. Thus, in FGD (Sgall et al., 1986)dlis both arana-
Iytical layer, which can be characterized as a surface syntactieseptation, and
a tectogrammaticalayer, which can be regarded as a deep syntactic (or shallow
semantic) representation. In a similar fashion, MTT (MekK, 1988) recognizes
bothsurface syntactianddeep syntacticepresentations (in addition to represen-
tations of deep phonetics, surface morphology, deep mtwgh@nd semantics).
By contrast, Tes®iire (1959) uses a single level of syntactic representatierso-
calledstemmawhich on the other hand includes junction and transfer titamh
to syntactic connectiof The framework of XDG (Debusmann et al., 2004) can be
seen as a compromise in that it allows multiple layers of ddpacy-based linguis-
tic representations but requires that all layersdionensionsas they are called in

Tesnere’s representations also inclualsaphors which are described as supplementary seman-
tic connections without corresponding syntactic conroecti



XDG, share the same set of nodes. This is in contrast to #ebkie FGD, where
e.g. function words are present in the analytical layer lotiimthe tectogrammat-
ical layer.

The different requirements of XDG and FGD point to anotheués namely
what can constitute a node in a dependency structure. Aitihooost theories
agree that dependency relations hold betwegical elements, rather thghrases
they can make different assumptions about the nature oé thlesnents. The most
straightforward view is that the nodes of the dependenaictre are simply the
word forms occurring in the sentence, which is the view agddph most parsing
systems based on dependency grammar. But it is also possitdastruct depen-
dency structures involving more abstract entities, sudemsnas or lexemes, es-
pecially in deeper syntactic representations. Anotheatian is that the elements
may involve several word forms, constitutingdéssociate nucleugnucleus dis-
sock) in the terminology of Tesare (1959), or alternatively correspond to smaller
units than word forms, as in the morphological dependerafiéel’ Cuk (1988).

A fourth dimension of variation concerns the inventory oéaific dependency
types posited by different theories, i.e. functional catézs like sBJ, oBJ and
NMOD that are used to label dependency arcs in the representatieigure 2.
Broadly speaking, most theories either assume a set of mdexse-oriented gram-
matical functions, such asibject object adverbial etc., with a more or less elab-
orate subclassification, or a set of more semantically teterole types, such as
agent patient goal, etc., belonging to the tradition ofise rolesor thematic roles
(Fillmore, 1968; Jackendoff, 1972; Dowty, 198@)Mu|ti-stratal theories often
combine the two relation types. Thus, FGD (Sgall et al., J98&s grammatical
functions in the analytical layer and semantic roles in g#wdgrammatical layer.
An alternative scheme of representation, which is found TfTMMel’ Cuk, 1988),
is to use numerical indices for valency-bound dependenteftect a canonical
ordering of arguments (argument 1, 2, 3, etc.) and to useigésge labels only
for valency-free dependents. Finally, it is also possibleise unlabeled depen-
dency structures, although this is more common in practiaeding systems than
in linguistic theories.

There are several open issues in dependency grammar thatdaeo with
formal properties of representations. Since a dependexprgsentation consists
of lexical elements linked by binary asymmetrical relatipit can be defined as
a labeled directed graphwhere the set of nodes (or vertices) is the set of lexi-
cal elements (as defined by the particular framework), aacsét of labeled arcs

3The notion of a semantic role can be traced backari?s kanakatheory (Misra, 1966), which
is sometimes also seen as the earliest manifestation ohdepey grammar. The notion of a gram-
matical function also has a long history that extends at keethe work of Appolonius Dyscolus in
the second century of the Common Era (Robins, 1967).



represent dependency relations from heads to dependentsdér to provide a
complete syntactic analysis of a sentence, the graph magbatonnectedo that
every node is related to at least one other node (@®dé&l' 1988). Again, we refer
to Figure 2 as an illustration of this representation, wtkesnodes are the word
tokens of the sentence (annotated with parts-of-speechjrenarcs are labeled
with grammatical functions.

Given this general characterization, we may then imposmuwsiradditional
conditions on these graphs. Two basic constraints thatsmenzed in most ver-
sions of dependency grammar are Hiegle-headconstraint, i.e. the assumption
that each node has at most one head, anddlelicityconstraint, i.e. the assump-
tion that the graph should not contain cycles. These twotcainss, together with
connectedness, imply that the graph should be a rooteditities single root node
that is not a dependent of any other node. For example, tliegeptation in Fig-
ure 2 is a rooted tree with the vehlad as the root node. Although these constraints
are assumed in most versions of dependency grammar, tleeadsarframeworks
that allow multiple heads as well as cyclic graphs, such as \W@&lson, 1984,
1990). Another issue that arises for multi-stratal theoisewhether each level of
representation has its own set of nodes, as in most theori@gether they only
define different arc sets on top of the same set of nodes, aB@® ebusmann
et al., 2004).

However, the most important and hotly debated issues coimgeformal rep-
resentations have to do with the relation between depegdsnacture and word
order. According to Tesare (1959), dependency relations belong tosttnectural
order (I'ordre structural), which is different from tHaear order (I'ordre linéaire)
of a spoken or written string of words, amsttuctural syntaxs based on the re-
lations that exist between these two dimensions. Most eessof dependency
grammar follow Tesrire in assuming that the nodes of a dependency structure are
not linearly ordered in themselves but only in relation tcagtioular surface real-
ization of this structure. A notable exception to this gafization is FGD, where
the representations of both the analytical layer and thedgeammatical layer are
linearly ordered in order to capture aspects of informasisacture (Sgall et al.,
1986). In addition, there are frameworks, such as TDG (Darcdnid Debusmann,
2001), where the linear order is represented by means ofearlinordered de-
pendency structure, the Linear Precedence (LP) tree, Wiglproper dependency
representation, the Immediate Dominance (ID) tree, isdered.

“There seems to be no general consensus in the literaturependency grammar as to whether
the arcs representing dependency relations should be grainting from heads to dependents or
vice versa (or indeed with arrowheads at all). We have chtsadopt the former alternative, both
because it seems to be the most common representation itetfaéure and because it is consistent
with standard practice in graph theory.



However, whether dependency relations introduce a linedering or not,
there may be constraints relating dependency structulésetr realizations. The
most well-known example is the constrainfmbjectivity, first discussed by Lecerf
(1960), Hays (1964) and Marcus (1965), which is related edbntiguity con-
straint for constituent representations. A dependengytysatisfies the constraint
of projectivity with respect to a particular linear ordertbe nodes if, for every
arch — d and nodew, w occurs betweeh andd in the linear order only ifw
is dominated by, (wheredominatesds the reflexive and transitive closure of the
arc relation). For example, the representation in Figure @&iexample of aro-
jectivedependency graph, given the linear order imposed by the wmier of the
sentence.

The distinction betweeprojectiveand non-projectivedependency grammar
often made in the literature thus refers to the issue of wdrethis constraint is
assumed or not. Broadly speaking, we can say that whereaspmaasical sys-
tems for dependency parsing do assume projectivity, mgstraency-based lin-
guistic theories do not. More precisely, most theoreticairfulations of depen-
dency grammar regard projectivity as the norm but also neizeghe need for non-
projective representations of certain linguistic condians, e.g. long-distance de-
pendencies (Metuk, 1988; Hudson, 1990). It is also often assumed that the co
straint of projectivity is too rigid for the description adhiguages with free or flex-
ible word order.

Some multi-stratal theories allow non-projective repnéagons in some layers
but not in others. For example, FGD assumes that tectogréicat@presentations
are projective while analytical representations are nga((®t al., 1986). Similarly,
TDG (Duchier and Debusmann, 2001) assume projectivity ®irees but not for
ID trees. Sometimes a weaker condition calidgharity is assumed, which allows
a nodew to occur between a headand a dependewrtwithout being dominated by
h only if w is a root (Sleator and Temperley, 1993Further relaxations of these
constraints are discussed in Kahane et al. (1998) and Y&i{2003).

The points of divergence considered up till now have all bamrcerned with
aspects of representation. However, as mentioned at thefehd previous sec-
tion, there are also a number of points concerning the satdatdinguistic analysis
where different frameworks of dependency grammar makerdifft assumptions,
in the same way as theories differ also within other tradg&ioWe will limit our-
selves to a brief discussion of two such points.

The first point concerns the issuegyintacticversussemantidheads. As noted
in Section 2.1, the criteria for identifying heads and dejests invoke both syn-

5This constraint is related to but not equivalent to the stamdiotion of planarity in graph theory
(see, e.g., Grimaldi, 2004).
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tactic and semantic properties. In many cases, theseiargise the same result,
but in others they diverge. A typical example is found in sdlexd case marking
prepositions, exemplified in the following sentence:

| believe in the system. 3)

According to syntactic criteria, it is natural to treat thepositionin as a depen-
dent of the vertbelieveand as the head of the nosystem According to semantic
criteria, it is more natural to regasgysteras a direct dependent bélieveand to
treatin as a dependent afystem(corresponding to a case marking affix in some
other language$) .Most versions of dependency grammar treat the preposison a
the head of the noun, but there are also theories that makepipesite assump-
tion. Similar considerations apply to many constructianglving one function
word and one content word, such as determiner-noun and eomepitizer-verb
constructions. An elegant solution to this problem is piled by the theory of
Tesnére (1959), according to which the function word and the eoinivord form

a dissociate nucleugnucleus disso@), united by a relation dfransfer (transla-
tion). In multi-stratal theories, it is possible to trea¢ hunction word as the head
only in more surface-oriented layers. For example, to retarexample (3), FGD
would assume that the preposition takes the noun as a degténdhe analytical
layer, but in the tectogrammatical layer the prepositiouldde absent and the
noun would instead depend directly on the verb.

The second point concerns the analysis of coordinationglwpiesents prob-
lems for any syntactic theory but which seems to be espgdialld to reconcile
with the idea that syntactic constructions should be aralyim terms of binary
head-dependent relations. Consider the following example

They operate ships and banks. 4)

It seems clear that the phraskips and bank&unctions as a direct object of the
verboperate but it is not immediately clear how this phrase can be givemter-

nal analysis that is compatible with the basic assumptiddependency analysis,
since the two nounshipsandbanksseem to be equally good candidates for being
heads. One alternative is to treat the conjunction as the, lassshown in Figure 3
(top), an analysis that may be motivated on semantic groundssaaddpted in
FGD. Another alternative, advocated by Melk (1988), is to treat the conjunction
as the head only of the second conjunct and analyze the adignms a dependent
of the first conjunct, as shown in Figure Botton). The arguments for this anal-
ysis are essentially the same as the arguments for an asyimnggtt-branching

5A third alternative is to treat botin andsystermas dependents ielieve since it is the verb that
selects the preposition and takes the noun as an argument.

11
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They operate ships and banks

Figure 3: Two analyses of coordination

analysis in constituency-based frameworks. A third opi®to give up a pure
dependency analysis and allow a limited form of phrase &tracas in WG (Hud-
son, 1990). A fourth and final variant is the analysis of Tesn{1959), according
to which bothshipsandbanksare dependents of the verb, while the conjunction
marks a relation ojunction (jonction) between the two nouns.

3 Parsing with Dependency Representations

So far, we have reviewed the theoretical tradition of depeong grammar, focusing
on the common core of assumptions as well as major pointsvefgince, rather
than on individual instantiations of this tradition. We Wwibw turn to what is the
main topic of this paper, namely the computational impletagon of syntactic
analysis based on dependency representations, i.e.eapaens involving lexical
nodes, connected by dependency arcs, possibly labelediepgndency types.
Such implementations may be intimately tied to the develaqprof a particular
theory, such as the PLAIN system based on DUG (Hellwig, 12803) or the
FDG parsing system (Tapanainen ardvinen, 1997; @rvinen and Tapanainen,
1998). On the whole, however, the connections between e¢tieal frameworks
and computational systems are often rather indirect foedéency-based analysis,
probably more so than for theories and parsers based oritcensty analysis. This
may be due to the relatively lower degree of formalizatiodefifendency grammar
theories in general, and this is also part of the reason wiyapic of this section

12



is described as parsing with dependeregresentationsrather than parsing with
dependencgrammar

In discussing dependency-based systems for syntactimpavee will follow
Carroll (2000) and distinguish two broad types of stratebg grammar-driven
approachand thedata-driven approachalthough these approaches are not mutu-
ally exclusive. We will conclude the paper with a brief dission of some of the
potential advantages of using dependency representatiggatactic parsing.

3.1

Grammar-Driven Dependency Parsing

The earliest work on parsing with dependency represemtati@s intimately tied
to formalizations of dependency grammar that were veryecloscontext-free
grammar, such as the proposals of Hays (1964) and Gaifm&)1® the formu-
lation of Gaifman (1965) dependency systetontains three sets of rulés:

1.

2.

3.

Ly: Rules of the formX (Y7 - - - Y; x Y; 41 - - - Y},), wherei may equal 0 and/or
n, which say that the categoy may occur with categories, ..., Y, as
dependents, in the order given (wikhin positionx).

Lir: Rules giving for every categorX the list of words belonging to it
(where each word may belong to more than one category).

Lir: A rule giving the list of all categories the occurrence ofigthmay
govern a sentence.

A sentence consisting of words, . . ., w,, is analyzed by assigning to it a sequence
of categoriesXy, ..., X,, and a relation of dependendybetween words such that
the following conditions hold (wheré* is the transitive closure af):

o A W N P

. For now;, d*(w;, w;).

. For everyw;, there is at most one; such that!(w;, w;).
N d* (ws, wy) andwy, is betweenw; andw;, thend* (wy, wj).
. The whole set of word occurrences is connected.by

. Mfwy, ..., w; areleftdependentsand. 1, .. ., w, right dependents of some

word, andXy, ..., X;, Xiy1,..., X, arethe categories ofy, . . . , w;, w;t1,
ooy wp, thenX (X -+ X; x X419 --- X, is arule ofLy.

. The word occurrence; that governs the sentence belongs to a category

listed inLIH.

"The formulation of Hays (1964) is slightly different but éeplent in all respects.
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Gaifman remarks that 1-4 are general structure requirentieat can be made on
any relation defined on a finite linearly ordered set whethiera set of categories
or not, while 5—6 are requirements which relate the relatiothe specific gram-
mar given by the three sets of rulés—Li;;. Referring back to the discussion of
graph conditions in Section 2.2, we may first of all note thatf@an defines de-
pendency relations to hold from dependent to head, ratherttie other way round
which is more common in the recent literature. Secondly, @ethat condition 2
corresponds to thsingle-headconstraint and condition 3 to thgrojectivity con-
straint. Conditions 1, 2 and 4 jointly entail that the graplairooted tree, which
is presupposed in condition 6. Finally, it should be poinbel that this kind of
dependency system only gives an unlabeled dependencysaalince there are
no dependency types used to label dependency relations.

Gaifman (1965) proves several equivalence results rglatsxdependency sys-
tems to context-free grammars. In particular, he showsttieatwo systems are
weakly equivalent, i.e. that they both characterize thesclaf context-free lan-
guages. However, he also shows that whereas any dependstemsan be con-
verted to a strongly equivalent context-free grammar (nmduwspecific mapping
between dependency trees and context-free parse treeg)yénse construction is
only possible for a restricted subset of context-free gramfroughly grammars
where all productions are lexicalized).

These results have been invoked to explain the relativedticiterest in depen-
dency grammar within natural language processing for theesguent twenty-five
years or so, based on the erroneous conclusion that depgnglermmar is only a
restricted variant of context-free grammaaridnen and Tapanainen, 1998 his
conclusion is erroneous simply because the results onlgerarthe specific ver-
sion of dependency grammar formalized by Hays and Gaifmdm¢hnfor one
thing is restricted to projective dependency structureswvéver, it also worth em-
phasizing that with the increasing importance of probleikesiobustness and dis-
ambiguation, issues of (limited) generative capacity Hasesome of their signifi-
cance in the context of natural language parsing. Nevegheit seems largely true
to say that, except for isolated studies of dependency gearaman alternative to
context-free grammar as the basis for transformationahgrar (Robinson, 1970),
dependency grammar has played a marginal role both in simtaeory and in
natural language parsing until fairly recently.

The close relation to context-free grammar in the formélireof dependency
grammar by Hays and Gaifman means that essentially the saramg methods

8A similar development seems to have taken place with regpezitegorial grammar after the
weak equivalence of a restricted type of categorial grammiidr context-free grammar was proven
by Bar-Hillel et al. (1960).
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can be used for both types of system. Hence, the parsingtalgaooutlined in Hays
(1964) is a bottom-up dynamic programming algorithm veryikir to the CKY
algorithm proposed for context-free parsing at about theestame (Kasami, 1965;
Younger, 1967). The use of dynamic programming algorithnad aire closely
connected to context-free parsing algorithms such as CKivEarley’s algorithm
(Earley, 1970) is a prominent trend also in more recent graraniven approaches
to dependency parsing. One example is the link grammar pafs&leator and
Temperley (1991, 1993), which uses a dynamic programmiggrithm imple-
mented as a top-down recursive algorithm with memoizaticachieve parsing in
O(n?) time. Link grammar is not considered an instance of depesydgrammar
by its creators, and it departs from the traditional view ependency by using
undirected links, but the representations used in link gnamparsing are similar
to dependency representations in that they consist of winkisd by binary rela-
tions. Other examples include a modification of the CKY allipon (Holan et al.,
1997) and an Earley-type algorithm with left-corner filtgyin the prediction step
(Lombardo and Lesmo, 1996; Barbero et al., 1998).

A common property of all frameworks that implement depemggrarsing as a
form of lexicalized context-free parsing is that they argtnieted to the derivation
of projective dependency structures, although some ofrimadworks allow post-
processing that may introduce non-projective structusdsator and Temperley,
1991, 1993). Many of these frameworks can be subsumed uhdendtion of
bilexical grammaiintroduced by Eisner (2000). In Eisner’s formulation, akical
grammar consists of two elements:

1. A vocabularyV of terminal symbols (words), containing a distinguished
symbolROOT.

2. For each wordv € V, a pair of deterministic finite-state automataand
ry. Each automaton accepts some regular subsét of

The languagd.(G) defined by a bilexical dependency gramndais defined as
follows:

1. Adependency treis a rooted tree whose nodes are labeled with words from
V', and where the root node is labeled with the special symbaT. The
children of a node are ordered with respect to each othertenddde itself,
so that the node has balft childrenthat precede it andght childrenthat
follow it.

2. A dependency tree grammaticalaccording toG iff for every word token
w that appears in the treg, accepts the (possibly empty) sequencevtsf
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left children (from right to left), and-,, accepts the sequence ofs right
children (from left to right).

3. Astringx € V* is generated by~ with analysisy if y is a grammatical
dependency tree according@and listing the node labels gfin infix order
yields the stringe followed by ROOT; z is called theyield of .

4. The languagé.(G) is the set of all strings generated &Yy

The general parsing algorithm proposed by Eisner for bigrammar is again a
dynamic programming algorithm, which proceeds by linkepgins(strings where
roots occur either leftmost or rightmost or both) insteacafstituentsthereby
reducing the time complexity fror®(n?) to O(n3). More precisely, the running
time is O(n3¢3t), whereg is an upper bound on the number of possible senses
(lexical entries) of a single word, artds an upper bound on the number of states
of a single automaton.

Eisner shows how the framework of bilexical grammar, anddhleic-time
parsing algorithm, can be modified to capture a number oéudifit frameworks
and approaches such as Milward’s (mono)lexical dependgrasymar (Milward,
1994), Alshawi’'s head automata (Alshawi, 1996), Sleatal &amperley’s link
grammar (Sleator and Temperley, 1991, 1993), and Eisnerispwobabilistic de-
pendency models that will be discussed below in SectionEshér, 1996b,a).

The second main tradition in grammar-driven dependencsimpgis based on
the notion ofeliminativeparsing, where sentences are analyzed by successively
eliminating representations that violate constraintd onty valid representations
remain. One of the first parsing systems based on this iddw i€G framework
(Karlsson, 1990; Karlsson et al., 1995), which uses unéeifipd dependency
structures represented as syntactic tags and disambibonate set of constraints
intended to exclude ill-formed analyses. In CDG (Maruya®90), this idea is
extended to complete dependency structures by generplizennotion of tag to
pairs consisting of a syntactic label and an identifier ofttbad node. This kind of
representation is fundamental for many different appreadh dependency pars-
ing, since it provides a way to reduce the parsing problemtegging or classi-
fication problem. Typical representatives of this traditere the extended CDG
framework of Harper and Helzerman (1995) and the FDG systapanainen and
Jarvinen, 1997; a@rvinen and Tapanainen, 1998), where the latter is a dewvednp
of CG that combines eliminative parsing with a non-projextiependency gram-
mar inspired by Tesere (1959).

In the eliminative approach, parsing is viewed as a comdtsaitisfaction prob-
lem, where any analysis satisfying all the constraints ef grammar is a valid
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analysis. Constraint satisfaction in general is NP coreplehich means that spe-
cial care must be taken to ensure reasonable efficiency atipea Early versions
of this approach used procedures based on local consis{dtarylyama, 1990;
Harper et al., 1995), which attain polynomial worst case giexity by only con-
sidering local information in the application of constitainin the more recently
developed TDG framework (Duchier, 1999, 2003), the proboonfronted head-
on by using constraint programming to solve the satisfagimblem defined by
the grammar for a given input string. The TDG framework algooiduces several
levels of representation (cf. Section 2.2), arguing thast@ints can be simplified
by isolating different aspects of the grammar such as Imateddominance (ID)
and Linear Precedence (LP) and have constraints that cifsgeent levels to each
other (Duchier and Debusmann, 2001; Debusmann, 2001). vidwsis taken to
its logical extension in the most recent version of the franrk called Extensible
Dependency Grammar (XDG), where any number of levels, oedsions, can be
defined in the grammatical framework (Debusmann et al., 004

From the point of view of parsing unrestricted text, parsasgonstraint satis-
faction can be problematic in two ways. First, for a givenunptring, there
may be no analysis satisfying all constraints, which leada tobustness prob-
lem. Secondly, there may be more than one analysis, whias l&aa problem
of disambiguation. Menzel and S¢iuer (1998) extends the CDG framework of
Maruyama (1990) witlgraded or weighted constraints, by assigning a weight
(0.0 < w < 1.0) to each constraint indicating how serious the violatiortha$
constraint is (wher@.0 is the most serious). In this extended framework, later
developed into WCDG (Schder, 2002), the best analysis for a given input string
is the analysis that minimizes the total weight of violatedstraints. While early
implementations of this system used an eliminative approagarsing (Menzel
and Schader, 1998), the more recent versions instead use a tramation-based
approach, which successively tries to improve the analygiransforming one
solution into another guided by the observed constrainatimns in the current
solution. One advantage of this heuristic approximatioatsgy is that it can be
combined with arbitrarily complex constraints, whereasdard eliminative pro-
cedures usually require constraints to be binary for effityareasons (Foth et al.,
2004).

So far, we have distinguished two main trends in grammaedrdependency
parsing. The firstis based on a formalization of dependeraymar that is closely
related to context-free grammar, and therefore usuallyicésd to projective de-
pendency structures, using standard techniques fromxdeinée parsing to obtain
good efficiency in the presence of massive ambiguity, inigaer dynamic pro-
gramming or memoization. The second is based on a formalizat dependency
grammar in terms of constraints, not necessarily limitegraective structures,
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where parsing is naturally viewed as a constraint satistagiroblem which can
be addressed using eliminative parsing methods, althcwgbxact parsing prob-
lem is often intractable.

In addition to these two traditions, which both involve fatomplex grammars
and parsing algorithms, there is a third tradition whichdsdd on a simpler notion
of dependency grammar together with a deterministic pgrsirategy (possibly
with limited backtracking). As in other parsing paradignige study of determin-
istic parsing can be motivated either by a wish to model huseaitence processing
or by a desire to make syntactic parsing more efficient (osipbsboth). Accord-
ing to Covington (2001), these methods have been known HiecE60’s without
being presented systematically in the literature. The d&nmehtal parsing strat-
egy comes in different versions but we will concentrate tmrehe left-to-right
(or incremental) version, which is formulated in the foliog way by Covington
(2001):

Accept words one by one starting at the beginning of the serteand
try linking each word as head or dependent of every previcusiw

This parsing strategy is compatible with many differenngmaar formulations. All
that is required is that a gramm@rdefines a boolean functiofy; that, for any two
wordsw; andw-, returnstrue if w; can be the head af, according toG (and
false) otherwise? Covington (2001) demonstrates how this parsing strategy ca
be used to produce dependency structures satisfying @iffeonditions such as
uniqueness$single head) angrojectivitysimply by imposing different constraints
on the linking operation. Covington has also shown in presiaork how this
parsing strategy can be adapted to suit languages withffegéyle or rigid word
order (Covington, 1990a,b, 1994). The time complexity o¥i@gton’s algorithm

is O(n?) in the deterministic version.

The parsing algorithm proposed by Nivre (2003), which wal discussed in
Section 3.2, can be derived as a special case of Covingtigoatam, although we
will not give this formulation here, and the very first exmeents with this algo-
rithm used a simple grammar of the kind presupposed by Ctaintp perform
unlabeled dependency parsing (Nivre, 2003). A similar apph can be found
in Obrebski (2003), although this system is nondetermmasd derives a com-
pact representation of all permissible dependency treéiseiriorm of a directed
acyclic graph. Yet another framework that shows affinitiedhwhe determinis-
tic grammar-driven approach is that of Kromann (2004),alth it is based on a

%In this formulation, the parsing strategy is limited to tbeééed dependency graphs. In principle,
it is possible to perform labeled dependency parsing byrmétg a set of permissible dependency
types instead dfrue, but this makes the process nondeterministic in general.
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more sophisticated notion of grammar called Discontinu@teanmar. Parsing in
this framework is essentially deterministic but subjectdpair mechanisms that
are associated with local cost functions derived from tlergnar.

Before we close the discussion of grammar-driven deperydparsing, we
should also mention the work of Oflazer (2003), which is areaed finite-state
approach to dependency parsing similar to the cascadeidlpgzatsers used for
constituency-based parsing by Abney (1996) and Roche j1@9azer’s system
allows violable constraints for robust parsing and useal fotk length to rank
alternative analyses, as proposed by Lin (1996).

3.2 Data-Driven Dependency Parsing

As for natural language parsing in general, the first attesraptlata-driven depen-
dency parsing were also grammar-driven in that they relieal fmrmal dependency
grammar and used corpus data to induce a probabilistic nfodelisambigua-
tion. Thus, Carroll and Charniak (1992) essentially use &#®&@nodel, where
the context-free grammar is restricted to be equivalent kags/Gaifman type
dependency grammar. They report experiments trying todaduch a probabilis-
tic grammar using unsupervised learning on an artificialgated corpus but with
relatively poor results.

A more successful and more influential approach was develbgeEisner
(1996a,b), who defined several probabilistic models foredelency parsing and
evaluated them using supervised learning with data from/th# Street Journal
section of the Penn Treebank. In later work, Eisner (2008)dwn how these
models can be subsumed under the general notionbdegical grammar(BG),
which means that parsing can be performed efficiently asidisad in Section 3.1.
Eisner (2000) defines the notion ofweighted bilexical grammaiWBG) in terms
of BG as follows (cf. Section 3.1):

1. Aweighted DFAA is a deterministic finite automaton that associates a real-

valuedweightwith each arc and each final state. Each accepting path throug
Ais assigned a weight, namely the sum of all arc weights ondkiegnd the
weight of the final state. Each stringaccepted by is assigned the weight
of its accepting path.

2. AWBG G is a BG in which all the automatg, andr,, are weighted DFAs.
The weight of a dependency trgeunderG is defined as the sum, over all
word tokensw in y, of the weight with which,, acceptsw’'s sequence of
left children plus the weight with which,, acceptaw’s sequence of right
children.
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Eisner (1996b) presents three different probabilistic et@for dependency pars-
ing, which can be reconstructed as different weighting sweewithin the frame-
work of WBG. However, the first two models (models A and B) riegjthat we dis-
tinguish between an underlying stringe V*, described by the WBG, and a sur-
face stringz’, which results from a possibly nondeterministic, possibgighted
finite-state transductio® on x. The surface string’ is then grammatical with
analysis(y, p) if y is a grammatical dependency tree whose yield transduced
to 2’ along an accepting pahin R. To avoid the distinction between underlying
strings and surface strings, we will restrict our attentionmodel C, which was
found to perform significantly better than the other two nisdie the experiments
reported in Eisner (1996a).

First of all, it should be pointed out that all the models isrigir (1996b) in-
volve part-of-speech tags, in addition to word tokens amiafaeled) dependency
relations, and define the joint probability of the words stagd dependency links.
Model C is defined as follows:

n

P(tw(1),..., tw(n), links) = HP(lc(i) | tw(2))P(re(i) | tw(i)) (5)

=1

wheretw(i) is theith tagged word, ané:(i) andrc(i) are the left and right chil-
dren of theith word, respectively. The probability of generating eakiidcis con-
ditioned on the tagged head word and the tag of the precedifd)(éeft children
being generated from right to left):

ek

Ple(i) [tw (@) = | | P(tw(le;(i)) | t(lej-1(2)), tw (@) (6)

1

P(tw(re;(i)) [t(rej-1(d)), tw(i)) (7

=T

Il
—

P(re(i) [ tw(i)) =

wherelc;(i) is the jth left child of the:th word andt(lc;_1(i)) is the tag of the
preceding left child (and analogousty;(i) andt(rc;j—1(i)) for right children).
This model can be implemented in the WBG framework by lettimg automata
l, andr,, have weights on their arcs corresponding to the log of théadib-
ity of generating a particular left or right child given thagt of the preceding
child. In this way, the weight assigned to a dependency Treeill be the log
of P(tw(1),...,tw(n), links) as defined above (Eisner, 2000).

Eisner’s work on data-driven dependency parsing has bderimial in two
ways. First, it showed that generative probabilistic modgand supervised learn-
ing could be applied to dependency representations to\ahi@arsing accuracy
comparable to the best results reported for constitueasgd parsing at the time,
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although the evalutation metrics used in the two cases drstmctly comparable.
Secondly, it showed how these models could be coupled withesft parsing tech-
niques that exploit the special properties of dependemagtsires. The importance
of the second aspect can be seen in recent work by McDonald(2085), apply-
ing discriminative estimation methods to probabilistipdedency parsing. Thanks
to the more efficient parsing methods offered by Eisner'shaods for bilexical
parsing, training can be performed without pruning thed®apace, which is im-
possible for efficiency reasons when using lexicalized ttugncy representations
with comparable lexical dependencies.

Collins et al. (1999) apply the generative probabilisticsrag models of Collins
(1997, 1999) to dependency parsing, using data from thauéragpendency Tree-
bank. This requires preprocessing to transform dependstnagtures into flat
phrase structures for the training phase and postprocessiextract dependency
structures from the phrase structures produced by thempdrse parser of Char-
niak (2000) has been adapted and applied to the Prague Depsntreebank in a
similar fashion, although this work remains unpublished.

Samuelsson (2000) proposes a probabilistic model for dbpey grammar
that goes beyond the models considered so far by incorpgrédbeled depen-
dencies and allowing non-projective dependency strusturethis model, depen-
dency representations are generated by two stochastieqmes. one top-down
process generating the tree structyrand one bottom-up process generating the
surface string: given the tree structure, defining the joint probabilitys:, y) =
P(y)P(z|y). Samuelsson suggests that the model can be implementegl aisin
bottom-up dynamic programming approach, but the model hwtunately never
been implemented and evaluated.

Another probabilistic approach to dependency parsingticatporates labeled
dependencies is the stochastic CDG parser of Wang and H&2Q@&t), which ex-
tends the CDG model with a generative probabilistic modatsifg is performed
in two steps, which may be tightly or loosely integrated, vehtihe first step as-
signs to each word a set of SuperARVSs, representing conttramn possible heads
and dependents, and where the second step determines depaesidency links
given the SuperARV assignment. Although the basic modelpansing algorithm
is limited to projective structures, the system allows mpoojective structures for
certainwh-constructions. The system has been evaluated on data freall
Street Journal section of the Penn Treebank and achievesddtthe-art perfor-
mance using a dependency-based evaluation metric (Wanigaper, 2004).

The first step in the parsing model of Wang and Harper (2004)esseen as a
kind of supertagging, which has turned out to be a cruciaheld in many recent
approaches to statistical parsing, e.g. in LTAG (Joshi amdka, 2003; Banga-
lore, 2003) and CCG (Clark and Curran, 2004; Curran and C2284). A similar
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two-step process is used in the statistical dependencegipafr8angalore (2003),
which uses elementary LTAG trees as supertags in order feedardependency
structure in the second step. Supertagging is performet)wsistandard HMM
trigram tagger, while dependency structures are deriviedjasheuristic determin-
istic algorithm that runs in linear time. Another data-érnvdependency parser
based on supertagging is Nasr and Rambow (2004), wheretagperre derived
from a lexicalized extended context-free grammar and thst mbable analysis
is derived using a modified version of the CKY algorithm.

Most of the systems described in this section are based amafdependency
grammar in combination with a generative probabilistic glp@vhich means that
parsing conceptually consists in the derivation of all gees that are permissible
according to the grammar and the selection of the most ptelaaialysis according
to the generative model. This is in contrast to recent wodeHan purely discrim-
inative models of inductive learning in combination with eterministic parsing
strategy, methods that do not involve a formal grammar.

The deterministic discriminative approach was first pregboby Kudo and
Matsumoto (2000, 2002) and Yamada and Matsumoto (2003)g ssipport vector
machines (Vapnik, 1995) to train classifiers that predietribxt action of a deter-
ministic parser constructing unlabeled dependency sirest The parsing algo-
rithm used in these systems implements a form of shift-reghazsing with three
possible parse actions that apply to two neighboring woefisrired to agarget
nodes'®

1. A Shiftaction adds no dependency construction between the tacydsw;
andw;1 but simply moves the point of focus to the right, making ; and
w;12 the new target words.

2. A Rightaction constructs a dependency relation between the taxayels,
adding the left nodey; as a child of the right node;;; and reducing the
target words tav; 1, makingw;_1 andw; 1 the new target words.

3. A Left action constructs a dependency relation between the tamgyets,
adding the right nodev;, 1 as a child of the left node); and reducing the
target words tav;, makingw;_; andw; the new target words.

The parser processes the input from left to right repeatasllpng as new depen-
dencies are added, which means that up te 1 passes over the input may be
required to construct a complete dependency tree, givingratwease time com-
plexity of O(n?), although the worst case seldom occurs in practice. Tharest

1%The parsers described in Kudo and Matsumoto (2000, 2002ppked to Japanese, which is
assumed to be strictly head-final, which means that onlydhierssShiftandRightare required.
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used to predict the next parse action are the word forms arébfpapeech tags of
the target words, of their left and right children, and ofitheft and right string
context (in the reduced string). Yamada and Matsumoto (P&@duate the system
using the standard data set from the Wall Street Journabseat the Penn Tree-
bank and shows that deterministic discriminative depecglparsing can achieve
an accuracy that is close to the state-of-the-art with rdtp@lependency accuracy.
Further improvements with this model are reported in Isoetél. (2004).

The framework of inductive dependency parsing, first preseim Nivre et al.
(2004) and more fully described in Nivre (2005), has manyprtes in common
with the system of Yamada and Matsumoto (2003), but theréhage differences.
The first and most important difference is that the system igfeNet al. (2004)
constructs labeled dependency representations, i.eesemiations where depen-
dency arcs are labeled with dependency types. This alsosytbahdependency
type information can be exploited in the feature model ugedrédict the next
parse action. The second difference is that the algorittopgsed in Nivre (2003)
is a head-driven arc-eager algorithm that constructs a mmgependency tree in
a single pass over the data. The third and final differendeaisNivre et al. (2004)
use memory-based learning to induce classifiers for piiedi¢the next parsing
action based on conditional features, whereas Yamada atsliMato (2003) use
support vector machines. However, as pointed out by Kuddvatdumoto (2002),
in a deterministic discriminative parser the learning rodtls largely independent
of the rest of the system.

4 The Case for Dependency Parsing

As noted several times already, dependency-based syntaptiesentations have
played a fairly marginal role in the history of linguisticetbry as well as that of
natural language processing. Saying that there is inecrg&sgierest in dependency-
based approaches to syntactic parsing may therefore natybeysvery much, but
it is hard to deny that the notion of dependency has become prominent in the
literature on syntactic parsing during the last decade or so

In conclusion, it therefore seems appropriate to ask wieetharpotential bene-
fits of using dependency-based representations in syotzatsing, as opposed to
the more traditional representations based on constijuexerording to Coving-
ton (2001), dependency parsing offers thpeiena facieadvantages:

e Dependency links are close to the semantic relationshipdetkfor the next
stage of interpretation; it is not necessary to “read offadhenodifier or
head-complement relations from a tree that does not shaw tirectly.
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e The dependency tree contains one node per word. Becausartes's job is
only to connect existing nodes, not to postulate new onedattk of parsing
is in some sense more straightforward. [...]

e Dependency parsing lends itself to word-at-a-time openati.e., parsing
by accepting and attaching words one at a time rather thandiyngy for
complete phrases. [...]

To this it is sometimes added that dependency-based pabovgs a more ade-
quate treatment of languages with variable word order, evkécontinuous syn-
tactic constructions are more common than in languagesHitglish (MelCuk,
1988; Covington, 1990b). However, this argument is onlusgilkle if the formal
framework allows non-projective dependency structurdsclwvis not the case for
most dependency parsers that exist today.

For us, the first two advantages identified by Covington seebetthe most
important. Having a more constrained representation, evtiex number of nodes
is fixed by the input string itself, should enable concepyusimpler and compu-
tationally more efficient methods for parsing. At the sanmeeti it is clear that
a more constrained representation is a less expressiveseation and that de-
pendency representations are necessarily underspecitfedaapect to certain as-
pects of syntactic structure. For example, as pointed ouvlblycuk (1988), it
is impossible to distinguish in a pure dependency repraientbetween an ele-
ment modifying the head of a phrase and the same elementyimggihe entire
phrase. However, this is precisely the kind of ambiguityt thaotoriously hard to
disambiguate correctly in syntactic parsing anyway, sagtinbe argued that this
kind of underspecification is actually beneficial. And asj@s the syntactic rep-
resentation encodes enough of the structural relationatbaielevant for semantic
interpretation, then we are only happy if we can constragnpttoblem of deriving
these representations.

In general, there is a tradeoff between the expressivityyofastic represen-
tations and the complexity of syntactic parsing, and weebelithat dependency
representations provide a good compromise in this resgéey are less expres-
sive than most constituency-based representations, butdbmpensate for this
by providing a relatively direct encoding of predicatetargent structure, which is
relevant for semantic interpretation, and by being comgaddilexical relations,
which are beneficial for disambiguation. In this way, deg@my structures are
sufficiently expressive to be useful in natural language@ssing systems and at
the same time sufficiently restricted to allow full parsinghahigh accuracy and
efficiency. At least, this seems like a reasonable workirupliyesis.
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