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Abstract—We present in this paper a secure and scalable
Grid-based content management system for the management
of high-volume multimedia data in the domain of the publishing
industry. This is achieved by leveraging on existing individual
solutions, such as the Alfresco content management system,
the SRM standard for building scalable solutions based on the
Grid and the GridTrust services for building trustworthy and
secure Grid systems. Our solution brings closer the use of the
Grid to the enterprise community within the context of a real
world use case scenario. The solution facilitates the fine-grained
usage control of the storage resources and a reputation-based
matching between resource policies and users’ past behaviour.

Keywords-Security; Grids; Scalability; Knowledge Manage-
ment

I. INTRODUCTION

A content management system allows organisations to
collaboratively create, edit, manage and publish any type
of digital information such as text, images, video, sound,
documents, etc. This kind of systems are characterised by
the need for efficient storage and retrieval of high volume
of content under strict rules controlling the sharing of infor-
mation among users and organisations. This paper presents
the implementation of a content management system using
Grids as the underlying technology.

Our approach has consisted in adapting an open-source
content management system (Alfresco [1]) to use the stan-
dard Storage Resource Manager (SRM) [2] to access Grid
storage, taking into account security needs required by
content management systems, such as usage control of
resources at service-level and obligation policies. There are
advantages in using the Grid for content management sys-
tems. Firstly, it allows the management of digital information
across different administrative domains; secondly, the use
of standardised access to Grid resources allows designers to
implement the content management system on the available
implementations; and thirdly, it is fairly straightforward to
integrate other solutions, for example to enhance security
and usage control, to achieve better characteristics such as
robustness and dependability.

In order to develop a Grid-based content management
system, we have borrowed some concepts and ideas applied
by the Virtual Enterprises community. To support the rapid
formation of dynamic and short-lived Virtual Organisations
(VOs), we use the concept of Virtual Breeding Environment
(VBE) [3]. A VBE can be defined as an association of
organisations adhering to common operating principles and
infrastructure with the main objective of participating in
potential VOs. We have adopted the view that organisations
participating in a VO are selected from a VBE; such
organisations may provide resources/services, and include
users that utilise VO resources.

The main contributions of this paper are as follows:

• It brings the Grid closer to the enterprise community
through the development of a prototype solution for
achieving secure and scalable Grid-based content man-
agement within the domain of publishing industry.

• It facilitates better fine-grained usage control of Grid
storage resources through incorporating a policy de-
cision point within the proposed solution, which is
capable of enforcing usage control policies [4].

• It provides a history-based reputation measure for
matching resource usage policies with users, based on
users’ past behaviour.

The structure of the paper is the following. In Section
II, we give an overview of a real world use case from the
domain of multimedia publishing industry, which motivated
the work presented here. We also review technologies from
literature for achieving user-friendly content management
and scalability. Then in Section III, we give an overview
of some Grid security solutions relevant to the case study
and we present our approach in integrating these solutions
with the user-friendly content management and scalability
solutions. In Section IV, we define the architecture and
prototype description and present the implementation of
our prototype solution. In Section V, we discuss some
performance results for our solution from the perspective
of one of its components. Finally, Section VI concludes the



paper and gives directions for future work.

II. CASE STUDY: COLLABORATIONS IN THE PUBLISHING
INDUSTRY

In the publishing industry, companies may collaborate
under the umbrella of VOs in order to produce and use data
and documents related to all aspects of knowledge, such
as, for example, books, magazines, cartographic documents
and touristic material. Hence, in a Content Management
Virtual Organization (CMVO), multimedia content is stored
and shared through services offered by the participating
publishers. The owner of the CMVO can use it to carry out
the different phases of the publishing workflow, starting from
content gathering and ending with the final media product.

A CMVO, as shown in Figure 1, has three main actors:
• Publishers, who are responsible for creating the product

for their clients based on well-established Service-
Level Agreements (SLAs) stating the deadline, cost and
desired quality of the products.

• Content Owners, who own the multimedia content.
These may not be the same as the Publishers, but may
have established a contract with the Publishers allowing
them to utilize their databases.

• Server Farms, that provide extra computational and
storage resources to the Publishers in order for the latter
to be able to meet their client SLA commitments.

Additionally, there could be other actors such as the Review-
ers of the digital content and the products. Some possible
interactions among these actors are shown in Figure 1.

Such a CMVO highlights a number of issues:
1 Scalable provisioning of resources: The processing of

high-quality digital multimedia content, such as carto-
graphic maps and images, can be a resource-intensive
process in which CPU power and disk storage pose a
challenge to the task of producing the end products.
Therefore, a solution for scalable provisioning of re-
sources in such a collaborative environment is needed.

2 Trust and Security: As in any collaborative environ-
ment, permitting the sharing of resources raises issues
of trust and security both at the local resource level
as well as the global VO level. This is particularly
of relevance assuming that such sharing is carried out
across administrative and trust domains.

3 User-friendly content management: The publishers are
mainly concerned with achieving their tasks leading to
the the final goal, i.e. publishing and selling the end
product. Therefore, any content management system
they use must be friendly to the domain of their
expertise and usage. Additional technical functionality
must be hidden from these users of the system.

Within the scope of this case study, some of the main
tools that are used for addressing the user-friendly content
management and the scalability requirements are Alfresco
and the Grid SRM systems, respectively.

A. Alfresco

Alfresco Enterprise Content Management [1] is an open
source application platform for enterprise-level content man-
agement, which provides a user-friendly interface for most
business domains dealing with content management. The
platform is comprised of a repository specialized for content
storage, based on the standards JCR-1701 and CMIS [5],
a set of content services (locking, versioning, metadata,
search, workflow etc.), a set of APIs (e.g. SOAP [6] and
REST Web Services [7]) for external applications to access
the content repository and services, and a graphical user
interface components to access the content services.

The Alfresco architecture is J2EE server-based. Files
are stored by default on a content store based on a file
system, and metadata are stored on a Relational Database
Management System (RDBMS). The simplest configuration
uses a single content store and a single server. More complex
installations can have multiple, replicated content stores (on
different storage media) and multiple servers in clusters.
With respect to security, Alfresco provides authentication
and authorization features, based essentially on role-based
access control [8]. Finally, the platform is highly extensible
via Java programming for integration with other solutions.

B. Grid Storage Resource Management
One solution to the problem of scalability in the imple-

mentation of content management systems is to use Grid
computing. The challenge is to provision storage in a way
that is both flexible and affordable and to store digital
content with considerable size. With respect to storage, sev-
eral architectures exist to implement scalable content man-
agement repositories. In a business environment, solutions
to achieve content storage scalability based on clustered
architectures have been developed. For example, Content
Addressable Storage (CAStor) [9] and Centera2 allow easy
plug-in of new storage units on demand.

More recently, solutions based on Grid and Cloud com-
puting allow an organization to exploit storage services on a
pay-per-use metered basis. Examples in this class include
Amazon’s Simple Storage Service (S3) and Nirvanix. In
the scientific applications domain, the Open Grid Forum’s
Storage Resource Manager (SRM) [2] standard has evolved
from several Grid projects developing storage management
infrastructures and providing scientific applications with a
uniform software interface to reserve and store files. SRM,
defines a common service-oriented interface for accessing
storage resources in order to allow clients to use storage
resources from several providers.

III. GRIDTRUST SECURITY SERVICES

While several scalable solutions for content management
have been proposed, almost none of them provides flexible

1http://jcp.org/en/jsr/detail?id=170
2http://www.emc.com/products/family/emc-centera-family.htm
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Figure 1. The Content Management Virtual Organization.

and rich enough support for managing trust and security
requirements of users and service providers. Thus far, we
discussed how a scalable content management infrastructure
can be built using Grid architectures thanks to standards such
as OGF’s SRM. However, one of the main requirements of
the CMVO scenario is to provide a secure and trustworthy
collaborative environment, in which the sharing of resources
requires certain quality of protection. Such requirements
could include the definition and deployment of security and
usage policies for distributed Grid systems.

Project GridTrust 3 provides a technical framework con-
sisting of theoretical models, design tools and Globus-based
software services for the enhancement of trust and security
in Grid computing [10]. One of the main research novelties
in GridTrust is the adoption of a vertical view, which starts
at the level of requirements engineering and system design,
and ends at the applications, middleware and foundation
levels. For example, access and usage control VO policies
generated from domain-specific security requirements can
be enforced at the VO level or be refined and enforced at
the computational level (middleware and foundational).

Here, we review three services that were developed in
GridTrust and that were utilised in our solution. These are
the VBE Certificate Authority, which is used to establish
Public-Key Infrastructure (PKI) trust relations within the
system, the Enforcer, which provides a policy decision point
for evaluating and enforcing usage control policies, and
finally, the Reputation Management service used for the
matching of resource policies with users’ past behaviour.

The VBE Certificate Authority: The project developed
a VBE Manager service, which aims at coordinating the
registration of users and service providers in the VBE as
well as the creation of VOs and populating them with users

3http://www.gridtrust.eu

and service providers. As part of this service, a Certificate
Authority (CA) is provided, which issues users and service
providers with identity certificates. The CA uses the Bouncy
Castle library4 to generate X-509 certificates [11]. It also
uses the certificate and private key of a Globus SimpleCA
for signing certificates.

The Enforcer Component: The Enforcer receives re-
quests to access and use content, it then evaluates these
requests against the security policies that apply to the
required content and enforces the final decision by allow-
ing/rejecting the request. Policies are written in XACML
[12] and the Enforcer extends the XACML runtime support
in order to support not only access control but also usage
control policies [4]. In particular, it supports object and
subject attributes, including mutable attributes, such that it
can enforce all types of history-based policies. Furthermore,
the Enforcer implements obligations, which are actions that
must happen before, during or after the access to the resource
(e.g. the content must be deleted after 20 days from when
it is uploaded for the first time).

The Reputation Management Service: The responsibil-
ity of the reputation management service is to keep track of
the past behaviour of users of a VO and transform such usage
history information in reputation credentials that can be
considered by service providers when taking decisions. The
service builds reputation by collecting feedback from the
usage control services, such as the Enforcer, which monitors
whether users of the VO make appropriate usage of the VO
resources granted to them [13]. Security and usage control
policies establish what is meant by appropriate usage of VO
resources and therefore define the expected behaviour that
users should follow when using those resources.

4http://www.bouncycastle.org/java.html



A. Our Approach

The solution adopted in this paper is based on building
a prototype that glues all the above technologies into one
system, which we call the Distributed Content Management
Demonstrator (DCMD). The purpose behind DCMD is to
provide a platform for secure scalable content management
in the business world based on the Grid paradigm. More
specifically, the DCMD extends Alfresco by providing the
following: a) an integration with SRM as a back-end content
storage mechanism for Alfresco, b) an integration with the
VBE CA to provide a trust infrastructure and c) an extension
of the role-based authorization mechanism that includes
usage control policies and that uses the Enforcer compo-
nent. In the upcoming sections, we present the architecture,
implementation and evaluation of the DCMD. For simplicity,
we shall refer to the CMVO as the “VO”.

IV. ARCHITECTURE AND PROTOTYPE DESCRIPTION

In this section, we describe the architecture and prototype
of our solution, which integrates the individual technologies
presented in the previous section.

A. Architecture Description

The architecture of the DCMD is shown in Figure 2 both
at the VO set-up and the VO usage phases. The architecture
utilises a subsystem (termed the CMVO Manager), which
coordinates access and usage of storage, computing and ap-
plication services needed to implement an effective content
management system to be used by several users in the VO.
Users can be Content Providers, Consumers or both. They
rely upon the VO Manager to store, transform, index, search
and download documents and multimedia content.

Service providers can be providers of storage, or appli-
cation services such as specialized indexing functionalities,
geolocation functionalities etc. In the implementation of the
DCMD, the focus has been on providers of Grid storage
services. The VO Manager should be considered both an
organizational entity and a software system - it takes care
of user requests dispatching them to appropriate service
providers, enforcing resource usage policies and collecting
evidence of fair behavior (i.e. reputation) of VO users.

Before users can access and use the VO resources, how-
ever, a VO setup phase is required. In this phase, the VO
Manager collects information about Grid service providers,
including identity information, as well as a description of
the service and security policies they provide. The VO
Manager matches service provider profiles and policies with
the VO policies to ensure they are compatible and extends
invitations to service providers to join the VO. At some
point, the service providers join the VO and are then eligible
to advertise their services. Similarly, users must register
with the VO manager providing their identity and other
information about themselves before they can join a VO.

B. Prototype Description

In this section we provide a few highlights and technical
details on the prototype design.

User Interface: The interface for the VO users provides
access to search, upload, download as well as categorization
and metadata-related functionality. Users are presented with
a sort of “file explorer”, allowing the organization of content
according to the usual “file and folder” visual metaphor.
This allows users to access all available operations on the
content. The interface is implemented as a customization
and extension of an Alfresco community component. On
the other hand, the VO Manager has a few administrative
tools available, which it can use to manage users, service
providers and policies. For example, the interface shows the
reputation of users and all other attributes relevant to usage
control policies, which may determine the constraints users
accesses to resources. Finally, The interface also shows the
list of service providers that join a VO, the type of services
they provide and the endpoint to access the service.

Extending Alfresco to Support Usage-Control Policies:
The GridTrust project developed two mechanisms for us-
age control: the first being computation-level usage control
(i.e. based on the Grid Resource Allocation Management
(GRAM) [14] protocol), where usage control is performed
at the individual Grid node executing the users requests.
The second being service-level, where enforcement is done
at the VO level and can be used to enforce a wider variety
of user requests beyond computational tasks. In the DCMD,
we focused on enforcing usage of resources at the VO level.

Policy enforcement and decision is implemented in an
application component, which enforces policies related to
usage of resources for the whole VO, and uses as a library
the Enforcer’s policy decision point. Technically, the Policy
enforcement and decision points have been integrated as
part of the Alfresco platform. The Enforcer knows about
users policies, which are valid for the whole VO, and the
service providers’ policies, which are relevant and applied to
each service. Any service providers that join the VO register
first their own policies with the Enforcer. User policies are
centrally managed and apply to all users of the VO.

We identified a set of protected operations within the set
of Alfresco public services that need to be protected with re-
spect to usage control. Specifically, we selected as protected
operations content reading and writing. Turning an Alfresco
public service into a protected operation is implemented
using the Alfresco extensible security architecture, which
allows to plug-in security interceptors to process each call
to the service. Content reading and writing is then subject
to policies defined as XACML in the Enforcer.

The following policies were identified and implemented.

• Consumable resource usage policies (for storage re-
sources and subscription-type “pay-per-use” services)

• History-based usage control policies
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Figure 2. The High Level Architecture for (a) VO setup and (b) VO usage phases.

• Policies expressing obligations
Examples of the above policies include:

1. A content provider (e.g. touristic content, map data)
obtains space/application services from the VO to cre-
ate and manage content libraries. An example policy
would be that the “content provider should not use
more than its storage space as agreed with the VO (e.g.
subscription to storage service)”.

2. Content consumers (e.g. publishing companies) ac-
cess/query/download content provided by the VO in
libraries. An example policy would be “content con-
sumers can use content only according to their rights
(e.g. subscription to a library/content services)”

3. VO users can obtain credits to get more services from
the VO (e.g. download of premium content) through
their contributions to the VO.

4. Trial subscription should expire in 30 days, thus related
accounts should be canceled after 30 days.
Extending Alfresco to Interoperate with SRM: The

implementation maps Alfresco methods to corresponding
SRM 2.2 methods invoked via a BeStMan-based web in-
terface. The resulting implementation is pluggable to an
Alfresco installation to achieve more resilient and scalable
configurations. For example, one can use the local file
system for primary content storage and use a secondary
content storage, based on SRM, for replication and backup
purposes. Alternatively, one can use Alfresco’s clustering
architecture, which shows how an Alfresco installation may
use multiple SRMs to store digital content, therefore ad-
dressing scalability concerns. Each Alfresco instance stores
content on a different SRM server and the Replicating
Content Store (a component in Alfresco’s clustering system)
forwards requests to the other SRM servers when looking-up
of content fails in the primary store. Finally, if a single-
primary/multiple-SRM configuration is used, one would
require implementing a scheduler/balancer at the low level,
in order to assign load to the different SRMs.

V. PERFORMANCE RESULTS

We carried out a performance evaluation under heavy
load of the main GridTrust service used, i.e. the Enforcer
component. The performance overhead is shown in Figrue

3, which depicts the time to evaluate from 10 up to 100
parallel requests against a database of 10 XACML policies
each composed of 5 rules. These numbers show expected
delay for enforcing access and usage control policies.

VI. CONCLUSION AND FUTURE WORK

We presented in this paper a prototype called the Dis-
tributed Content Management Demonstrator, which provides
a user-friendly secure and scalable solution for the manage-
ment of high-volume digital multimedia content based on
Grid computing. Our solution enhances the Alfresco content
management system with Grid capabilities by integrating it
with BeStMan, an implementation of OGF’s SRM standard
for Grid-based storage management. The Demonstrator also
provides better control over access and usage of resources
since it utilises the Enforcer PDP to enforce usage control
policies allowing it to express consumable resource usage,
history-based usage and obligation policies.

The main advantage of this work is that it provides a
solution for a real use case in which Grid computing is
utilised commercially in the domain of distributed content
management for the publishing industry. During the test
phase of the Demonstrator, the cartography institute of De
Agostini, the main users of the system, evaluated the use of
usage control security policies, which have been so far very
infrequently used inside the company. These policies have
allowed De Agostini to open up new business possibilities.
For example, De Agostini can now offer its customers
contracts which allow them to read a fixed number of eBooks
or images per month. The requirement is that customers
content consumption must be limited to the amount specified
in their contracts (enforced by the new policies). Further
the end user can download premium content only if it
uploads its own contents, for example personal reviews, to
the books just downloaded. The Demonstrator has provided
De Agostini with the possibility of re-evaluating the use of
Grids for the management and sharing of digital content.

There very few solutions in literature that have been
proposed for providing Grid-based scalable and secure back-
up for content management technologies [15], [16]. In [15],
the authors propose a distributed P2P-based Grid content
management architecture, which combines Grid and Client-



Figure 3. Average Enforcement Time for Parallel Requests (100 iteration for each request).

Server paradigms. Security is managed through classical
access control and audit trail mechanisms, although these
are left underspecified by the authors. In [16], the au-
thors present the Scientific Annotations Middleware (SAM),
which a set of services facilitating the management of
metadata describing data objects and their semantic rela-
tionships. The middleware provides a content management
front-end to clients backed-up by data Grid storage. In
SAM, authentication and authorisation is applied using PKIs.
Finally, the Alfresco Management and Security Toolkit5 is
a project that had the goal of produce a set of Web service
workflows allowing the use of Alfresco by the educational
community in repository projects and learning design.

Future work will be to exploit the proposed Grid-based
solution in other data-intensive domains that require security
and scalability. One such domain could be the health care
domain, where data sharing bring in new security issues such
as anonymity and integrity.
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