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Abstract

Based on the ideas: “invertible cycle”, “tame trans-
formation” and “special oil and vinegar”, three differ-
ent nonlinear invertible transformations were constructed
separately. Then making use of the idea of the ex-
tended multivariate public key cryptosystem, and combin-
ing the nonlinear invertible transformations above with
Matsumoto-Imai (MI) scheme, three methods of design-
ing extended multivariate public key cryptosystem were
proposed. Next, the corresponding encryption and signa-
ture algorithms were given. Analysis results demonstrate
that the new extended cryptosystems inherit the merit
of MI scheme, i.e., efficient computation. Meanwhile, the
new extended cryptosystems can also resist the lineariza-
tion attack, differential attack and algebraic attack.

Keywords: Extended multivariate public key cryptosys-
tem, invertible cycle, matsumoto-imai scheme, special oil
and vinegar, tame transformation

1 Introduction

The 21st century is the era of information. With the
rapid development of electronic information science and
technology, information security has become so impor-
tant. After electronic information science and technology,
quantum and other new information science are building
up and developing [9]. But the development of quantum
computers will pose a threat to the widely-used public
key cryptosystems, which are based on discrete logarithm
problem and large integer factorization problem [10, 16].
Therefore, great attention has been paid to the post-
quantum public key cryptography [2], and multivariate
public key cryptosystems (MPKCs) develop rapidly in
this background. MPKC is considered to be a candidate
of secure cryptosystems in post-quantum era for its higher
efficiency, better security and easy access to the hardware
implementation, etc. During the last twenty years, MP-
KCs have received more and more attention.

The security of MPKCs depends on the difficulty of
solving a set of nonlinear multivariate quadratic equations
over a finite field [7] and the isomorphism of polynomi-
als problem [17]. Its research began in the 1990s. Ac-
cording to different central maps, MPKCs have been di-
vided into five schemes, which are Matsumoto-Imai (MI)
scheme, Hidden Field Equation (HFE) scheme, Unbal-
anced Oil and Vinegar (UOV) scheme, Stepwise Trian-
gular Systems (STS) scheme and Medium Field Equa-
tion (MFE) scheme [7]. Especially, in the past few years,
many cryptosystems have emerged in sequence, such as
the CyclicRainbow cryptosystem [14], the Double-Layer
square cryptosystem [3], the Enhanced STS cryptosys-
tem [19], etc, which make MPKCs develop and complete.
Meanwhile, researchers have also applied MPKCs to iden-
tification [15], special signatures [22, 24]and other fields.
So far, MPKCs have been a hot topic in cryptography.

In 1988, Matsumoto and Imai proposed MI scheme
with high efficiency, which was seen as the first scheme of
MPKCs [11]. In 1995, Patarin et al present linearization
attack aimed at MI scheme [12]. To resist linearization
attack, Jacques Patarin et al came up with the Flash
cryptosystem in 2000 [13], and Ding Jin-tai et al put
forward the PMI cryptosystem in 2004 [4], but both of
them were vulnerable to differential attack [5, 8]. In
2011, by incorporating the hash authentication technique
and traditional multivariate public key cryptography al-
gorithm, Wang Hou-zhen et al proposed Extended Multi-
variate Public Key Cryptosystem (EMC), which can resist
both linearization attack and differential attack [20]. The
emerging of EMC pointed out a new idea to construct
novel multivariate public key cryptosystems.

In this work, on the base of the ideas: invertible cy-
cle [6], tame transformation [21] and special oil and vine-
gar [23], three different nonlinear invertible transforma-
tions are built separately. Then by combining these non-
linear invertible transformations above and MI scheme,
three different methods to construct novel EMCs are pro-
posed. Finally, the performance analysis and security
analysis will be given.
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The rest of this paper is organized as follows. In Sec-
tion 2, we give a brief overview of general structure of
MPKCs, EMC and MI scheme. Section 3 presents 3 the
design of the novel EMCs. Section 4 gives the operation
efficiency and security analysis of our proposed cryptosys-
tems. Finally, Section 5 concludes this paper.

2 Preliminaries

2.1 General Structure of MPKCs

The trapdoor function of MPKCs is a set of nonlin-
ear multivariate quadratic polynomials over a finite field,
i.e.,P =: Fn → Fm,

P = (p1(x1, · · · , xn), · · · , pn(x1, · · · , xn)).

For 1 ≤ j ≤ k ≤ n, 1 ≤ i ≤ m, each pi(x1, · · · , xn) is
organized as follows

yi = pi(x1, · · · , xn) =
∑

1≤j≤k≤n

aijkxjxk +

n∑
j=1

bijxj + ci,

where xi ∈ Fq, 1 ≤ i ≤ n, and coefficients aijk, bij , ci ∈ Fq.
The construction of MPKCs is mainly based on the

hardness of Multivariate Quadratic (MQ) problem and
Isomorphism of Polynomials (IP) problem.

The trapdoor of MPKCs P = (p1(x1, · · · , xn), · · · ,
pn(x1, · · · , xn)) is constructed as follows:

u = (u1 , · · · , un)

↓ S

x = (x1 , · · · , xn)

↓ Q

y = (y1 , · · · , ym)

↓ T

v = (v1 , · · · , vm).

.

The public key P consists of three maps, i.e.,P = T ◦
Q ◦ S, where S : u → x = MSu + cS and T : y → v =
MT y + cT are random invertible affine maps in Fn and
Fm respectively. They mask the structure of the central
map together, and are important parts of the secret key.

2.2 EMC

In 2011, by combining the hash authentication technique
with traditional multivariate public key algorithm, Wang
Hou-zhen et al proposed Extended Multivariate Public
Key Cryptosystem (EMC). It can be used as a signature
scheme and an encryption scheme simultaneously. It was
an essential expansion of traditional multivariate public
key cryptography, and it improved security of the tradi-
tional MPKCs [20].

Tame transformation is used to construct EMC. Define
tame transformation first.

Definition 1 (Tame Transformation). Tame transforma-
tion is a special mapping G : GF (q)n → GF (q)n

t1
t2
...

tn−1

tn

 =


x1

x2 + g2(x1)
...

xn−1 + gn−2(x1, · · · , xn−2)
xn + gn−1(x1, · · · , xn−1)


where gi are arbitrary quadratic polynomials. The map-
ping G is so special that it can be easily inverted.

Definition 2 (Hash-based Transformation). A Hash-
based Transformation (HT) L : Fnq → Fnq

 y1

...
yn−δ

 = A ·

 x1

...
xn−δ

+ α1 yn−δ+1

...
yn

 =

 xn−δ+1

...
xn

+D ·

 xn+1

...
xn+δ

+

B ·

 x1

...
xn−δ

+ α2

where α1, α2 are (n−δ)-dimension vector and δ-dimension
vector respectively, A is a (n − δ) × (n − δ) matrix, and
D must be a diagonal and full-rank δ × δ matrix; B is a
random δ× (n− δ) matrix; all the coefficients are chosen
over Fq. The extended variables xn+i(1 ≤ i ≤ δ) are
defined by xn+i = Hk(x1||x2|| · · · ||xn−δ+i−1).

Known from the definition above, L can be seen as a
compression mapping from Fn+δ

q to Fnq , i.e.,(y1, · · · , yn) =
L(x1, · · · , xn, xn+1, · · · , xn+δ).

The public key of the extended MQ cryptosystem is
designed as follows:

P
′

= P ◦ L = T ◦ F ◦ U ◦ L = (p
′

1, · · · , p
′

n).

The public key is a set of multivariate quadratic poly-
nomials, which is a mapping from Fn+δ

q to Fnq , and the
corresponding secret key consists of L−1, U−1, T−1, F−1.

2.3 MI Scheme

In 1988, Matsumoto and Imai proposed the first multi-
variate public key cryptosystem, i.e., MI scheme [11].

Let k = Fq be a finite field of characteristic 2,
where q = 2m, and K be an extension field of degree
n of K. Then define a standard K-linear isomorphism
map Φ : K → kn,Φ(a0 + a1x + · · · + an−1x

n−1) =

(a0, a1, · · · , an−1).Define F : K → K,F (X) = X1+qθ ,
where θ is an integer such that 1 ≤ θ ≤ n and gcd(1 +
qθ, qn − 1) = 1. F is an invertible map and its inverse is
given by F−1(X) = Xt, where t(1 + qθ) ≡ 1mod(qn − 1).
Let F : kn → kn be a central map:

F̄ (x1 , · · · , xn) = φ ◦ F ◦ φ−1(x1 , · · · , xn)

= (F̄1 (x1 , · · · , xn), · · · , F̄n(x1 , · · · , xn))
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where F i(x1, · · · , xn) are quadratic polynomials of n vari-
ables.

Finally, let L1 and L2 be two randomly chosen invert-
ible affine linear maps over kn.

F̂ (x1, · · · , xn) = L1 ◦ F ◦ L2(x1, · · · , xn) =
(F̂1(x1, · · · , xn), · · · , F̂n(x1, · · · , xn)) is the ciphertext
suggested by MI scheme. The public key is F̂ (x1, · · · , xn),
and the secret key is (L−1

1 , L−1
2 , θ).

3 Design of the Novel EMCs

Nowadays most algorithms of MPKCs cannot be a sig-
nature scheme and an encryption scheme simultaneously
and most of them are under attack. How to construct a
secure and efficient MPKC enabling both signature and
encryption remain a hot topic and an open problem.

The key of our proposed cryptosystems is to build a
nonlinear and invertible transformation L. By making use
of the idea of EMC and incorporating MI scheme with
nonlinear invertible transformations L, the novel EMCs
are produced:

F̃ (x1 , · · · , xn) = F̂ ◦ L(x1 , · · · , xn)

= L1 ◦ F̄ ◦ L2 ◦ L(x1 , · · · , xn) (1)

3.1 Construction of L

Constructing nonlinear and invertible transformations L
is the key to design the novel EMCs. Three kinds of non-
linear and invertible transformations will be introduced
based on different ideas below.

3.1.1 Construction of Invertible Transformation
Based on “Invertible Cycle”

Assume the invertible transformation is L3, in order to
facilitate the inverse, L3 is defined in cases. Suppose the
order is n, to express properly the successor of {1, · · · , n},
define

µ : {1, · · · , n} → {1, · · · , n} : µ(i) =

{
1 for i = n

i+ 1 otherwise

Lemma 1. For a fixed integer n ≥ 2, define a nonlin-
ear transformation L3 : (x1, · · · , xn) → (t1, · · · , tn) as
follows:

 t1 : =

{
c1x1x2 for n odd

c1x1
qx2 for n even

,

ti : = cixixµ(i) for 2 6 i 6 n

Then the inverse image of (t1, · · · , tn),where ti ∈ F∗
q :=

Fq\{0}, ∀i is given by

x1 : =



√√√√∏(n−1)/2
i=0 t2i+1∏(n−1)/2
i=1 t2i

·

√√√√ ∏(n−1)/2
i=1 c2i∏(n−1)/2
i=0 c2i+1

for n odd

q−1

√√√√∏n/2−1
i=0 t2i+1∏n/2
i=1 t2i

· q−1

√√√√ ∏n/2
i=1 c2i∏n/2−1

i=0 c2i+1

for n even

xi : =
ti

cixµ(i)
for i = n , · · · , 2.

Remark 1. However, for some xi = 0 in the set
{x1, · · · , xn}, the definition of L3 is the same as that of
Lemma 1, so the conditions ti = 0 and ti+1 = 0 are
set up. Take odd n for example, the inverse of L3, i.e.,
(x1, · · · , xn) = L−1

3 (t1, · · · , tn) is organized as follows:
Either xi = 0 or xµ(i) = 0 is set up, where ti = 0.

1) For xi = 0, choose xµ(i) = a ∈ Fq\{0} randomly, and
other xi can be worked out in sequence:

xµ(i)+1 =
tµ(i)

cµ(i) a
, · · · , xn =

tn−1

cn−1 xn−1
for i = 1,

xµ(i)+1 =
tµ(i)

cµ(i) a
, · · · , xn =

tn−1

cn−1 xn−1
, x1 =

tn
cn xn

for i = 2,

xµ(i)+1 =
tµ(i)

cµ(i) a
, · · · , xn =

tn−1

cn−1 xn−1
, x1 =

tn
cn xn

· · · , xi−1 =
ti−2

ci−2 xi−2
for i = 3 , · · · , n.

2) For xµ(i) = 0, choose xi = b ∈ Fq\{0} randomly, and
other xi can be calculated in sequence:

xi−1 =
ti−1

ci−1 b
, · · · , x1 =

t1
c1 x2

, · · · , xµ(i)+1 =

tµ(i)+1

cµ(i)+1 xµ(i)+2
for i = n , n− 1 , · · · , 2,

xn =
tn
cn b

, xn−1 =
tn−1

cn−1 xn
· · · , xµ(i)+1 =

tµ(i)+1

cµ(i)+1 xµ(i)+2
for i = 1.

3) For xi = 0 and xµ(i) = 0, choose xµ(i)+1 = c ∈ Fq\{0}
randomly, and do the following work:

xµ(i)+2 =
tµ(i)+1

cµ(i)+1 c
, · · · , xn =

tn−1

cn−1 xn−1
for i = 1,

xµ(i)+2 =
tµ(i)+1

cµ(i)+1 c
, · · · , xn =

tn−1

cn−1 xn−1
, x1 =

tn
cn xn

for i = 2,

xµ(i)+2 =
tµ(i)+1

cµ(i)+1 c
, · · · , xn =

tn−1

cn−1 xn−1
, x1 =

tn
cn xn

, · · · , xi−1 =
ti−2

ci−2 xi−2
for i = 3 , · · · , n.

From the discussions above, it can be seen that if
there exists a singularity, i.e.,{x1, · · · , xn} such that



International Journal of Network Security, Vol.18, No.1, PP.60-67, Jan. 2016 63

{x1, · · · , xn|x1 = 0 ∨ · · · ∨ xn = 0}, there must be some
ti = 0. In this situation, the inverse image of {t1, · · · , tn}
is multiple, and the checksum need to be estimated. As
the number of singularities is qn − (q − 1)n, the probabil-

ity of the existence of a singularity is p1 = 1 − (q−1)n

qn ,
where q = 2m. Proper parameters can guarantee that the
probability is small enough and improve the decryption ef-
ficiency. Under the parameters m = 12, n = 28, the prob-
ability is p1 = 0.007; p2 = 0.002, for m = 14, n = 28;
p1 = 0.0005, for m = 16, n = 27, so the parameters
m = 16, n = 27 are recommended.

3.1.2 Construction of Invertible Transformation
based on Tame Transformation

Lemma 2. Suppose the invertible transformation to con-
struct is L4. Choose positive integers n, d such that
n > 2d, and define the invertible transformation based
on tame transformation L4 : (x1, · · · , xn)→ (t1, · · · , tn)



t1 = x1 + xd+1xn
t2 = x2 + xd+2xn−1

...
td = xd + x2dxn−d+1

td+1 = xd+1

...
tn = xn.

Then the inverse image of (t1, · · · , tn), i.e.,
L−1

4 (t1, · · · , tn) = (x1, · · · , xn) is given by



x1 = t1 + td+1tn
x2 = t2 + td+2tn−1

...
xd = td + t2dtn−d+1

xd+1 = td+1

...
xn = tn.

3.1.3 Construction of Invertible Transformation
based on “Special Oil and Vinegar”

Suppose the invertible transformation to construct is L5,
and choose positive integers o, v and n such that o > v
and n = o+v. Divide the variables {x1, · · · , xn} into two
parts:{x1, · · · , xv, · · · , xo} and {xo+1, · · · , xn}.

Lemma 3. Randomly choose ri ∈ Fq, i = 1, · · · , n and

define L5(x1, · · · , xn) = (t1, · · · , tn) as follows:

t1 = x1

...
tv = xv
...
to = xo
to+1 = (x1+r1)

xo+1

...

tn = (xv+rv)
xn

where variables (t1, · · · , to) containing the first degree
parts can be seen as “oil variables”; and variables
(to+1, · · · , tn) containing the quadratic parts can be seen
as “vinegar variables”.

Then the inverse image of (t1, · · · , tn), i.e.,
L−1

5 (t1, · · · , tn) = (x1, · · · , xn), where ti ∈ F∗
q := Fq\{0},

i = o+ 1, · · · , n is given by

x1 = t1
...
xv = tv
...
xo = to
xo+1 = to+1

(t1+r1)

...
xn = tn

(tv+rv) .

Remark 2. For some ti = 0, i = o+1, · · · , n, the inverse
image of (t1, · · · , tn), i.e.,L−1

5 (t1, · · · , tn) = (x1, · · · , xn)
is obtained as follows.

For some ti = 0, either xi = 0 or xi−o + ri−o = 0 is
set up. If xi−o + ri−o = 0, choose xi ∈ Fq, and solve
(x1, · · · , xn) from (t1, · · · , tn) directly, otherwise, utilize
Lemma 3.1.1.

In conclusion, the existence of ti = 0 makes the so-
lution (x1, · · · , xn) not unique, the checksum need to be
calculated. Similar to Section 3.1.1, the probability of the

existence of a singularity is p2 = 1− (q−1)n

qn , so it can lower
the probability, and improve the decryption efficiency by
choosing proper parameters. For m = 16, n = 27, the
probability is p2 = 0.0005, so the parameters m = 16, n =
27 are proper.

3.2 Construction of Three Kinds of
EMCs

By using the idea “function composition”, and combin-
ing MI scheme with those nonlinear invertible transfor-
mations Li in Section 3.1, the public key polynomials of
the novel EMCs are deduced as follows:

F̃i(x1 , · · · , xn) = L1 ◦ F̄ ◦ L2 ◦ Li(x1 , · · · , xn)

= (F̃i1(x1 , · · · , xn) , · · · , F̃in(x1 , · · · , xn)),

i = 3 , 4 , 5 .
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Conversely, the secret keys consist of
(L−1

1 , L−1
2 , L−1

i , θ), i = 3, 4, 5.

3.3 Encryption Algorithms

It can be seen that the secret keys of encryption algo-
rithms are D = (L−1

1 , L−1
2 , L−1

i , θ), i = 3, 4, 5 from the
construction process of the novel EMCs.

According to the construction of nonlinear transfor-
mation L in Section 3.1, when there exists a singularity
{t1, · · · , tn|t1 = 0 ∨ · · · ∨ tn = 0}, the inverse images of
(t1, · · · , tn) : L−1

3 (t1, · · · , tn) and L−1
5 (t1, · · · , tn) can be

multiple. Therefore, the encryption process and the de-
cryption process will be discussed in two cases.

1) When there does not exist a singularity, the solution
of L−1

i (t1, · · · , tn) is unique.

The encryption process. Given the plaintext
(x1, · · · , xn) ∈ Fnq , use the public key F̃i to calcu-

late the ciphertext (y1, · · · , yn) = F̃i(x1, · · · , xn).

The decryption process. Received the ciphertext
(y1, · · · , yn) ∈ Fnq , calculate the corresponding plain-
text (x1, · · · , xn) as follows:

a. Compute (y
′

1, · · · , y
′

n) = L−1
1 (y1, · · · , yn);

b. Use the secret key θ to get the inverse
transformation of the central map F̄ , i.e.,
(x
′

1, · · · , x
′

n) = F̄−1(y
′

1, · · · , y
′

n);

c. Compute (t1, · · · , tn) = L−1
2 (x

′

1, · · · , x
′

n);

d. Finally, compute the corresponding plaintext
(x1, · · · , xn) = L−1

i (t1, · · · , tn).

2) When there exists a singularity, i.e., the solution of
L−1
i (t1, · · · , tn) isn’t unique.

The encryption process. Given the plaintext
(x1, · · · , xn) ∈ Fnq , use the public key F̃i to cal-
culate the corresponding ciphertext (y1, · · · , yn) =
F̃i(x1, · · · , xn). Meanwhile, utilize the public hash
function Hash1 to calculate the checksum of plain-
text Hash1(x1, · · · , xn) = v.

The decryption process. Received the cipher-
text (y1, · · · , yn) ∈ Fnq and the checksum
Hash1(x1, · · · , xn) = v, the plaintext can be ob-
tained as follows:

a. Compute (y
′

1, · · · , y
′

n) = L−1
1 (y1, · · · , yn);

b. Use the secret key θ to get the inverse
transformation of the central map F̄ , i.e.,
(x
′

1, · · · , x
′

n) = F̄−1(y
′

1, · · · , y
′

n);

c. Compute (t1, · · · , tn) = L−1
2 (x

′

1, · · · , x
′

n);

d. Use the secret key L−1
i to get

(x̄1, · · · , x̄n) = L−1
i (t1, · · · , tn),and com-

pute Hash1(x̄1, · · · , x̄n) = v
′
. If v = v

′
,

the corresponding solution (x̄1, · · · , x̄n) is the
right plaintext, otherwise, discard the solution
(x̄1, · · · , x̄n).

3.4 Signature Algorithms

The signature process. Suppose that the message M
is the document to sign, and compute (y1, · · · , yn) =
Hash2(M). The secret keys of signature algorithms are
the same as those of encryption algorithms, so are the
process of calculating the signature (x1, · · · , xn) and the
encryption process in Section 3.3. The difference is that
whether there exists a singularity. When the signature
isn’t unique, choose one of the signatures randomly.

The verification process. Received the message M and
signature (x1, · · · , xn), do the verification as follows:

1) Use another public Hash function Hash2 to compute
Hash2(M) = (y1, · · · , yn);

2) Compute F̃ (x1, · · · , xn) = (y
′

1, · · · , y
′

n), then de-
termine whether the condition (y

′

1, · · · , y
′

n) =
(y1, · · · , yn) is true, otherwise, discard the invalid sig-
nature.

4 Operation Efficiency and Secu-
rity Analysis

The operation efficiency and the security analysis of three
novel EMCs will be given in the next installment.

4.1 Operation Efficiency

Encryption (verification) efficiency. Compared to the en-
cryption (verification) efficiency of the MI scheme, the
novel EMCs need simply do another operation Li, i =
1, 2, 3. It can be seen that their efficiencies are high, and
barely affect the whole efficiency of our proposed cryp-
tosystem from the construction of Li in Section 3.1.

Decryption (signature) efficiency. During the decryp-
tion process, when there exists a singularity, the solution
isn’t unique, and the verification need to be done many
times. But the existence of a singularity can be avoided
by choosing the proper parameters. During the signature
process, just choose one of the solutions.

Above all, under the proper parameters, the three novel
EMCs inherit high efficiency of MI, and the whole opera-
tion efficiency keeps high.

4.2 Security Analysis

Generally, attacks aimed at MPKCs are divided into
two groups: structure-based attack and direct attack.
Structure-based attack aims at the special structure of
MPKCs, and it mainly includes linearization attack and
differential attack. Direct attack starts with the public
key polynomials of MPKCs. The common tools are com-
prised of the Gröbner base algorithm and the XL algo-
rithm. Next, the security analysis of three EMCs will be
performed. To keep it simple, take the EMC based on
invertible cycle for example.
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4.2.1 Linearization Attack

In 1995, Patarin present a linearization attack to the
MI scheme, which simplified linear equations and posed
threat to MI [12]. Next, it will be demonstrated that our
proposed cryptosystem can be resistant against lineariza-
tion attack.

Definition 3. Let P = (p1, · · · , pm) be polynomials with
n variables over Fq,with regard to P , a linearization equa-
tion is organized as

n∑
i=1

m∑
j=1

aijxiyj +

n∑
i=1

bixi +

m∑
i=1

ciyi + d

∈ Fq[x1 , · · · , xn , y1 , · · · , ym]

s.t. when plugging pi into yi, a zero polynomial about
(x1, · · · , xn) the variable are obtained:

n∑
i=1

m∑
j=1

aijxipj +

n∑
i=1

bixi +

m∑
i=1

cipi + d = 0.

According to the central map of MI F : X 7→ Xqθ+1,

the following special algebraic relation:Y q
θ−1 = Xq2θ−1.

Multiply XY on both sides of the relation to acquire the

relation: XY q
θ

= Y Xq2θ .
Further, it can be easy to obtain n multivariate

quadratic equations over Fq by the isomorphic mapping
φ. Each equation is organized as follows:

n∑
i=1

n∑
j=1

aijxiyj +

n∑
i=1

bixi +

n∑
i=1

ciyi + d = 0 (2)

Given O((n + 1)2) plaintext-ciphertext pairs
(x1, · · · , xn, y1, · · · , yn), it is feasible to work out the
coefficients of the equation above. Once worked out all
the coefficients and given the ciphertext y = (y1, · · · , yn),
n linear equations about the plaintext x = (x1, · · · , xn)
can be obtained.

Theorem 1. The EMC based on invertible cycle puts for-
ward the nonlinear invertible transformation L3, s.t. the
structure of public key polynomial will be changed to resist
linearization attack.

Proof. Similar to MI scheme, n multivariate quadratic
equations of our proposed cryptosystem can be obtained,
and each equation is organized as follows:

n∑
i=1

n∑
j=1

aijtiyj +

n∑
i=1

biti +

n∑
i=1

ciyi + d = 0 (3)

If given O((n + 1)2) plaintext-ciphertext pairs
(t1, · · · , tn, y1, · · · , yn), the coefficients of the equations
above can be calculated. However, since the cipher-
text (y1, · · · , yn) is known, and the intermediate variables
(t1, · · · , tn) remain unknown, the coefficients cannot be
calculated when plugging the ciphertext (y1, · · · , yn) into

the equation. In the worst case that all the coefficients
are calculated, linear equations about ti can be obtained
by plugging (y1, · · · , yn) to Equation (3).

After plugging the expression of ti, multivariate
quadratic equations about (x1, · · · , xn) will be derived.
Solving this kind of equation is still a NP problem, so
it can be concluded that: our proposed cryptosystem is
resistant against linearization attack.

4.2.2 Differential Attack

Differential attack aims at the type such as MI scheme.
Initially, it was used to attack PMI [5], and it was
also used to attack the SFLASH cryptosystem, i.e.,C∗−
scheme later [8]. Next, it will be proved that the novel
cryptosystem can resist differential attack.

Definition 4. For any function F (x), its differential at
point Fqθ is defined by DF (a, x) :

DF (a, x) = F (x+ a)− F (x)− F (a) + F (0).

When F is a quadratic function, if regard DF (a, x) as a
function of variables x and a, DF (a, x) is a symmetric
bilinear function about x and a.

In MI scheme, the inner function is F̃ (x) = x1+qθ , so

DF̃ (a, x) = xaq
θ

+ axq
θ

. Obviously, is symmetric bilin-
ear., the differential function has a very specific multi-
plicative property:

DF̄ (a , ξ · x) +DF̄ (ξ · a , x) = (ξ + ξq
θ

)DF̄ (a , x) (4)

Similarly, the differential function of public key P =
L1 ◦ F̄ ◦ L2 is DP (a, x) = T ◦ DF (U(a), U(x)), which
satisfies the following relation:

DP (ξa , x) +DP (a , ξx)

= L1 ◦DF̄ (ξ · L2(a) , L2(x))

+ L1 ◦DF̄ (L2(a) , ξ · L2(x))

= L1 ◦ (ξ + ξq
θ

) ◦ L1
−1 ◦DP (a , x) (5)

Let PΠ = TΠ ◦ F̄ ◦ L2 be the public key of the C∗−

scheme. It is entirely feasible to find the non-trivial map
Nξ such that

P
′

Π = PΠ ◦Nξ = TΠ ◦Mξ ◦ F̄ ◦ L2 (6)

where Nξ and Mξ denote two linear maps with regard to
ξ.

Therefore, a new MI public key can be obtained by
comprising r equations randomly chosen from P

′
Π with

(n− r) equations of the public key, and the probability of
success is 1− 1/q. Then make use of linearization attack
above to forge the signature.
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Theorem 2. The EMC based on invertible cycle uti-
lizes the idea function composition and adds the nonlin-
ear transformation L3 to the MI scheme, therefore, it can
break the special multiplicative property of MI and avoid
differential attack.

Proof. Relative to MI scheme, the public key of the
novel EMC is transformed from P to P

′
,

P
′

= L1 ◦ F̄ ◦L2 ◦L3 L
′

2 = L2 ◦ L3 L1 ◦ F̄ ◦L
′

2 (7)

Since L3 is a nonlinear transformation, L
′
2 in Re-

lation (7) is also a nonlinear transformation.∀x , ξ ∈
GF (qn), there obviously exists the following relation:

ξ ◦ L
′

2(x) 6= L
′

2(ξx) (8)

To the novel EMC, the differential function of public
key P

′
= L1 ◦ F̄ ◦ L

′
2 is

DP
′
(ξa , x) +DP

′
(a , ξx)

= L1 ◦DF̄ (ξ · L
′

2(a) , L
′

2(x)) +

L1 ◦DF̄ (L
′

2(a) , ξ · L
′

2(x)) (9)

6= L1 ◦ (ξ + ξq
θ

) ◦ L1
−1 ◦ (DP

′
(a , x) )

Expression (9) shows that the introduction of the
transformation L3 breaks the special multiplicative prop-
erty of MI scheme.

In conclusion, our proposed cryptosystem can resist
differential attack.

4.2.3 Algebraic Attack

The common tools of algebraic attack consist of the
Gröbner base algorithm and the XL algorithm. So far,
the most efficient methods to computer Gröbner bases
are F4 and F5 algorithms.

According to the relations of the number of equations
m and the number of variables n, and algebraic attack
in three cases are discussed: m > n, m < n, and m=n.
The equations satisfying the relation m > n are called
overdetermined equations [1], when m < n, underdeter-
mined equations [18], and when m=n, permutation equa-
tions [21]. In our cryptosystem, the public key polynomial
P (x1 , · · · , xn) = (y1 , · · · , yn) satisfies the relation
m=n. Therefore, the cases m > n and m < n are de-
scribed no longer.

To the best of our knowledge, when K = GF (q) (q 6=
2) is big, and m=n, the complexity to solve the permuta-
tion equations is proved to be O(23m) [21].

In the novel cryptosystem, the corresponding equa-
tions are expressed as follows:

p1(x1 , · · · , xn) = y1

...

pn(x1 , · · · , xn) = yn

(10)

where the number of equations is equal to the number
of variables. According to Section 4.1.1, the public key

pi(x1 , · · · , xn) is multivariate quartic polynomial. The
complexity to solve Equation (10) is much greater than
the corresponding quadratic equations. Under the rec-
ommended parameters n=27 and q = 216, the complexity
to solve multivariate quadratic equations is about O(281),
therefore, the complexity to solve the public key polyno-
mials of the novel EMC is more than O(281), that is, our
proposed cryptosystem can be resistant against algebraic
attack.

All in all, from Sections 4.2.1, 4.2.2, and 4.2.3, it can be
concluded that the EMC based on invertible cycle can re-
sist linearization attack, differential attack and algebraic
attack. Similarly, the EMC based on tame transforma-
tion and the EMC based on special oil and vinegar are
also secure, and detailed proofs are not given here.

5 Conclusions

In this paper, three different nonlinear invertible transfor-
mations are put forward. Incorporated with MI scheme,
three novel EMCs are recommended. Next, the corre-
sponding encryption and signature algorithms are pro-
vided. Finally, the operation analyses and security analy-
ses of three novel cryptosystems are implemented. It can
be demonstrated that our proposed cryptosystems can re-
sist linearization attack, differential attack, and algebraic
attack. Whether there is a new attack to our novel EMCs
and the selection and optimized implementation of con-
crete parameters need further research.
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