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I would like to welcome you to the fifteenth annual FEA Student 
-and Alumni Conference. The format of this conference has 
been constantly evolving ever since Dean Ibrahim Hajj started 
this activity 15 years ago.  This year is a special year for this great 
faculty and University.  It is AUB’s 150 birthday and because of this 
momentous occasion, we have expanded the conference and 
offered participation to faculty and students from universities 
other than AUB. The conference has eight half-day sessions 
each two running in parallel.  In the sessions we have student 
speaker, both undergraduate and graduate students, and some 
of the students are from universities other than AUB. We have a 
distinguished alumnus and a distinguished young alumnus from 
the five departments that have been in existence for a while to 
have alumni. I hope that Chemical and Petroleum Engineering 
will start selecting their distinguished alumni soon. We also have 
a faculty member from each department making a presentation 
that covers their experience in academia, and for the first time, we 
have invited faculty members from outside AUB to give addresses 
about their experiences. We hope that with this format we have 
evolved this conference from an FEA Conference to one for all 
Engineers in Lebanon.   There will be a reception at the FEA 
Terrace on Thursday at 6:30 p.m. where monitory awards will be 

 WELCOME TO 
  THE 15TH FEASAC
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given to the best student presentation and the best poster 
in each session.  This past Fall Semester FEA had 2,245 
registered undergraduate students, 263 masters students, 
and 68 Ph.D. students. This year we established two new 
departments, the Department of Chemical and Petroleum 
Engineering, and the Department of Industrial Engineering 
and Management. We have also started a graduate only 
program in Biomedical Engineering, which admitted its first 
students this Spring Semester. We are awaiting approval 
from New York State of our new Program in Petroleum 
Engineering.  Now allow me to extend many thanks to 
the FEASAC organizing committee, the FEA students, the 
FEA faculty members, and the FEA staff members, for their 
dedicated work throughout the year to make this conference 
possible.

M a k r a m  T.  S u i d a n ,  D e a n
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FAT E H  S A k kA L

fACulTy of enGineerinG And ArCHiTeCTure
lifeTiMe ACHieveMenT AwArd

BELovEd PRoFESSoR, MEnToR And FRiEnd 
WHo ExCELLEd AS An EduCAToR And A 
PRACTiTionER
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- Born in Aleppo in 1926.
- Graduated from the University of Cairo with a B.Sc. degree in Mechanical 

Engineering (1949).
- Joined the Syrian University as a lecturer (1950-1954)
- Awarded a scholarship to do graduate work at the University of Manchester 

(UMIST) in 1954.
- Studied radiation measurement from curved surfaces at UMIST where he 

invented a special instrument for his research topic.
- Graduated from UMIST with a Ph.D. in Mechanical engineering (1956)
- Joined the G.N.Haden co. in London, working in the HVAC field (1956-1957)  

a while simultaneously attending the School of Jet Propulsion and Gas 
Turbine in Farnborough.

- Appointed as associate professor at the Syrian University (1957-1959)
- Joined the American University of Beirut’s school of engineering as an 

assistant professor (1959).
- Promoted to full professor and chairman of the mechanical engineering 

department at A.U.B.
- Went on sabbatical as a visiting professor at the University of Minnesota  

(1968-1969) where he conducted research work on luminous flame 
measurement.

- Went on sabbatical as visiting professor at the University Of California, 
Berkley (1978-1979) where he studied the effect of cooling on sky radiation at 
the Lawrence Berkley Lab.

- Professional experience included HVAC, solar energy, and power diesel 
generating sets.

- Co-founded the Lebanese Society of Solar Energy and established a solar and 
weather station at A.U.B. that collected climatological data.

- Upon retirement in 1992, dedicated himself to charity and endowment work 
including establishing an award for the best renewable energy thesis in 
mechanical engineering at A.U.B.

B I O G R A P H Y
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Mr. Sadik’s talk will address his journey through the various walks 
of life covering the pre-AUB/Faculty of Engineering days, and the 
early exodus of his family, then his AUB experience at the Faculty 
of Engineering, which he considers to be his “formative years” and 
thereafter, his journey in life following graduation from his beloved 
alma mater to complete his theoretical education with lessons from 
the “University of Life.”  His address will cover the lessons learned 
along the way in the rich and complex walks of life. An expert in the 
world of construction, Mr. Sadik emphasizes the need to “construct” the 
human being and forge one’s character as a well-rounded individual 
first and foremost. A life-long learner, who cherishes the importance 
of knowledge and culture in all their facets, Mr. Sadik ties the AUB 
Motto “That they may have life and have it more abundantly” to the 
opportunities opened to young graduates to develop a strong work 
ethic, and give back to the community. 

fACulTy of enGineerinG And ArCHiTeCTure
lifeTiMe ACHieveMenT And  
disTinGuisHed AluMnus AwArd

E n g i n E E R , P o E T A n d  i n n ovATo R

R i A d  A L S A d i k

men to mAtcH my moUntAins,  
HoW to mAKe DreAms come trUe

A B S T R A C T
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Riad Tawfiq Al Sadik is a distinguished name in the Middle Eastern 
construction industry. A graduate of the American University of Beirut, 
Mr. Sadik, together with Mr. Khalaf Habtoor, founded Al Habtoor 
Engineering Enterprises in 1970.  From a workforce of less than 
100 and two projects worth AED120,000, the company has grown to 
become one of the leading construction companies in the MENA region 
with a workforce in excess of 25,000 and with a turnover in billions of 
dollars.  The youngest son in a family of 4 brothers and 3 sisters, Mr. 
Sadik is widely traveled. Born in Palestine, his initial years were spent 
in Lebanon. After graduating he trained in the United Kingdom and 
then spent three years working, the last year of which he was Head 
of Engineering for the Eastern Region of Saudi Arabia.  In 1967 he 
moved to Dubai as the UAE became a key market in the Middle East. 
Mr. Sadik is well known for his philanthropic activities, and he holds 
a wider interest in humanities. He is an avid reader of contemporary 
literature and an associate of several literary associations and 
community service organisations. 

 Currently, Riad Sadik is the: 
• Chairman of Habtoor Leighton Group 
• Owner / Chairman of Construction Machinery Center  
(a co. specialized in Construction Machinery).
• Owner / Chairman of Dar Al Rokham (a co. specialized in Stone works).
• Owner of Grand Millennium Dubai, a five star hotel.
• Owner of Rosegrade Ltd. (a UK Services Co.).
• Owner of Gulf American, Los Angeles, U.S.A (Currently a 
Development Co.)
• Owner of Business Bay Hotel. 
• Chairman of Kazax Minerals 
Riad Sadik also holds membership of various boards including the 
Board of Trustees of the American University of Sharjah, the Board 
of Trustees of Birzeit University Palestine, the Board of Trustees of 
Bethlehem Development Board, and the Board of Trustees of the 
Institute for Palestine Studies. He is also Vice Chairman of the Board  
of Governor’s of the Pearl Initiative.  

B I O G R A P H Y
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Mr. Abbany is currently Director of Transportation Department at Dar  
Al-Handasah Consultants (Shair & Partner). He graduated from AUB in 
1999 with a BE degree in Civil Engineering, and then earned, in 2002, his 
ME degree in Transportation, also from AUB.  Mr. Abbany joined Dar 
Al-Handasah immediately after his gradu-ation, and has since grown from 
junior engineer in his early years, all the way up the ranks until his election 
as partner and director of the firm in 2012. In his 16 years with the firm, 
he has moved between the various design offices in Beirut, Cairo, Riyadh 
and Pune.  During his career, Mr. Abbany has been involved in several 
major projects in the Middle East and Africa, mainly in the field of transport 
planning and the design of roads, airports and transit systems. He has 
lead the works of multi-disciplinary teams, and successfully managed 
many large-scale and fast-track projects such as the Riyadh Metro Project 
(Saudi Arabia), the Planning of Al Maktoum International Airport (UAE), 
the Automated People Mover System at Princess Noura Bint Abdulrahman 
University for Women (Saudi Arabia), and the Autoroute Est-Ouest - East 
Lot Project (Algeria). 

in RECogniTion oF youR 
PRoFESSionAL ConTRiBuTion And 
AdvAnCEMEnT oF knoWLEdgE 
in THE AREA oF TRAnSPoRTATion 
EnginEERing And PLAnning

B I O G R A P H Y
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Mr. Abbany is currently Director of Transportation Department at Dar  
Al-Handasah Consultants (Shair & Partner). He graduated from AUB in 
1999 with a BE degree in Civil Engineering, and then earned, in 2002, his 
ME degree in Transportation, also from AUB.  Mr. Abbany joined Dar 
Al-Handasah immediately after his gradu-ation, and has since grown from 
junior engineer in his early years, all the way up the ranks until his election 
as partner and director of the firm in 2012. In his 16 years with the firm, 
he has moved between the various design offices in Beirut, Cairo, Riyadh 
and Pune.  During his career, Mr. Abbany has been involved in several 
major projects in the Middle East and Africa, mainly in the field of transport 
planning and the design of roads, airports and transit systems. He has 
lead the works of multi-disciplinary teams, and successfully managed 
many large-scale and fast-track projects such as the Riyadh Metro Project 
(Saudi Arabia), the Planning of Al Maktoum International Airport (UAE), 
the Automated People Mover System at Princess Noura Bint Abdulrahman 
University for Women (Saudi Arabia), and the Autoroute Est-Ouest - East 
Lot Project (Algeria). 

 I joined Dar Al-Handasah Consultants (Shair & Partners) in July of 1999, 
just 3 days after my graduation ceremony at AUB, striving to build a 
long-term and stable career in Lebanon. Now after almost 17 years, I can 
confidently say that this “right” decision actually marked the beginning 
of a successful journey in DAR, which took me around 4 different offices 
and led me to the top ranks in the firm.  This journey was not only 
characterized by a lot of dedication, smart-hard work, and continuous 
improvement; it was also full of challenges and excitement, which are 
typically encountered in the engineering field, especially when working 
on large-scale and fast-track projects in the region.  Today in my 
presentation, I will briefly take you through my journey, giving insight on 
a number of selected noteworthy highway, airport and railway projects 
that I have managed, the challenges faced, and the way my involvement 
in these projects shaped my career path and helped me achieve my 
Vision of Success.

mAnAGinG LArGe-scALe Projects:  
A joUrney of sUccess

 
ALi ABBAny

A B S T R A C T
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A graduate of AUB’s Civil Engineering and Engineering Management 
Programs, as well as Harvard Business School and INSEAD managerial 
development programs, Mr. Marwan Abou Zeid has over 15 years of 
advisory and operational management experience in the Middle East. 

 Mr. Abou-Zeid is currently the Vice President of Strategy & Corporate 
Development at Alsaad Group, a Saudi-based conglomerate active in 
the contracting, trading, and manufacturing fields in the GCC and the 
Levant. As member of the group’s senior executive team, he leads a wide 
number of initiatives of various types (strategic, commercial, operational, 
financial, and people-related) aimed at optimizing the performance  
of the group’s operating entities.  Prior to joining Alsaad Group, 
Mr. Abou-Zeid was Vice President at CDS, a regional management 
consulting firm advising private sector organizations in the Arab World 
on strategy, organizational transformation, operational improvement, 
and human capital enhancement. He led teams on a multitude of 
consultancy assignments in the insurance, contracting, manufacturing, 
retail and distribution, and banking fields among others. Mr. Abou-Zeid 
resides in Lebanon with his wife and two sons.

in RECogniTion oF youR ExCEPTionAL 
EnginEERing, MAnAgERiAL, And 
LEAdERSHiP SkiLLS

B I O G R A P H Y
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A graduate of AUB’s Civil Engineering and Engineering Management 
Programs, as well as Harvard Business School and INSEAD managerial 
development programs, Mr. Marwan Abou Zeid has over 15 years of 
advisory and operational management experience in the Middle East. 

 Mr. Abou-Zeid is currently the Vice President of Strategy & Corporate 
Development at Alsaad Group, a Saudi-based conglomerate active in 
the contracting, trading, and manufacturing fields in the GCC and the 
Levant. As member of the group’s senior executive team, he leads a wide 
number of initiatives of various types (strategic, commercial, operational, 
financial, and people-related) aimed at optimizing the performance  
of the group’s operating entities.  Prior to joining Alsaad Group, 
Mr. Abou-Zeid was Vice President at CDS, a regional management 
consulting firm advising private sector organizations in the Arab World 
on strategy, organizational transformation, operational improvement, 
and human capital enhancement. He led teams on a multitude of 
consultancy assignments in the insurance, contracting, manufacturing, 
retail and distribution, and banking fields among others. Mr. Abou-Zeid 
resides in Lebanon with his wife and two sons.

After obtaining my MEM from AUB, I started my career as a management 
consultant with CDS, a regional management advisory firm based in 
Beirut. Throughout the next 14 years, my engagements took me over 
10 different countries in the MENA and GCC. While each engagement 
had its unique objectives and challenges, what was in common was 
how to deliver tangible and practical recommendations to client 
organizations, allowing them to implement the recommendations and 
build in-house capability to sustain them. Progressing from Business 
Analyst to Vice President, my role evolved from engagement delivery 
in early years, to leading consulting teams, and eventually to develop 
the firm’s business and institutionalize its delivery mechanisms.  In 
October 2014, I made the transition from management consulting into a 
corporate role at Alsaad, a regional group with interests in contracting 
and related industries. As the group head of strategy group, I lead a 
variety of interactions with the management teams of all companies, 
with a primary objective to enhance the group’s long term performance 
and reduce risk. A key element of my job is to ensure the companies 
have competent leadership and that they have the right culture and 
incentives in place.  My AUB education provided me a solid foundation 
for my career, with such skills as: problem solving, working in teams with 
people from different backgrounds and diverse views, business writing, 
delivering effective presentations, analysis and number crunching, etc. 
Most importantly perhaps was the good work ethic that was drilled into 
us by AUB professors.

A cAreer in externAL AnD in-HoUse  
consULtinG: Lessons LeArneD

 
MARWAn ABou-ZEid

A B S T R A C T
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Hadi El-Amine is a Ph.D candidate in Operations Research at Virginia 
Tech working with Drs. Ebru Bish and Douglas Bish. Before coming 
to the US he received his BE in Electrical and Computer Engineering 
(in 2009) and his ME in Engineering Management (in 2012) from the 
American University of Beirut. Hadi’s research interest is the application 
of operations research techniques for improving healthcare operations, 
assisting the medical decision making process, and impacting policy. 
His current focus is on the formulation of robust blood screening 
strategies under limited information. Hadi is the recipient of the 2015 
INFORMS Bonder Scholarship for Applied Operations Research in 
Health services.

in RECogniTion oF youR inTELLECTuAL 
ConTRiBuTion To THE RESEARCH on 
HEALTHCARE MAnAgEMEnT

B I O G R A P H Y
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 Blood products are essential components of any healthcare system, 
and their safety, in terms of being free of transfusion-transmittable 
infections, is crucial. While the Food and Drug Administration (FDA) in 
the United States requires all blood donations to be tested for a set of 
infections, it does not dictate which particular tests should be used by 
Blood Collection Centers. Multiple FDA-licensed blood screening tests 
are available for each infection, but all screening tests are imperfectly 
reliable and have different costs. In addition, infection prevalence 
rates and other donor characteristics within the donor population are 
uncertain, while surveillance methods are highly resource- and time-
intensive. Therefore, only limited information is available to Blood 
Collection Centers on infection prevalence rates and other donor 
characteristics. In this setting, the budget-constrained Blood Collection 
Center needs to devise a post-donation blood screening scheme so as 
to minimize the risk of an infectious donation being released into the 
blood supply. The focus is on “robust” screening schemes under limited 
information. Toward this goal, various objectives are considered, and 
structural properties of the optimal solutions under each objective are 
characterized. This allows to gain insight and to develop efficient, exact 
algorithms. My research shows that using the proposed optimization-
based approaches provides robust solutions with significantly lower 
expected infection risk compared to other testing schemes that satisfy 
the FDA requirements. This has important public policy implications.

oPtimAL Post-DonAtion BLooD screeninG 
strAteGies UnDer UncertAinty

 
HAdi EL-AMinE

A B S T R A C T
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Nasser (M) Ghandour is Chairman and Chief Executive Officer of 
METS Holding, comprised of mechanical engineering; generator set 
assembly – supply – and maintenance, manufacturing, and a portfolio 
in real estate.  Born on June 19, 1965, Ghandour grew up with a 
remarkable interest for mechanics. During his childhood and at the 
early stages of his teenage years, his interest in fixing and assembling 
mechanical games grew into a passion. His determination to take 
part of the mechanical world led him as a young entrepreneur to 
establish his first company, METS (Mechanical Engineers, Technicians 
and Suppliers) during his days at the American University of Beirut. 

 Ghandour always believed that the dollar value of the project is 
temporary and what is the most valuable is a satisfied customer. With 
this vision, he was able to fill Baghdad’s streets with generator sets that 
caught the eyes of the first Telecom network in central Iraq. This first 
stepping stone has resulted over the next five years in the distribution 
of the products in thirty- two countries, forty today.  During his EMBA 
studies at AUB (2009), Nasser launched the PowerMet network, METS 
Energy’s own distribution and services network. Today PowerMet is 
operating in 13 countries with more than 500 employees in the Middle 
Eastern, Africa, and Asia. Ghandour was married to Suzanne Abou 
Zahr. The couple has three children. Ghandour is an avid reader, enjoys 
fishing, and listening to music.

in RECogniTion oF youR ExCEPTionAL 
EnginEERing, MAnAgERiAL, And 
LEAdERSHiP SkiLLS

B I O G R A P H Y
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assembly – supply – and maintenance, manufacturing, and a portfolio 
in real estate.  Born on June 19, 1965, Ghandour grew up with a 
remarkable interest for mechanics. During his childhood and at the 
early stages of his teenage years, his interest in fixing and assembling 
mechanical games grew into a passion. His determination to take 
part of the mechanical world led him as a young entrepreneur to 
establish his first company, METS (Mechanical Engineers, Technicians 
and Suppliers) during his days at the American University of Beirut. 

 Ghandour always believed that the dollar value of the project is 
temporary and what is the most valuable is a satisfied customer. With 
this vision, he was able to fill Baghdad’s streets with generator sets that 
caught the eyes of the first Telecom network in central Iraq. This first 
stepping stone has resulted over the next five years in the distribution 
of the products in thirty- two countries, forty today.  During his EMBA 
studies at AUB (2009), Nasser launched the PowerMet network, METS 
Energy’s own distribution and services network. Today PowerMet is 
operating in 13 countries with more than 500 employees in the Middle 
Eastern, Africa, and Asia. Ghandour was married to Suzanne Abou 
Zahr. The couple has three children. Ghandour is an avid reader, enjoys 
fishing, and listening to music.

What to expect after graduation?

Who are your future teachers?

What should be your guidelines?

Challenges and obstacles 

Is it luck or opportunity?

How to keep growing?

Is AUB that good?

When can we rest?

A fLAsH forWArD to WHAt Life After  
AUB miGHt Be: 

 
nASSER gHAndouR

A B S T R A C T
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Zahi Azouri is the Head of Corporate Development at FAMA Holdings 
(2012- Present), a Saudi Investment Company based in Riyadh, Saudi 
Arabia. He currently manages the monitoring of FAMA’s six businesses, 
which are completely diversified across industries, geographies, value 
chain play and stage of development ([Technology, Hospitality, Steel 
Production, and Fruit and Vegetable farming], [Saudi Arabia, Bahrain 
and the United States], [Software Development, Farming, Production / 
Processing, Packaging, and Sales], [Greenfield, Developing and Mature 
Businesses and Organizations]). He also leads FAMA group’s corporate 
initiatives (e.g., organizational restructuring, institutionalization of 
processes and governance) and assessment and execution of new 
investment opportunities.  Zahi is also a member of SAAC’s Executive 
Committee, SAAC being one of FAMA’s Green Field Projects he has 
lead from early feasibility stages to deal structuring, negotiation and 
closure, including EPC project oversight. (SAAC stands for Saudi 
Advanced Agriculture Company, founded in 2013, using advanced 
Hydroponics farming techniques).  Zahi’s previous experience 
includes working as a Refrigeration Design & Contracts Engineer 
at YORK International in Dubai, UAE (2003-2005), as a Business 
Development Manager GCC & Egypt at Hansgrohe ME&A Ltd. based 
in Nicosia, Cyprus (2005-2008), and as a Lead Associate at Strategy & 
(Formerly Booz and Company) in the Financial Services practice based 
in Beirut, Lebanon (2010-2012).  Zahi holds an MBA from INSEAD 
(2009) and a Bachelor of Mechanical Engineering from the American 
University of Beirut (2003), where he received the Dean’s Award for 
Creative Achievement on his final year project.

in RECogniTion oF youR  
ouTSTAnding EnTREPREnEuRiAL 
SkiLLS And LEAdERSHiP in BuSinESS  
And TECHnoLogy

B I O G R A P H Y
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Zahi Azouri is the Head of Corporate Development at FAMA Holdings 
(2012- Present), a Saudi Investment Company based in Riyadh, Saudi 
Arabia. He currently manages the monitoring of FAMA’s six businesses, 
which are completely diversified across industries, geographies, value 
chain play and stage of development ([Technology, Hospitality, Steel 
Production, and Fruit and Vegetable farming], [Saudi Arabia, Bahrain 
and the United States], [Software Development, Farming, Production / 
Processing, Packaging, and Sales], [Greenfield, Developing and Mature 
Businesses and Organizations]). He also leads FAMA group’s corporate 
initiatives (e.g., organizational restructuring, institutionalization of 
processes and governance) and assessment and execution of new 
investment opportunities.  Zahi is also a member of SAAC’s Executive 
Committee, SAAC being one of FAMA’s Green Field Projects he has 
lead from early feasibility stages to deal structuring, negotiation and 
closure, including EPC project oversight. (SAAC stands for Saudi 
Advanced Agriculture Company, founded in 2013, using advanced 
Hydroponics farming techniques).  Zahi’s previous experience 
includes working as a Refrigeration Design & Contracts Engineer 
at YORK International in Dubai, UAE (2003-2005), as a Business 
Development Manager GCC & Egypt at Hansgrohe ME&A Ltd. based 
in Nicosia, Cyprus (2005-2008), and as a Lead Associate at Strategy & 
(Formerly Booz and Company) in the Financial Services practice based 
in Beirut, Lebanon (2010-2012).  Zahi holds an MBA from INSEAD 
(2009) and a Bachelor of Mechanical Engineering from the American 
University of Beirut (2003), where he received the Dean’s Award for 
Creative Achievement on his final year project.

Dear Students,
I am looking forward to sharing with you some of the key learnings  
I have gathered during my twelve years of professional experience; 
I am sure they will answer many of the questions you would have.   
First and foremost, you need to be relieved of the peer and societal 
pressure, by understanding that there is no perfect job or career, and 
that the ultimate goal, although difficult to reach, is happiness. In order 
to reach this happiness, you should manage your career; ensuring a 
proper education is a must but is only the start… the bulk of career 
management should take place at work.  At work, several challenges 
will have to be addressed. At junior levels, it is more about the job 
challenges themselves. The more senior you will get, managing people 
and their expectations becomes the key challenge, and this requires 
soft skills.  There are several ways to get to the senior management 
roles in any organization; we will touch upon the various possible paths 
for Engineers to get up there, and highlight the importance of an MBA 
as a complement to your academic acumen. You have to know that you 
are lucky to be an AUB student, because AUB will provide you with 
the needed so that you could navigate through the challenges and 
uncertainties of the professional world.  I will make sure to conclude my 
short presentation by demonstrating to you how the above mentioned 
insights were applicable to my own career progression to date.

ADDresseD to tHe enGineerinG stUDents
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Georges Makhoul is the CEO of Constellation Holdings, a Dubai-based 
private investment firm with assets in Energy, Hospitality, Aviation, Real 
Estate, and Financials. He is also a Partner in Alcazar Capital, a Dubai-
based private equity firm with investments in Telecom, Renewable 
Energy, and Real Estate. He is a Director of multiple private and 
publicly-listed companies.  Until his Retirement from Morgan Stanley 
in January 2010, Mr.Makhoul was the President of the Firm in the 
broader Middle East and North Africa. He managed Morgan Stanley’s 
regional headquarter in Dubai, and the other offices in Doha, Riyadh, 
Jeddah and Khobar. Mr. Makhoul spearheaded the firm’s business in the 
region since its inception in 2005. He is an acknowledged franchise and 
business leader who counts among his advisory clients most of the Gulf 
governments, Sovereign Wealth Funds, Large MNCs and major private 
family investors.  Until 2005, Mr. Makhoul had been the Investment 
Banking Head for the European Consumer and Retail Industry, based 
in London. He had spent seven years in Tokyo leading the Telecom and 
Media Investment Banking group in Japan. Prior to Morgan Stanley 
Mr. Makhoul was the Managing Partner leading the Info-Coms and 
Entertainment consulting practice of PwC Japan. He had joined Price 
Waterhouse in the strategy consulting practice in New York in 1994. 

 Before PW, he led a National Science Foundation Research Center 
at Columbia University in NYC. He started his career with Strategic 
Operations and Management at Bellcore.  Mr. Makhoul holds a Ph.D. 
and M.S. degrees in Electrical Engineering from Syracuse University, and 
a B.E. in Electrical Engineering from the American University of Beirut. 
He is fluent in English, French and Arabic with capability of Japanese. 
He received his undergraduate and graduate education on full merit 
scholarships. Since 2005, he resides in Dubai with his family. 

in RECogniTion oF youR 
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Georges Makhoul is the CEO of Constellation Holdings, a Dubai-based 
private investment firm with assets in Energy, Hospitality, Aviation, Real 
Estate, and Financials. He is also a Partner in Alcazar Capital, a Dubai-
based private equity firm with investments in Telecom, Renewable 
Energy, and Real Estate. He is a Director of multiple private and 
publicly-listed companies.  Until his Retirement from Morgan Stanley 
in January 2010, Mr.Makhoul was the President of the Firm in the 
broader Middle East and North Africa. He managed Morgan Stanley’s 
regional headquarter in Dubai, and the other offices in Doha, Riyadh, 
Jeddah and Khobar. Mr. Makhoul spearheaded the firm’s business in the 
region since its inception in 2005. He is an acknowledged franchise and 
business leader who counts among his advisory clients most of the Gulf 
governments, Sovereign Wealth Funds, Large MNCs and major private 
family investors.  Until 2005, Mr. Makhoul had been the Investment 
Banking Head for the European Consumer and Retail Industry, based 
in London. He had spent seven years in Tokyo leading the Telecom and 
Media Investment Banking group in Japan. Prior to Morgan Stanley 
Mr. Makhoul was the Managing Partner leading the Info-Coms and 
Entertainment consulting practice of PwC Japan. He had joined Price 
Waterhouse in the strategy consulting practice in New York in 1994. 

 Before PW, he led a National Science Foundation Research Center 
at Columbia University in NYC. He started his career with Strategic 
Operations and Management at Bellcore.  Mr. Makhoul holds a Ph.D. 
and M.S. degrees in Electrical Engineering from Syracuse University, and 
a B.E. in Electrical Engineering from the American University of Beirut. 
He is fluent in English, French and Arabic with capability of Japanese. 
He received his undergraduate and graduate education on full merit 
scholarships. Since 2005, he resides in Dubai with his family. 

 The speaker will share with the audience his experience at AUB and how 
the AUB experience helped him navigate through foundation-building 
life stages. He will describe how a career that is rooted in analytical 
training, transitioned to bear fruits in the world of business and finance. 
He will also argue for the necessity of increased emphasis on soft and 
diversified skills, in addition to rigorous analytical training.

sUccess As oUtcome of necessity
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Fabien Chraim earned a Bachelor’s degree with honors in Electrical 
and Computer Engineering from the American University of Beirut 
in 2009. He obtained an M.S. in Civil Systems Engineering in 2010, 
then a PhD in Electrical Engineering and Computer Sciences in 2014 
from the University of California, Berkeley. He was student researcher 
working with Prof. Kristofer S.J. Pister at the Berkeley Sensor and 
Actuator Center. He is the CTO and co-founder of Civil Maps. The 
company provides on-demand perception of the world, with a focus on 
automated driving applications.

in RECogniTion oF youR  
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For riders,manufacturers and infrastructure operators alike, the next leap 
in mobility is centered around the autonomous vehicle. The desire to 
automate transportation to this new level stems from a need to increase 
safety and efficiency, while reducing pollution and traffic. For this to 
become a reality, vehicles need to perceive the world at levels exceeding 
human capabilities. This talk explores novel methods for providing 3D 
semantic maps to autonomous vehicles at scale and with high accuracy. 
Centimeter-level localization of vehicles is also discussed. Challenges 
around data collection, processing and validation are presented.

on-DemAnD PercePtion of tHe WorLD
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Professor Khraisheh has a long record in environmental related 
research. She published upwards of 70 publications in this vital research 
areas. Since joining Qatar University, Dr Majeda has successfully 
demonstrated her ability to attract research funding from variety of 
sources and led a number of inter-nationally collaborative research 
projects related to gas hydrates control, CO2, water management and 
ionic liquids. Professor Khraisheh is a renowned teacher winning the 
Qatar University outstanding Teaching award in addition to the highest 
university award (Merit Award) for excellence in research, service and 
teaching. She also won the Mentorship award for the leading Women 
in Science and Engineering in the middle east in 2013. She currently 
serves as the Director of the Qatar University Honors Program. 

in RECogniTion oF youR 
PRoFESSionAL ConTRiBuTion To THE 
AdvAnCEMEnT oF knoWLEdgE in THE 
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The main aim of this paper is to investigate the potential use of the 
synthesized DPSILMs in the industrial gas processing applications for 
high-pressure CO2 separation from N2 and CH4 streams with less or no 
loss of ILs. The synthesized DPSILMs were analysed using FTIR and SEM 
and showed a clear chemical and physical change in the structure PSF and 
well distribution of ILs in PSF. Binary mixtures of CO2/N2 and CO2/CH4 
(5 mol% CO2) were used in the study. Selectivity values for the prepared 
DPSILMs were obtained using a high-pressure membrane unit obtained 
from Rubotherm Präzisionsmesstechnik GmbH apparatus (System 2). The 
highest CO2/N2 selectivity values were 36 for both PSF-0.5 wt% [DIP-
C4mim][NTf2], PSF-25 wt% [N4441][formate], 29 and 21 for PSF-0.5 wt% 
[C4mim][NTf2] and PSF-50 wt% [P4441][formate] respectively. Whereas 
the highest CO2/CH4 selectivity results were 70, 63, 47, and 32 for PSF-2.5 
wt% [C4mim][NTf2], PSF-2.5 wt% [DIP-C4mim][NTf2], PSF-0.5 wt% [N4441]
[formate], and PSF-5 wt% [P4441][formate] respectively. Another system 
was used to measure the permeability of each gas to be plotted then on 
Robeson’s upper bound (2008) with other PSF blends in the literature. 
The plot showed that the synthesized DPSILMs gave satisfying results 
and behave as well or better than different types of reported PSF blends. 
Stability measurements of DPSILMs were conducted regarding ILs loss 
and CO2/CH4 separation efficiency. DPSILMs with 5 wt% [P4441][formate] 
and [N4441][formate] showed about 30% and 20% ILs loss respectively at 
10 bar after 12 hours with small reduction in CO2/CH4 selectivity; while no 
loss of [DIP-C4mim][NTf2] and [C4mim][NTf2] was observed. 

HiGH PressUre co2/n2 AnD co2/cH4 sePArAtion  
UsinG Dense PoLysULfone sUPPorteD ionic  
LiqUiD memBrAnes (DPsiLms) 
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Marcus Huebel supports as a Senior Advisor the top management of 
Chevron Phillips Chemical’s business for polyolefins in Europe, Africa 
& Middle East. Focusing on commercial excellence and geographical 
growth, he is based out of Brussels, Belgium. Furthermore, he serves 
as Non-Executive Director at Kemgo, a buy sell platform for petro-
chemicals as well as on selected Advisory Boards, like that of the 
German-Arab Friendship Association.  Marcus Huebel joined Chevron 
Phillips Chemical from the management board of Muntajat, the Qatari 
petrochemicals marketing and distribution company, where he was in 
charge of corporate transformations, strategy and corporate comm-
unications. In his earlier career, he held senior responsibilities in global 
strategy development at SABIC in Riyadh, Saudi-Arabia, and led the 
implementation of transformational initiatives in their Saudi, Middle 
East and Africa Region.  Dr. Huebel gained a wealth of functional 
and geographical experience in the global chemical industry through 
various leadership roles in management consulting, initially with 
Arthur D. Little and later with Accenture, as a Partner, being based out 
of Germany and Shanghai, China. He started his career as a scientist 
with BASF in Germany. Dr. Huebel earned a Ph.D. in Chemistry, 
after studying at the universities in Bochum and Marburg, and at 
the Max Planck Institute for Coal Research, Germany. He conducted 
postdoctoral studies in Polymer Science & Technology at Durham 
University, UK. Dr. Huebel holds a Professional Director Certification 
from Hawkamah Institute of Directors in Dubai, UAE, accredited by the 
World Bank Group. 
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Marcus Huebel supports as a Senior Advisor the top management of 
Chevron Phillips Chemical’s business for polyolefins in Europe, Africa 
& Middle East. Focusing on commercial excellence and geographical 
growth, he is based out of Brussels, Belgium. Furthermore, he serves 
as Non-Executive Director at Kemgo, a buy sell platform for petro-
chemicals as well as on selected Advisory Boards, like that of the 
German-Arab Friendship Association.  Marcus Huebel joined Chevron 
Phillips Chemical from the management board of Muntajat, the Qatari 
petrochemicals marketing and distribution company, where he was in 
charge of corporate transformations, strategy and corporate comm-
unications. In his earlier career, he held senior responsibilities in global 
strategy development at SABIC in Riyadh, Saudi-Arabia, and led the 
implementation of transformational initiatives in their Saudi, Middle 
East and Africa Region.  Dr. Huebel gained a wealth of functional 
and geographical experience in the global chemical industry through 
various leadership roles in management consulting, initially with 
Arthur D. Little and later with Accenture, as a Partner, being based out 
of Germany and Shanghai, China. He started his career as a scientist 
with BASF in Germany. Dr. Huebel earned a Ph.D. in Chemistry, 
after studying at the universities in Bochum and Marburg, and at 
the Max Planck Institute for Coal Research, Germany. He conducted 
postdoctoral studies in Polymer Science & Technology at Durham 
University, UK. Dr. Huebel holds a Professional Director Certification 
from Hawkamah Institute of Directors in Dubai, UAE, accredited by the 
World Bank Group. 

Moving into the second half of this decade, a host of trends materialize 
in shaping the global petrochemicals arena. On the feed stock side, 
there is next to the advent of shale gas primarily in the US, the drop 
in crude oil prices, lower and longer than anticipated. In the Middle 
East, a prime feed stock advantaged growth area in recent decades, 
buildup of capacity has slowed significantly, to a large extend driven 
by lack of additional gas as well as the petrochemical industry moves 
behind satisfying increased domestic energy needs. The US Gulf Coast 
witnesses a wave of capacity coming on stream these years, while 
Iran likely finds back into international business. In Saudi Arabia the 
feedstock pricing mechanisms has changed. All this has unfolded a 
significantly changed playing field, both from a geographical as well 
as a technological perspective. Flattening and shifting of the industry 
cost curve in polyethylene is a prime case in point. These shifts also 
affect competitiveness of aspired coal based petrochemicals in China, a 
country that has emerged as one of the most powerful demand centers, 
for polymers in particular. In times of a global economic slowdown, 
China’s shift towards a more domestic demand driven economy goes in 
parallel with significant demographic changes – there, in neighboring 
economies, and in developed societies of North America and Western 
Europe. Disruptions of gradually shifting supply and demand balances 
by technical issues and Force Majeure, as they affected European 
polyolefins last year, are likely to remain a force. 

GLoBAL PetrocHemicAL inDUstry At  
cross roADs
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Mona El Hallak Ghaibeh is a Lebanese architect and heritage 
preservation activist. She received her B. Arch from AUB in 1990 
and her Master of Architecture from Syracuse University-Florence 
Program in 1994. She was an Associate at Rais and Jamal -Architects 
and Engineers until 2000 when she started her own practice and has 
many residential projects built and under construction in Beirut.  
She is a member of APSAD “Association pour le Sauvegarde des Sites 
et Anciens Demeures au Liban”, a founding member of “IRAB”, an 
N.G.O. working on the preservation of the musical heritage of the Arab 
world, and a founding member of “ZAKIRA”, an N.G.O. for promoting 
photography and its role in documenting and preserving Memory.  
She led several heritage preservation campaigns and succeeded in 
the preservation of the “Barakat Building” in Sodeco. After 15 years 
of lobbying, the building was expropriated by the Municipality of 
Beirut to be rehabilitated into Beit Beirut : a museum of memory and 
a cultural urban center for Beirut. She is a member of the “Scientific 
Committee of Beit Beirut”.  She is currently engaged in the “Civil 
Campaign to protect the Dalieh of Raouche” as well as many other 
campaigns to protect architectural and natural heritage sites around 
Lebanon threatened by real estate development, in an effort to keep 
them accessible to all as open shared public spaces.  In 2013, she 
was given the “Ordre National du Merite au grade de Chevalier” from 
the President of the French Republic in recognition of her work and 
achievements in preserving cultural heritage.

in RECogniTion oF HER ACTivE RoLE 
AS An ARCHiTECT in THE PRoTECTion 
And CELEBRATion oF THE HERiTAgE  
oF THE CiTy oF BEiRuT
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Mona El Hallak Ghaibeh is a Lebanese architect and heritage 
preservation activist. She received her B. Arch from AUB in 1990 
and her Master of Architecture from Syracuse University-Florence 
Program in 1994. She was an Associate at Rais and Jamal -Architects 
and Engineers until 2000 when she started her own practice and has 
many residential projects built and under construction in Beirut.  
She is a member of APSAD “Association pour le Sauvegarde des Sites 
et Anciens Demeures au Liban”, a founding member of “IRAB”, an 
N.G.O. working on the preservation of the musical heritage of the Arab 
world, and a founding member of “ZAKIRA”, an N.G.O. for promoting 
photography and its role in documenting and preserving Memory.  
She led several heritage preservation campaigns and succeeded in 
the preservation of the “Barakat Building” in Sodeco. After 15 years 
of lobbying, the building was expropriated by the Municipality of 
Beirut to be rehabilitated into Beit Beirut : a museum of memory and 
a cultural urban center for Beirut. She is a member of the “Scientific 
Committee of Beit Beirut”.  She is currently engaged in the “Civil 
Campaign to protect the Dalieh of Raouche” as well as many other 
campaigns to protect architectural and natural heritage sites around 
Lebanon threatened by real estate development, in an effort to keep 
them accessible to all as open shared public spaces.  In 2013, she 
was given the “Ordre National du Merite au grade de Chevalier” from 
the President of the French Republic in recognition of her work and 
achievements in preserving cultural heritage.

26 years ago when I graduated from AUB, I was dreaming to be an 
architect who builds projects in the city I loved. It was 1990: the war had 
ended and Beirut had started its reconstruction process in a frenzy of 
real estate speculation and sweeping post war amnesia. When history, 
identity and collective memory were weighed against money, money 
won. Buildings of unique architectural character were destroyed; intact 
heritage clusters documenting different periods in the city’s history were 
fragmented by new developments; heritage buildings were dwarfed 
by modern towers and isolated from their traditional context: Beirut 
was irreversibly losing its identity. I found myself compelled to be also 
the architect who saves architectural and cultural urban heritage from 
greedy developers.  Of course, I managed to build many projects in 
Beirut along the way, got married and had a boy who loves to chase 
cats in AUB.   Hoping that it will be contagious, I will share with you my 
long fight starting with my success in saving the Barakat building, now 
becoming Beit Beirut, and ending with our campaign to save the Dalieh 
of Raouche: a fight that is still going strong to preserve the last remaining 
natural coastal site of the Ras Beirut headland, where the morphology is 
still almost intact in a city invaded by urbanization. 

An ArcHitect’s fiGHt for BeirUt’s HeritAGe 
AnD iDentity AGAinst AmnesiA 
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Khaled Malas is an architect from Damascus. He is also a doctoral 
candidate in Islamic Art and Architecture History at the Institute of Fine 
Arts, New York University. His current research interests center around 
representations of magic and other knowledge-based practices and 
technologies, whether in the medieval or modern Arab world. A firm 
believer in collaborative potential, most of his current non-academic 
work is conceived of and produced with a team that inevitably 
includes Salim al-Kadi (BARCH 2004), Alfred Tarazi (BGD 2004) and 
Jana Traboulsi (BGD 2000).  Khaled is a graduate of the American 
University of Beirut and Cornell University. He is a member of various 
associations including the Arab Image Foundation, the Historians of 
Islamic Art Association, and the London Institute of ‘Pataphysics.
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This presentation centers on two recent projects that examine 
alternative narratives of modernities and its creative resistances. 
These projects stem from a firm conviction that architecture can 
perform a transformative role that it is capable of transcending the 
oft-unquestioned distinctions between building and monument. The 
first project, ‘excavating the sky’, was commissioned by and exhibited 
at the 2014 Venice Architecture Biennale. ‘excavating the sky’ examined 
the role of heavy-mechanical flight, whether through bombing or 
observation, in producing the landscapes of Syria. Embedded into the 
earth, and defiantly challenging the violence that falls from above onto 
the surface, this research was coupled with the construction of two 
wells built with an activist group in rebel-controlled Deraa, Southern 
Syria. More than two years later, these wells still provide water for a 
community of 27,000 people.  The second project, ‘current power in 
syria’, is concerned with the role of electricity as an invisible force that is 
capable of producing new social relations, transforming the populace 
from subjects to citizens. These relations are manifested physically in 
space through infrastructures, appliances, and practitioners. In the 
besieged Eastern Ghouta region of Damascus, and in collaboration 
with a photojournalist and a blacksmith, a windmill to generate power 
for a public program was erected in June 2015. Representations of this 
project, including a brief alternative history of electricity in Syria, will be 
shown at the 6th Marrakech Biennale from February 24th-May 8th, 2016. 

 In Syria, where the land is the stake and the site of multiple cycles of 
excessive violence, the comprehension of past struggles in/of space and 
its meanings becomes essential. As such, these projects attempt to forge 
new ways of building in accordance with the circumstances of the Syrian 
context today.

syriAn monUments of tHe everyDAy
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M A Z E n 
TA B B A R A [LAU]

Mazen Tabbara is currently an associate professor in the civil 
engineering department at the Lebanese American University 
(LAU). His three degrees are in civil engineering: BE at AUB (1981), 
MS at Stanford (1982), and PhD at Northwestern (1990). During 
his employment at LAU (starting in 1998) he served as chair of the 
department (2002-2004) and assistant dean of the school (2006-2011). 

 Employment before LAU included: Dar Al-Handasah Consultants 
(1982-1985), postdoctoral fellow at Northwestern (1991-1994), and 
senior member of technical staff at Sandia National Laboratories 
(Albuquerque, New Mexico, 1994-1998).  His research background 
is in computer modeling and simulation of physical engineering 
problems and he has worked on the following topics: quasi-static and 
dynamic fracture, strain localization, projectile penetration of targets, 
concrete columns wrapped with fiber reinforced plastic, structural 
analysis and design, material modeling of actively confined concrete 
under compression, post- earthquake survival of archeological 
monuments, flow of water over spillways, stability of earth slopes, and 
transport of air pollutants.
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in RECogniTion oF youR diSTinguiSHEd ACAdEMiC And PRoFESSionAL 
ConTRiBuTionS To THE FiELd oF CiviL And STRuCTuRAL EnginEERing

As we move fast forward, we look back to the distance past and recall the slideRule, a 
landmark mechanical analog computer; a tool in the hands of the few abiding by its 
rigid rules to make a primitive computation. We look around us today and marvel at the 
iTool; a home button, a swipe and a tap and the world is at your finger tips in a flash. A 
tool in the hands of the many performing wonders, no rigid rules, no learning curves, 
and endless possibilities. A machine that equates between the ages, a machine that 
gives the younger generation the power to imagine the unknown. A machine that gives 
the young the opportunity to teach the old. An opportunity for the student to teach the 
teacher.  As we move fast forward, we ask: What has changed on the faculty front since 
the distance past? The 3Rule still dominates the lives of faculty since the slideRule. The 
old and famous triad of Teaching, Service, and Research. Teaching being an art as much 
as it is knowledge, Service being a calling more than a job, and Research being research 
in Lebanon. Yet, excellence in each dimension is a must! Academic Excellence comes to 
mind, counting the uncountable also comes to mind. How does Academic Excellence 
translate into an added value to the students? What are the indicators of success of our 
undergraduate students? The paradigm of thought has shifted and we as faculty have 
not (or have we?).

refLections on tHe roLe of fAcULty  
@University
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HAdi ABou 
CHAkRA  [BAU]

Dr. Hadi Abou-Chakra has completed his PhD in Process Engineering  
in 1998 and postdoctoral studies from the University of Surrey, UK.  
Currently, he is the Chairman of the Department of Industrial 
Engineering and Engineering Management, and acting Chairman 
of Department of Petroleum Engineering at Beirut Arab University, 
Lebanon.  He has an international reputation for research projects 
through grants secured with a number of Lebanese and European 
organizations. He led several research projects in collaboration with 
different industries. Currently, he is managing two research groups 
at his department. These research groups are conducting various 
research projects in collaboration with different sectors of the 
Lebanese industries in the field of manufacturing processes and 
engineering management to design and implement processes that 
minimize numbers of unresolved engineering related problems.  He 
has published 43 research papers in reputed journals and conferences. 
He was selected as a member of the technical committee and paper 
reviewer of many conferences.
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in RECogniTion oF youR ouTSTAnding APPLiEd induSTRiAL 
EnginEERing RESEARCH And ExCEPTionAL ACAdEMiC SERviCE

HAdi ABou 
CHAkRA  [BAU]

The IEEM department is involved in extending its research interests in manufacturing 
processes, material properties, project management advancement and supply chain 
management and design. Research in manufacturing processes involves the optimization 
of annual maintenance planning and scheduling, and the number of maintenance staff to 
be contracted in cement industry. As well as focusing on lean manufacturing in industry, 
machine condition monitoring and filtration systems. Current research in material 
properties concentrated on solutions for recycled municipal waste and fan palm natural 
fibres used in concrete industries, and on washing powders. Recent works in engineering 
management have investigated the practice of integrating PMI project management 
knowledge areas in the execution of projects in Lebanon. Furthermore, Research in 
supply chain management tackled the Bullwhip effect variance ratio to the market 
demand variance for aggregated orders.

tHe reseArcH interests At tHe DePArtment  
of inDUstriAL enGineerinG AnD enGineerinG  
mAnAGement in tHe fAcULty of enGineerinG  
At BeirUt ArAB University
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B A R B A R  A k L E
[LAU]

Barbar Akle holds a PhD in Mechanical Engineering from Virginia Tech 
and currently is an Associate Professor of Mechanical Engineering 
and the Assistant Dean of the School of Engineering at the Lebanese 
American University (LAU). His main research is focused on improving, 
modeling, and characterizing Electro-Active Polymers (EAP) that are 
also known as artificial muscles. His work led to better understanding 
of Ionic Polymer Metal Composites (IPMC) and to the development 
of applications such as robotic jellyfish, wall shear stress sensors, and 
currently working on developing Inner Ear Hair Cell sensors for the 
hearing disabled. Recently, he is leading a new research to develop 
a low cost and healthy exoskeleton system for the paralyzed. He has 
published more than 80 peer-reviewed international articles, and 
authored 5 US patents. Dr. Akle is an associate editor of the Journal 
of Intelligent Material Systems and Structures (JIMSS) and a member 
of the ASME Adaptive Structures and Material Systems Technical 
Committee.
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in RECogniTion oF youR diSTinguiSHEd ACAdEMiC And PRoFESSionAL 
ConTRiBuTionS To THE FiELd oF MECHAniCAL EnginEERing

An Ionic Polymer Metal Composite (IPMC) is a smart material that bends due to the 
application of a small voltage (1V to 4V), and generates an electrical signal when it is 
mechanically deformed. IPMCs are also classified as Electro-Active Polymers (EAP) 
that are regarded as artificial muscles due to the similar force and displacement they 
generate when compared to human muscles. This seminar will discuss the state of 
understanding and modeling of the actuation and sensing mechanisms in IPMC. These 
efforts lead to significant improvements in the manufacturing and performance of this 
actuator. Finally, a snapshot of several applications of IPMCs will be presented; namely the 
biomemtic robotic jellyfish, the high efficiency buoyancy engine, and the undergoing 
work on hair cell like IPMC sensors that could be used in artificial inner ears.

overvieW of tHe stAte of UnDerstAnDinG 
of ionic PoLymer metAL comPosites AnD its 
APPLicAtion in roBotic jeLLyfisH, BUoyAncy 
enGines, AnD ArtificiAL eAr sensors
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R Ay M o n d 
g H A jA R  [LAU]

Dr. Raymond Ghajar is an Electrical engineer with over 30 years of 
experience in the area of power and energy systems; and energy 
economics. He spent the last 22 years at the Lebanese American 
University as a professor of electrical engineering, vice president for 
human resources and university services and now as associate dean 
of engineering. He worked for several electric utilities and consulting 
firms in Canada, United States and Lebanon. Dr. Ghajar published 
in internationally referred journals and conferences in the areas of 
power system reliability, electricity metering, renewable energy, 
and forecasting, and he organized several local and international 
events. Since 2008, Dr. Ghajar has also been working as senior energy 
advisor to the Minister of Energy and Water in Lebanon where he was 
instrumental in developing the current energy policy. Dr. Ghajar has 
been retained as an independent energy consultant for renewable 
energy projects in the Middle East and North Africa and he is on the 
Roster of Energy Experts of the World Bank.
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041

in RECogniTion oF youR PRoFESSionAL ConTRiBuTion To THE 
AdvAnCEMEnT oF knoWLEdgE in THE FiELd PoWER EnginEERing  
And youR SERviCE To THE CoMMuniTy AT LARgE

Building, owning and operating a power plant is a business that offers good returns on 
investment; however the financial investment is large and can be billions of dollars. It 
takes several years between the concept and the commencement of operation of the 
power plant with many pitfalls along the way – many projects fail at the concept stage 
after spending millions of dollars. In this presentation we will review the processes and 
decisions required to develop a power plant. One of the key decisions to make is which 
generation technology and which fuel are most appropriate for each situation. The 
presentation will address the key features of both thermal and renewable technologies, 
indicating the relative costs of each technology.  Understanding the project structure 
in terms of ownership, contracting and financing; the presentation will walk through the 
possible project structures and how a particular project structure is selected. The key 
components of the project cost structure and their contribution to the levelized cost 
will be presented. The power business is an international business and understanding 
the global power market is essential. The presentation will give an overview of the 
technology and fuel options for Lebanon and how these options are impacted by the 
changing oil prices.

BUiLDinG A PoWer PLAnt… WHAt Does it tAKe?

A B S T R A C T
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AHMAd B. 
ALBAdARin
[LIMERICK]

Dr. Ahmad B. Albadarin is a Senior Research Fellow at the Solid State 
Pharmaceutical Centre (SSPC) at the University of Limerick. He is also 
a Visiting Researcher of Chemical Engineering at Queen’s University 
Belfast (UK).  He has published over 45 international journal papers in 
the last 5 years (>425 citations, h-index 11). His research interests include 
particle/powder technology, environmental science and materials 
engineering. Papers are published on various aspects of chemical 
engineering and environmental science.  Dr Albadarin published the 
third most cited paper in Chemical Engineering Journal for the last three 
years (2014 AIChE Annual Meeting recognition), has a final stage under 
review project for the SFI Starting Investigator Research Grant (SIRG) 
Programme 2015 with total potential funding €400,000 and has been 
shortlisted for the Irish Laboratory Scientist of the year award 2016. 
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in RECogniTion oF youR ACHiEvEMEnTS in RESEARCH And WoRking 
CLoSELy WiTH induSTRyAHMAd B. 

ALBAdARin

The Synthesis and Solid State Pharmaceutical Centre (SSPC), a Global Hub of 
Pharmaceutical Process Innovation and Advanced Manufacturing, funded by Science 
Foundation Ireland and industry, is a unique collaboration between 22 industry partners, 
9 research performing organisations and 12 international academic collaborators.  
The SSPC transcends company and academic boundaries and is the largest research 
collaboration in Ireland, and one of the largest globally, within the pharmaceutical area. 
The role of the SSPC is to link experienced scientists and engineers in academia and the 
pharmaceutical industry, to address critical research challenges. The SSPC leads the way 
for next generation drug manufacture and spans the entire pharmaceutical production 
chain from synthesis of the molecule, to the isolation of the material, and the formulation 
of the medicine.

PHArmAceUticAL Process enGineerinG  

A B S T R A C T
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ELiE HAddAd 
[LAU]

Elie G. Haddad is a Professor of Architecture at the Lebanese American 
University, where he has been teaching since 1994. He was appointed 
Dean of the School of Architecture and Design in September 2012. 

 Dean Haddad holds a Ph.D. in Architecture from the University of 
Pennsylvania. He has taught several courses on the history and theory 
of modern architecture, which constitute the main areas of his research, 
and in which he has contributed several articles in international journals. 
He received two fellowships, in 2009 and 2012 to conduct research on 
modern architecture in Germany, specifically on the projects of social 
housing in Berlin and Frankfurt.  Haddad has co-edited a survey on 
architecture titled A Critical History of Contemporary Architecture 1960-
2010, published by Ashgate in 2014. He also published a translation 
of Aldo Rossi’s Scientific Autobiography, by Dar al Farabi (2011), and a 
collection of his articles on architecture, also by Dar Al Farabi (2014). 
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in RECogniTion oF youR PEdAgogiCAL RoLE And SCHoLARLy 
ConTRiBuTion To THE FiELd oF ARCHiTECTuRE in LEBAnon

 In this presentation, I will trace my personal academic itinerary, highlighting the main 
points of an intellectual journey that I titled: Moving Across Cultures.  As implied in 
the title, I will emphasize the positive aspects of my cross-cultural education, which in 
the field of architecture, as well as in other fields, has become a necessity in an age of 
globalization. While this latter term carries some negative connotations worldwide, it 
is imperative to be aware and cognizant of other systems of exchange as the basis for 
establishing, or re-affirming, one’s own traditions. As expected, this presentation will 
cover the various areas of research that I have embarked on over the past 20 years, 
culminating in my most recent interests.

movinG Across cULtUres

A B S T R A C T
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SALAH SAdEk

Dr. Sadek received his Bachelor’s Degree in Civil and 
Environmental Engineering from the American University 
of Beirut, his MSc. in Civil/Geotechnical Engineering from 
Colorado State University and his PhD from the University 
of California, Berkeley.  Dr. Salah Sadek joined AUB in 
September 1993 as a full time faculty member. He served 
as Chairperson of the CEE Department from Oct 2008 to 
Sept 2011.  Dr. Sadek has accumulated over 20 years’ 
experience in academia and associated teaching, research 
and administrative activities. He has acquired a wide and 
diverse experience as a consultant on a number of local, 
regional and international projects for private developers and 
governmental and international agencies. He is a founding 
member and current president of the Lebanese Geotechnical 
Engineering Society.  Dr. Sadek’s on-going research 
interests are in the areas of Ground Improvement, Alternative 
Foundation Systems, Geotechnical Earthquake engineering, 
GIS Geo-Engineering applications (hazard assessment, 
decision-aid frameworks), Offshore Geo-Engineering and 
Energy Geotechnics.

B I O G R A P H Y
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in RECogniTion oF youR dEvoTEd SERviCES To THE dEPARTMEnT 
oF CiviL And EnviRonMEnTAL EnginEERing And youR SCHoLARLy 
ConTRiBuTion in RESEARCH And THE AdvAnCEMEnT oF knoWLEdgE

GeotecHnicAL enGineerinG... 
tHe foUnDAtion of ALL  
tHinGs “civiL”

 Geotechnical Engineering is arguably one of the earliest incarnations of what we 
now know as Civil Engineering.  Long before ours became a formal profession, 
“Engineers” have dealt with and tamed forces of Nature using available and native geo-
materials, simple tools and skills. This knowledge honed and perfected over millennia 
is still relevant today and at the core of the field.  In this talk we will briefly explore 
the “beginnings” of Geo-Engineering up to current practice and look ahead at future 
challenges and opportunities. A personal reflection on the research work conducted at 
AUB over the past twenty years is included in the context, along with a look at where we 
are headed from here and our role in contributing to the advance of the field and to local 
and regional practice. 

A B S T R A C T
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BACEL
MAddAH

Bacel Maddah is an associate professor in the Industrial 
Engineering and Management (IEM) Department at the 
American University of Beirut. He is also the chairperson of 
the IEM Department. Bacel holds a Ph.D. in Industrial and 
Systems Engineering from Virginia Tech, with a concentration 
in Operations Research. Bacel’s research interests are 
in retailing, supply chain management, and stochastic 
processes. His recent interest is Financial Engineering 
that he teaches at AUB. His research was published in 
top-tier journals such as Management Science, Naval 
Research Logistics, IIE Transactions, and European Journal 
of Operational Research. He published 25 journal articles 
to date, along with several book chapters and conference 
proceedings. Bacel also has practical industry experience. He 
has worked as a senior business analyst with United Airlines 
and Hannaford Bros. He also provided limited consultation 
and training to large companies in the Middle East in areas 
closely-related to his interests.

B I O G R A P H Y
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in RECogniTion oF youR SCHoLARLy ConTRiBuTion To THE 
dEPARTMEnT oF induSTRiAL EnginEERing And MAnAgEMEnT  
in RESEARCH And THE AdvAnCEMEnT oF knoWLEdgE

rocKet science retAiLinG 
is Here too

 The retail industry is witnessing fast growth. Concurrently, a large body of literature 
grounded in mathematical and statistical methods is produced to enable retail analytics. 
Some researchers call this “rocket science retailing”. I describe my contributions to this 
area.  My early work is centered on developing analytical models that aid retailers in 
critical tactical decisions, on assortment, pricing, and inventory levels. One distinctive 
feature of this work is the demand function, which is consumer-centered, and based on 
the classical utility maximization principle. This captures realistic factors related to the 
dependency among products and categories. Part of my work considers optimizing 
retailing decision of a category of substitutable products, having stochastic demand, 
and sold over a short selling season, with a single opportunity to stock-up. This applies 
to fashion goods. My contributions here are mathematical results on the structure 
of optimal assortment and pricing, and on the interaction of pricing and inventory 
decisions. I also work on integrated inventory management and pricing schemes of 
“complementary” products. My recent work is along similar lines. However, I bring in new 
realistic ingredients and decisions. Specifically, I develop mathematical programming-
based models that optimize large categories having hundreds of products with high 
computational efficiency. I also consider a different class of products, fast-moving-
consumer-goods (e.g. grocery items), that are sold over long periods with several 
opportunities for replenishing inventory, and, price adjustment.  Finally, I analyze the 
space allocation decision by adopting a new holistic store-wide approach. 

A B S T R A C T
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I graduated from AUB with a BE and ME in mechanical 
Engineering in 1991 and 1993 respectively. I joined the 
reacting gas dynamics lab at MIT in 1994 and earned my 
Ph.D. degree in mechanical engineering in 2000. From 
2000 till 2002, I worked as a corporate engineer in Coventor 
(formerly Microcosm, developer of a CoventorWare for 
MEMS design and analysis). In 2003, I joined AUB as a visiting 
assistant professor. I was promoted to an associate professor 
in 2010. My research interests span multi-scale engineering 
applications in MEMS (RF Switches, Micro-mixers, Microfluidic 
Transistors), reduced-order modeling of microchannel flows, 
modeling of air and gases transport in the pulmonary system, 
grid-free computational methods for continuum (vortex 
methods) and non-continuum flows (DSMC), and more recently 
pollution transport and weather forecast.

B I O G R A P H Y
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in RECogniTion oF youR SCHoLARLy ConTRiBuTion To THE 
dEPARTMEnT oF MECHAniCAL EnginEERing in RESEARCH And  
THE AdvAnCEMEnT oF knoWLEdgE

tHe AUB PULmonAry moDeL - 
A tALe of tWo freqUencies

  Lung diseases (IRDS, lung obstructive diseases, apnea, lung interstitial emphysema, etc.) 
are a serious threat to human beings of all ages and typically lead to malfunctioning of 
the respiratory system that could cause death. The physical mechanisms behind clinical 
therapies that rely on various modalities of lung ventilation such as high frequency 
oscillatory ventilation (HFOV), are not yet fully understood. This is, in part, due to the 
limitations associated with in vivo measurements.  In this talk, I will introduce the 
AUB pulmonary model; a physically-based lung model that allows us to investigate 
the effect of lung abnormalities and treatment scenarios on exchange of gases with 
the blood. The model couples lung mechanics, gases transport in the airways and the 
alveoli, gases exchange with the blood by diffusion across the alveolar membrane, in 
addition to the the blood dissociation curves that characterize the O2 and CO2 binding 
properties of hemoglobin. The model also incorporates many previous measurements 
and correlations that allow estimation of lung parameters over wide ranges of height, 
age, gender, and body weight; rendering it applicable to a wide variety of individuals. 

 Unlike lumped models in literature, the model takes into account the dynamics of the 
spatial distribution of respiratory gases in the airways and within individual alveoli, which 
leads to more accurate prediction of gases transport. The model will be showcased for 
HFOV treatment of a preterm infant with IRDS. We will show that the model uncovers 
a characteristic frequency that, in many cases, limits the gas exchange, even when 
operating at the resonance frequency of the LC circuit modeling the air flow dependence 
on the pressure. 
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RABiH jABR

Rabih Jabr received the B.E. degree in electrical engineering 
(with high distinction) from the American University of Beirut 
in 1997, and the Ph.D. degree in electrical engineering from 
Imperial College London in 2000. Currently, he is a Professor 
in the Department of Electrical and Computer Engineering at 
the American University of Beirut. His research interests are in 
power system analysis and optimization. Rabih Jabr is a Fellow 
of the Institute of Electrical and Electronics Engineers (IEEE), 
and he serves as an editor for the IEEE Transactions on Power 
Systems and the IEEE Transactions on Sustainable Energy.
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in RECogniTion oF youR ExEMPLARy PRoFESSionALiSM And youR 
ouTSTAnding SCHoLARLy ConTRiBuTion To THE dEPARTMEnT oF 
ELECTRiCAL And CoMPuTER EnginEERing

oPtimiZAtion in PoWer 
netWorKs

 The optimal power flow (OPF) is an optimization problem that seeks to minimize 
an objective function while satisfying physical and technical constraints on the 
power network; it is non-convex and generally hard to solve. This talk discusses a 
sufficient condition under which a semi-definite programming (SDP) solution can 
be used to recover the global optimum of the OPF problem; it then introduces the 
practical application of SDP on large-scale OPF problems by exploiting the sparsity 
of data matrices through matrix completion. A relation is established between the 
SDP solution and the second-order cone programming (SOCP) relaxation of acyclic 
distribution networks, and the use of SOCP for finding a global solution of the 
optimal feeder reconfiguration problem is presented. 

A B S T R A C T
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MoHAMMAd
AHMAd

B I O G R A P H Y

Dr. Mohammad Ahmad is a Professor in Chemical 
Engineering and the Chairperson of the Department of 
Chemical and Petroleum Engineering at The American 
University Beirut (AUB). He is also the Chair of the Research 
Committee at FEA. Dr. Ahmad’s research areas include: 
solid waste management; biofuels production from solid 
waste, production of activated carbons from solid waste; 
Heterogeneous catalysis and simulation and modeling. Dr. 
Ahmad supervised more than 25 PhD students and over 60 
MSc and MPhil research projects. He has also been external 
and internal examiner for a large number of PhD students. 
He has given plenary talks and presentations at International 
Conferences Worldwide. Dr. Ahmad is acting as referee 
for a number of high impact International journals in areas 
related to his research. These include Industrial Engineering 
Chemistry Research, Biofuels, Renewable Energy, Bioresource 
Technology, Chemical Engineering journal Biotechnology 
Progress. He has also been acting as a referee to international 
research funding bodies in Canada, Saudi Arabia, Oman, 
Qatar and the UK. Dr. Ahmad has published over 60 papers in 
high impact journals.
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in RECogniTion oF youR SCHoLARLy ConTRiBuTion To THE 
dEPARTMEnT oF CHEMiCAL And PETRoLEuM EnginEERing in 
RESEARCH And THE AdvAnCEMEnT oF knoWLEdgE

BiomAss to BiofUeLs:  
tHe Different oPtions

A B S T R A C T

 In this presentation the different options of converting municipal solid waste (MSW) 
into biofuels and high value chemicals will be highlighted. The concept of the biorefinery 
will be considered in terms of pre-treatment, hydrolysis, and pyrolysis, aqueous phase 
reforming and dry reforming using heterogeneous catalysis. The yields of products as a 
function operating conditions such as temperature, catalysts loading and pretreatment 
will be determined and optimized. The results will also be modelled through lumping 
of the parameters in the liquid and gas phase. It is envisaged that this work will help in 
identifying solutions to the ongoing waste problem in the country.
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Associate Professor and Coordinator, Architecture Program, 
Department of Architecture and Design.  Dr. Najjar’s 
research interest is in high-performing, responsive 
structures, beginning in the field of maritime and naval 
architecture, and currently shifting into climate-responsive 
design strategies. A large part of his research is dedicated to 
Responsive (Kinetic) Architecture. His research perspective 
is to continue to build inter-disciplinary collaborations with 
other engineering disciplines and with various industries. 
He synergistically combines research with design practice 
and teaching. His experimental design and professional work 
have achieved international recognition.  Najjar received his 
Diplom-Ingenieur (Master of Architecture) from the Vienna 
University of Technology. 
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FoR HiS innovATivE And CREATivE inPuT, in CHAnging And 
RETHinking ARCHiTECTuRE

resPonsive strUctUres

Since the early 20th century artists and architects have introduced concepts of open and 
alterable artworks responding to the emergence of the machine age. In the first part, the 
presentation discusses reasons for this aspiration, through precedence. The second part 
introduces the concept towards a “dynamic architecture”.

A B S T R A C T
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A Synesthetic Graphic Design
exhibition design on the senses

Lama el Charif
Architecture and Design Department

American University of Beirut
Bliss Street

lge06@mail.aub.edu

Abstract
Whether it is the scientific revolution, or the Age of Enlightenment, 
or both that encouraged a rational interaction with the world, the 
world has faced periods showcasing a dismissal of the senses. Clear 
and functional thought of reason was contrasted with the unreliability 
of the body and the senses as sources of knowledge promoting 
the rationalization of nature. In the early half of the nineteenth 
century, the Romantics started the Counter Enlightnment that was 
interested in imagination and perceptual modes of engaging and 
experiencing the world. While advancement in technology after 
the industrial revolution and computer age brought along a sort of 
alienation of humans with nature, many thinkers including artists, 
philosophers, authors, poets, etc. encouraged a renewed interest in 
the senses. The establishment of the school of phenomenology, that 
re-established the primacy of perceptual experience as a reliable 
source of knowledge. In his book “The Eyes of the Skin", Juhani 
Pallasmaa writes about the weakness of taking into account the 
sense of vision alone, or even to depend on the mind and the 
neglect of the body. Accepting Pallasmaa’s theory and debates 
of Maurice Merleau-Ponty and Martin Heidegger, I celebrate 
the cooperation of vision and each other sense and suggest an 
approach called "Synesthetic Design". 
Through examining design works of James Goggin,  Yves Kleine, 
and spacial works of Olafur Eliasson, etc, I suggest a definition 
of a design that refuses the hegemony of vision, a design that 
sprouts from synesthesia.  The question I raise is one of long 
contemporary debates; how to  not become estranged with our 
own body translated in a spacial design for an exhibitve context, 
and in a two dimentional visual.
Introduction
“Our body is both an object among objects and that which sees 
and touches them. There is an osmotic relation between the self 
and the world – they interpenetrate and mutually define each 
other.” - Maurice Merleau-Ponty
My research identifies the human body as a unit that perceives. 
Processed information is conceived as a whole into this unit, not 
in parts of which some are received by the eyes, some by the 
nose. Through this research I aspire to uncover a design  language 
that challenges the body not to perceive a visual element as pure 
visual, but as an experiential situation that communicates to its 
other senses. A language that although understands itself in the 
visual field, but refuses ocularcentrism. I have to elaborate on these 
theories in a context of exhibitions also tackling the basic senses. 
Through a visual journey, an exhibitory space could complete the 
task of challenging the human perceptual capacities to converge in 
moments of synesthesia. Through this project, I present a bodily 
experience for the audience of a communicative design instead of 
an encounter or understanding of visuals. I introduce “synesthetic 
graphic design”.
Subjects will be invited to exist through their bodies and its 
involvement in the design for a series of experiential exhibitions 
and the space itself, and not as analytical minds with historical 
knowledge or analytical thoughts. The visitors are invited to 
thus not be estranged with their own bodies, a debate that has 
been raised between contemporary philosophers, and often in 

contemporary works. Hence I suggest a graphic design that joins 
on this philosophical debate. 
Many visual artists have taken the position of translating moments 
of synesthesia, and many of suggesting a creation of it. The research 
discusses their works and other relevant cases. The question is 
how to design the space and build a graphic language for the body, 
and not for the eyes, by introducing a synesthetic graphic design.

I.   THE SENSE & THE SHIFTS OF ITS IMPORTANCE
In the following chapter we follow the development of the study of 
the senses and how the different senses were represented in visual 
art through history, keeping in mind the growth of the dominance 
of vision over the other senses, and the rivaling of such growth.
A.   History of the senses in visual art
Perceptual capacities have been the core of many theoretical, 
scientific, and metaphysical theories and discussions spread over 
centuries and cultures, concretely since Aristotle. Delving in an 
investigation of what the nature of the human soul is, Aristotle 
wrote “De Anima”, a study of living things around 335 to 323 BC. 
Through his text, he suggested a more defined study of human 
perception, and its narrowing to five basic senses: sight, tactility, 
olfaction, gustation, and audio.
Employing an empirical tone and trusting that all knowledge 
comes from perception, he shaped an understanding that reigned 
over the many following centuries. (Fowler, 1995)
a.   The Middle Ages
The theme of the senses in art, although recently in a boom of 
experimentation, was not born recently. Until the Romanesque art 
it had many scattered and shy occurrences. During the thirteenth 
century, in the early Middle Ages, senses in art started to make a 
more noticeable appearance however in sorts of uniform images. 
Sight and sound though stood in superior communal appreciation. 
Two ways of representations were developed to depict the senses 
in art. One depiction was based on a belief suggested by the early 
Gothic encyclopaedists that senses are more developed in certain 
animals than in mankind. It was only logical for artists to then 
depict a certain animal to
indicate each specific sense. 
The other, based on Aristotle’s “Parva Naturalia”, was more 
considerate towards the imagery of Man in depicting his senses. 
Aristotle suggested thus to depict each sense as a human figure
along a certain prop; mirror for sight, a musical instrument for 
sound, a flower for smell, a fruit for taste and a harp for touch 
since the French verb of playing of this instrument is “toucher”.
This iconographic depiction of the senses was only used in secular 
art, very popularly in fact. However ecclesiastical art, which was 
way more abundant, almost never adopted the theme of the five 
senses, although the theme reoccurred frequently in commentaries 
on the Bible, or sermons, or Christian educational scenarios, etc. 
(Nordenfalk, 1985)
b.   Renaissance
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The Renaissance, although preserved the ways, objectives and 
relations of the Middle Ages when depicting the senses, held 
changes in details. Sight was soloed in a hegemonic importance, 
abandoning sound in a less considered ground. Imagery of the Five 
Senses continued even then to have a sort of connection with love, 
similarly to medieval tradition for instance. Also they continued to 
be considered sometimes instruments of sins, particularly lust. This 
attitude was possibly why they were not referred to in religious 
art since the Middle Ages. Since the origin of the five senses was 
written in Latin, and the Latin nouns for each of these senses 
is masculine, it was almost inevitable to originally depict these 
senses in masculine bodies. However, in the sixteenth century, 
sensuality was appropriated to women figures. It was then that 
a sudden switch of the sex of the depiction took place in artistic 
depictions, and preserved for hundreds of years after.
Also with the invention of printing in the Renaissance, like woodcut 
printing representations of the theme differed from those of the 
Middle Ages in technique. The representation however stayed of 
a metaphoric visual symbol to hint to a sense. (Nordenfalk, 1985).
In the early half of the 17th century, Descartian philosophy 
discussed the relativity of perception. Descartes did not believe 
that truth is revealed through human perception, on the contrary, 
he mistrusts what the senses transfer to the brain as information. 
Even visuals can be remembered or imagined, stimulated purely 
by the mind. He concludes that one has no absolute certainty but 
in one’s own existence. Perceptions of the world, as nourishing 
as they are, could be deceiving. The warmth of a fire could be 
encountered in a dream of illusion, in a state of hallucination or 
unconsciousness. Descartes encourages doubt and thinking above 
all, “I think, therefore I am”. However, he did consider perception 
part of the process of thinking, and he argues that it relies on 
the mind, and not on the body or physical organs. Although his 
questioning of alleged certainties, he emphasizes through his theories 
a strong network between the sciences, reason and philosophy in 
understanding the world. Perception is thus a mean for the mind, 
but also a trick of it. (Marsh, 1988)
c.   Age of Enlightenment, Scientific Revolution
In the later half of the 17th and the 18th century, and in a time 
when the power in Europe belonged to the Catholic Church, an 
opposition rose against it. This opposition urged to counter every 
ideology, logic or process of thinking that the church enforced in 
its reign. As a contradiction to those, both the scientific revolution 
and the Age of Enlightenment, which interconnected, rose to 
dismiss subjectivity in obtaining truth, and accentuated a logic 
that covers objective physical scientific facts exclusively. Sound 
was nothing but the receiving of vibrations propagated through 
a body of either water or air, transferred as mechanical waves of 
displacement and pressure. Vision was nothing but reflected color 
rays, etc. This mindset carried the dismissal of the senses, and the 
encouragement of scientific studies. The beauty of nature is its 
components that consist of organisms of cells, elements of atoms, 
etc. It is what we have proven about it through case studies and 
analysis. Appreciation of beauty came from the understanding 
of the physical components and chemical reactions revolving 
around the subject.
However, art did have a very essential role in the movement, and 
so did the senses. To Enlightenment theorists, the celebration of 
life revolved around appreciating the rational order of nature. 
In the early Enlightenment, philosophers, especially French 
contributors to the movement, stressed on differentiating the 
objective realization of the latter, and a subjective sensual beauty. 
“The beautiful is the true”. Art shall thus imitate nature in its 
order and rationality to achieve beauty. However, later in the 
movement, German theorists suggested that the artist himself had 

a more elaborated task. Since the rational order of nature was only 
conceived through human’s perception, an affinity to the senses 
materialized. German philosopher Christian Wolff discusses this 
relationship as a systematic beauty. He then founds a new term for 
this “science”, and derives it from the Greek word for “senses”: 
Aesthetics. For him, Aesthetics, or the science of the beautiful 
is the science of what is or can be perceived, naturally through 
the senses. We are only exposed to aesthetic pleasure, which is a 
certain national order, through human perception. Thus the senses 
are central in this age of Enlightenment, however not to be mixed 
up with subjectivity. Aesthetic pleasure was still a child of an 
objective realization of harmony and similar objective features 
of the world that are perceived even implicitly.
Artists of the century had a responsibility to propagate truth towards 
the people. Denis Diderot wrote “to make virtue attractive, vice 
odious, ridicule forceful; that is the aim of every honest man who 
takes up the pen, the brush or the chisel”. An admiration for this 
truth and the beauty of it birthed an admiration for depictions of 
new machinery, scenes of experiments, or phenomena related to 
a technological or scientific advancement became more popular, 
a theme initiated by Joseph Wright of Derby. Just so, a rise of 
an appeal to allegories, historical paintings and art replaced the 
studies of representation of subjective sensual experiences. Wright 
in particular was fascinated with light contrast, the strength of 
shadows and darkness. (Khan Academy)
d.   Romanticism
The Romantics rose in the early half of the 19th century and 
refused this objectivity towards and rationalization of nature. They 
countered the theories of Enlightenment with literature, art, and 
intellect emphasizing intense emotions, and deep appreciation 
of the beauty of nature, making way for its mystery and wonder. 
Nature is not the cells, not the atoms. Nature is the thunder that 
cries or the storm that threatens, it is the soil that springs and feeds. 
One does not understand nature counting its leafs and measuring 
its growth, however by vanishing the distance between one and 
nature and finding a sense of oneself in nature and a sense of nature 
in oneself. The romantics appreciated what is seen, what is heard, 
what is smelled, what is tasted and what is felt. Being a part of 
the mystery of the world, humans not only take in from nature or 
give to it, but also exist within it. They founded, or revived in a 
way, the concept of “genius”; the artist who creates beauty out of 
nothingness. The strong stances of the romantics were a universal 
wake up call about the accreditation of the body in contrast of the 
scientific mind. (Bristow, 2010)
The twentieth century brought along a considerable number of 
chronological art and design movements, and a general awakening 
about social, humanistic and even cultural and artistic unanswered 
questions lead to many investigations. Between them is the shift 
of the hegemony of vision and giving power to the body of the 
artist and his audience. In the 19th and early 20th century, blurring 
the separation between music and other forms of art became a 
“widespread obsession”.
e.   Postimpressionism
In the late 19th century, artists began to retranslate their interest 
in what they “saw”. Postimpressionism starts to grow an interest 
in an unfaithful visual description of the object of the painting. 
However it achieves a faithfulness to the personal perceptive 
image that the object in subject draws in the artist. The eyes are 
no longer the windows for the perfect nature that an artist mimics 
and adores, but a part of an organism, himself being part of a 
natural phenomenon, embracing the imprint of nature on nature. 
Still in an era of a focus on sight, the art of the impressionist world 
starts to acknowledge the contribution of touch, smell, sound and 
taste in our encounters with the world. The human body stops being 
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a transparent tool for a mind that strives to understand nature, 
and becomes a rather complex part of nature that interprets and 
misinterprets, combines and divides its perception. Paul Cézanne 
conducted a considerable amount of research on the evolution of 
his own perception of the same scenery with different time lapses. 
He believed that “to paint is to register these color sensations”. 
Both Cézanne and Pierre-Auguste Renoir were diagnosed to be 
nearsighted (myopes), the latter being known for stepping away 
from his own painting to experience it in his blurriness, allowing 
his eyes to exercise their personalization. Even when Cézanne 
was offered spectacles he is said to have screamed in rage: “take 
away those vulgar things!”. Lucky for him, he also got other 
retinal disturbances with time causing color altering, which also 
he celebrated in series of paintings. According to Merleau-Ponty, 
Cézanne’s paintings makes “visible how the world touches us”. 
Postimpressionists not only noticed but also rejoiced the faultiness 
of the eye, opening the stage for later movements to engage in 
subjective bodily impressions. (Crowther, 1933)
f.   Exposition Universelle in 1900 or World Fair
The 1900 introduced a brick stone in the evolvement of the 
organization of international exhibitions. The idea aimed at 
transforming exhibitions as specialist fairs that present industrial
innovations before a professional audience into recreational spaces 
for the amusement of much wider sectors of the population. The 
exhibition was made as a celebration of what has been achieved 
in the art world, and an anticipation to what will be. Being in 
the heart of an industrial revolution, the public was communally 
acknowledged as being interested of technological advancements. 
The exhibition was recognized to have introduced the concept of 
“clou”; attractive looking objects that capture the imagination of 
the public and appeal to the human’s soul. An impressive section 
of the fair used this craze into its tackling of human perception. 
Technologies were introduced as “clou” that would stimulate 
sensorial fields in what Vanessa R. Schwartz called a true fin-
de-siècle.
One of the technologies was introduced by painter Hudo d’Alésie 
as a revival of an idea written by the artist Robert Barker in 1787. 
The Maréorama simulated a sea journey through the Mediteranian 
Sea, activating all five senses of the audience suitably. A canvas 
screen set up in a perimeter around the audience incorporated 
motion, light and visuals, sounds, certain smells and an adjacent 
restaurant to engage the audience in a full perceptual manipulated 
experience. D’Alésie’s objective was to “make the spectators feel 
the same sensations that they would feel in the real place”. “It 
is a holistic work of art” he said, indicating to how it tackles the 
human body as a whole. (Barbosa, 2015)
This approach of incorporating the idea of recognizing the body 
as a whole perceptual unit, in a celebration of the future and 
technological advancements, comprehends the beginning of the 
1900th century thinking as with a revolutionary interest in the senses.
g.   Cubism
The break free of the impressionist movement gave the floor for 
more independence for the artists of the following decades, who 
normally took advantage. Pablo Picasso was an essential figure for 
the cubist movement. The styles of painting he proposed issued 
many speculations on the reasoning behind his imagery. A theory 
suggested that Picasso would gradually abandon painting what 
the eye sees, to progress to paint what his hands touched. A cubist 
painting was interpreted as both a unification and a division of the 
perception of a three dimensional figure. After perceiving different 
angles of the subject, each detail was painted from a different 
angle to the taste of the painter. Painting was no longer of what 
is known, but what is seen, touched and selected.
h.   Futurism

Futurism, started by Italian writer Filippo Tommaso Marinetti 
around 1909 as part of the avant-garde movement, was fascinated 
by the technology, the machinery and the urban life the world had 
come to. Futurist artists had an urge to propagate and advocate for 
the power and the beauty of speed, loudness, and quick change in 
the urban city. Paintings of the movement aimed for thus evoking 
all sensual experience with the visual not being the highest 
emphasis. This thrill about this perfect city forming drew them 
to represent its smells, heat, fast pace, loudness, etc, through the 
use of onomatopea, a hopeful imagination, a complete freedom in 
their compositions, and through creating a certain non rhythmic 
music to mimic the art of noises. The overwhelming power of the 
new machinery body was a celebratory consequence, especially 
the change of the urban city, etc. (The Art Story)
i.   Op Art
Optical Art suggested a challenge for the equation of the eye and 
the mind coming to conclusions. Instead, experimentations of 
how an eye that abandons the mind would arrive to a much more 
desirable conclusion than if in collaboration with a reasoning. Bridget 
Riley’s first op art work was “Kiss” in 1961. An experimentation 
for a communication with the human body, the painting presents 
two black masses on the very edge of touching, suggesting a 
result that is only completed in the viewer’s mind. The fact of 
the touch being foreseen instead of visually presented, engages 
the audience’s perception in creating the image. “The eye is the 
organ of distance and separation, whereas touch is the sense of 
nearness, intimacy and affection. The eye surveys, controls and 
investigates, whereas touch approaches and caresses,” writes 
Juhanni Pallasma in his book “Eyes of the Skin”. In her painting, 
Bridget Riley unveils an intimacy through two non-figurative 
elements that anticipate a caress. 
Op art also simulates movement in a still. “The painting presents 
our eyes with contradictory data as we read part of the field in terms 
of diagonals and other parts in terms of horizontals and verticals. 
The painting practically forces us to move backwards and forwards 
and as we do so, the field appears to move, expanding, contracting 
and undulating,” says Victor Vasarely, father of Op art. It is the 
eye only that then creates the perception of a movement in the 
mind of the viewer. “Movement does not rely on composition nor 
a specific subject, but on the apprehension of the act of looking 
which by itself is considered as the only creator”, he continues. 
To create this movement, several techniques were studied. Op 
artists retrieved common characters of vision and movement like 
repetition, alternation and, to borrow from the auditory vocab, 
rhythm.
In 1967, Bridget Riley painted her first colored composition, Cataract 
3. “The music of colors is what I want”, she said. Already having 
caught the eye, Riley painted for the eyes to hear. The moving 
calm composition was dipped in a mixture of cold colors with a 
warm tint. The impact sang rhythm and harmony.
Optical art transitioned thus from being a manipulator of the eye, 
to an engagement with movement, to a visually narrated melody.
j.   Contemporary
The next period until contemporary (new art*) records a huge 
variety and experimentations with the proliferation of the subject 
of the senses in art and design. Therefore, the documentation of 
the articulation of sensorial impressions stops here.
*New art, indicating to art in the current and a few decades back 
– the 20th century and back), where no specific school of art to 
constrict or directs artists.

II.   A GRAPHIC DESIGN THAT FIGHTS 
OCULARCENTRISM

Centuries engaged in continual discussions around the perceptual 
capacities of a human being. The tools of perception were studied 
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in fields of science, and its effect on the person in the field of 
philosophy. This segregation gave a stereotype of dreaminess to 
philosophers, and one of detachment to scientists, two positions 
that were very often occupied by the same people in the renaissance 
and way before it. Where knowledge of the body occurred, 
knowledge of the soul proliferated. The Pythagoreans believed 
that “The eyes are made for astronomy, the ears for harmony and 
these are sister sciences”.
A.   Ocularcentrism
The 20th century brought along movements of rejection the 
hegemony of vision that had been surrendered to and admired 
since the renaissance. Rene Descartes often acknowledged the 
nobility of vision and its objectivity, and he equated it to tactility, 
the latter being “more certain and less vulnerable to error than 
vision”. A theory started to form realizing the resistance of the 
vision’s supremacy of the movements of its time, and put forth 
and theorized the contradiction, sometimes even aggressively. 
Whether objective or not, the process of internalizing the world is 
not reduced to a reception of light and creating mental images. If 
the whole body is involved then there should be a more diversified 
impression. Friedrich Nietzsche shamed this ocularcentrist attitude 
to be “treacherous and blind hostility towards the senses”. Max 
Scheler blames it to be riveted by a “hatred of the body”. This 
refusal propagated especially in French intellectual tradition like 
Maurice Merleau-Ponty, Rolland Barthes, Jacques Derrida, etc, 
according to Martin Jay’s book “Downcast Eyes – The Denigration 
of Vision in Twentieth Century French Thought”. Pallasmaa writes 
in the introduction of “Eyes of the Skin” “Significant architecture 
makes us experience ourselves as complete embodied and spiritual 
beings. In fact, this is the great function of all meaningful art.”
History does not surrender as a whole to the supremacy of vision. 
Up until the Middle Ages sound was up to par with vision. The 
visual field however has retained its rank as opposed to sound. 
With this evolution, a collective development of the sense has 
occurred. Vision, because of its explicit usage, has had the most 
explicit understanding between the senses. However, the body acts 
on an experience as a whole, vision being only inclusive to the 
other senses. What is suggested is that then, this understanding 
be pushed to the viewer, for the latter to reach this relationship 
through the vocabulary of the suggested exhibitions of visual art. 
The twentieth century sprouted with epiphanies on the importance 
of celebrating the human as a perceptive unit, not as a mechanism. 
Since then, a human’s sensorial capacities have been in constant 
questioning and under experimentations in philosophy, and in art. 
My project seeks to bring this debate to design.
The research seeks a stance of opposition to ocularcentrism 
through a proposition of visual and spacial argumentation rather 
than a debate. Although through a display of visual elements, the 
purpose is to direct the body to engage as a whole to have a full 
experience. It is to challenge the capacity of visual stimulators to 
intrigue the network of the other senses. It is to stimulate the body 
to hear, touch, smell and taste as the eye sees. (Pallasmaa, 1996)
B.   Refusal of Occulacentrism
a.   Through Phenomenology
The early 20th century brought a discipline that develops and 
embraces these theories regarding perception; phenomenology. 
The latter was founded by Edmund Husserl and involved parts 
of many disciplines in philosophy like logic, ontology and ethics 
as well as sciences such as neurology. It naturally dealt therefore 
with the structures of consciousness and the conditions of being. 
Under the new umbrella, philosophers like Martin Heidegger, 
Maurice Merleau-Ponty, Jean-Paul Sartre, Max Scheler carried 
through, discussed and initiated new ideas and studies.
In the wave of technological and scientific discoveries, philosophy 

revolving around the human soul, grew untrusted unless it covered 
a scientific dimension, hence the birth of phenomenology. It is 
in fact this discipline that gave this phenomenon the name of 
“Ocularcentrism”. Juhanni Pallasmaa, Finnish architect, holds 
on to the philosophy of beauty. In “The Eyes of the Skin”, he 
analyses the engagement of the human body, mainly through 
tactility, with the different objects that it encounters, realizing 
what draws a conclusion of beauty. His expertise in architecture 
and architectural theory directs him to analyze raw materials; 
wood, stone in contrast to steel, spatial characteristics, and human 
reactions upon encounters of these spaces. He links throughout his 
discussions these components to suggestions of an objective, in 
contrast to subjective, sense of beauty. The concept of relativity 
of beauty, feelings, and sensations has been established for a too 
long time. Phenomenology stands to wonder with our more or less 
similar organisms, how relative a feeling can be. Except in special 
circumstances, humans will always be intimate by touch, nostalgic 
by smells, or even angered by a storm. Neurology of the 20th and 
21st centuries joins civilizations in history on a continuous pursuit 
of beauty, which evolved from perfection, proportions and emotions. 
It is relying on its concepts that this research develops its aim. A 
journey where the mind travels finds questions and answers. A 
journey where the body travels finds pleasures and relationships. 
The research longs for a journey that bridges both, finding the mind 
where the body touches, hears, tastes and smells what it can and 
cannot see. It urges for a journey that does not exclude the mind 
of the body and the body of the mind. The research understands 
thus that in this sort of inclusion, the body cannot be considered 
a partitioned entity with dissectible sensation. It is almost as if it 
is only through being one with the mind, that the body itself is a 
unit. Merleau-Ponty says “My perception is [therefore] not a sum 
of visual, tactile and auditory givens: I perceive in a total way with 
my whole being: I grasp a unique structure of the thing, a unique 
way of being, which speaks to all my senses at once”. Pallasmaa 
revises the multisensory perception of encounters that might be 
hastily described as visual or tactile. Focusing on tactility the most, 
he reveals chapter by chapter the relevance of a human touch and 
perception in understanding the world. He aims then “to create 
a conceptual short circuit between the dominant sense of vision 
and the suppressed sense modality of touch”. (Pallasma, 1996)
b.   Through the study of the frame & peripheral vision
Renaissance artists defined their paintings to be a window to 
another world, a world of mystery, beauty, power, or emotions, etc. 
The paintings consequently create a space for the viewer to look 
at, projecting a space. Windows do not exist however without a 
distance and a separating wall. The frame of the paintings frames 
thus a world that we can only observe from behind our walls, and 
frames. The wall created has the tendency to project the viewer then 
to his/her own space. If the canvas is the presence of a desirable 
world, then what creates this wall is the absence of the world 
around the frame, thus the absence of peripheral canvas. Perception 
is hence interrupted, and a separation of the space created in the 
painting and the space occupied by the viewer is highlighted. The 
body thus understands the space as scenery to look at, and not 
be projected in, and have a full perceptual engagement. Science 
has adopted the importance of peripheral vision as a research 
topic. “The preconscious perceptual realm, which is experienced 
outside the sphere of focused vision, seems to be just as important 
existentially as the focused image. In fact, there is medical evidence 
that peripheral vision has a higher priority in our perceptual and 
mental system”, tells Pallasma. “Photographed architectural 
images are centralized images of focused gestalt; yet the quality 
of an architectural reality seems to depend fundamentally on the 
nature of peripheral vision, which enfolds the subject in space”. 
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Some paintings have overcome this obstacle by spreading on a 
large scale, in this way the composition would itself extend to a 
peripheral vision.
The question then seems to form around how to preserve or create 
the desired sensorial experience acknowledging the restrictions of 
the space through the subject’s peripheral surroundings.
C.   Introducing Synesthetic Design
In normal situations, signals from the eyes are interpreted in the 
brain as light, the ones from nose as smell, tongue as taste, etc. 
However, at least four out of a hundred people Synesthesia is a 
neurological condition where the brain interprets signals with the 
“mixing of the senses”. The subject would then experience colors 
as smell, or sound as colors, or any combination of the sort.
Many artists like Vincent Van Gogh, Joan Michel and Wassily 
Kandinsky were said to be or even diagnosed with synesthesia. 
Kandinsky had experienced it the first time during a performance 
of composer Wagner of “Lehengrin”. He had an unusually visual 
response to the performance that he started to study painting. 
(Miller, 2014)
Terms like the “haptic gaze” or “visual noise” come to life only 
when two organs interrelate; the eyes and skin, the eyes and ears. 
Such terms are so often used in a design context, describing nothing 
but the visual presented. Experiential art’s objective lies mainly 
in bodily perceptual engagements that we experience what we 
could call a kind of synesthesia. Even architecture was described 
by the German romantic Goethe as “frozen music”. This layer 
of synesthesia added, the visual language is enriched with the 
triggering of the body, the memory, and the mind. Designers have 
picked up on these links and have tackled them in different ways 
in experimentations throughout history, not necessarily causing 
them as much as translating them. Whether behind a screen or in 
hands, graphic design is a process of creating a visual. The visual 
language of the theme suggested will aim to carry the refusal of 
communicating to vision alone as a mode of perception. Synesthetic 
design is suggested as a design that understands itself as part of 
the visual field, but stands against ocularcentrism.
A series of brief studies will suggest some cases:
Sound
Music has been a source of inspiration for numerous artists and 
designers. This interest between the two arts has developed a 
rather very rich visual language to communicate sound in general. 
The basic concept of sound waves and artists and designer’s 
experimentations in its visualizations, the need to advertise for 
a band or for a kind of music through posters, LP/cassettes/CD 
covers, musical notes and the musical scale, Visual Jockeys (VJ) 
designing light compositions as DJs play music, etc. all contributed 
in a very developed communal understanding of sound visuals. 
Of course there were other contributions to the visualization of 
sounds, like noises, silence, or simply certain sounds like screams, 
or familiar sounds such as the waves of the sea…
“Sight isolates, whereas sound incorporates; vision is directional, 
whereas sound is omni-directional. The sense of sight implies 
exteriority, but sound creates an experience of interiority […] The 
eye reaches, but the ear receives.” – Juhanni Pallasmaa
Pallasmaa suggests that sound articulates and gives an understanding 
of a space. The echos of an occupied room are completely different 
than that of an empty room. Hearing thus not only draws a space, 
occupies it, but also puts a visitor in interaction with it. The walls 
of a visited room reverberate every syllable to the center, and reply 
to each intensity. Visual representations of sound often create or 
stimulate this certain feel of the space or this flexibility in echo. 
(Pallasmaa, 1996)
In 1913, Kandinsky painted this composition called Composition 
VII, one of many paintings that hold a similar name in reaction to 

his experience while listening to Wagner’s piece. The dynamism 
and the colors of the painting mirror his synesthetic experience. 
He continues these experimentations as he tries to systematically 
translate each note in the symphony into a shape and color. (Image 1)
Sight
Descartes found the eye a rather easily erred mechanism. It is 
often affiliated with the incorporation of memory and dreams, 
preferential selection, highly dependent on angle of sight, on state 
of the eye, etc. However the visual world of the 20th century until 
now did not find a lack in these phenomena, but richness. Sight 
no longer consisted of a reflection of sceneries, but a personal 
internalization of images.
At the TATE Modern, the art is not revealed until after the first 
night of the exhibition in subject. This created a challenge for 
James Goggin as he was designing the poster of an Olafur Eliasson 
exhibition in London.
Goggin was only shown a scaled model of the main installation, 
and was told about the minimalistic and atmospheric approach 
that Elliasson followed.
In this case the designer had to communicate a sight in an image 
without transferring it. The poster being a promise to the visitors of 
what is in the exhibition, he decided to transfer an aftersight. The 
installation revolves around a big source of yellow light, blinding 
as the sun. Goggin condensed the concept into a typographic and 
colored background composition. He transferred the disorientation 
and the charge of the optic nerves after looking at the sun in a flat 
yellow background, where you cannot see anything other than 
the color, and a pointed typography translating the back flare as 
a result of the blinding effect. (Image 2)
Smell
Sharing the same organ as breathing, smells have been present 
everyday of our lives. We very often realize a smell and involuntarily 
experience a kind of nostalgia. That is because smell is the sense 
that is most related to memory. “The most persistant memory 
of any space is often its smell. […] A particular smell makes us 
unknowingly re-enter a space completely forgotten by the retinal 
memory,” tells Pallasma. The moment that the memory is recorded, 
a smell, an atmospheric image and a feeling are interconnected. The 
smell is then preserved in our memory by its spirit; a succession 
of colors and forms. When experiencing the smell again, these 
images are triggered and if the subject is conscious about it, he 
realizes the “visual smell”. (Arts Santa Monica Departament de 
Cultura, 2011)
This is why color is a very important in the representation of this 
sense, as colors themselves have an atmospheric symbolism, and 
are part of the image memory. 
Taste
Taste is a very intimate sense, so intimate that its stimulation is 
often a multisensory process. For instance, it has a very strong 
connection to smell. For a very long time, they were even considered 
undistinguishable. Also, there is a strong connection between the 
taste and tactile experiences. Some colors are even very strong 
simulators of oral sensations. “Our sensory experience of the 
world originates in the interior sensation of the mouth, and the 
world tends to return to its oral origins. The most archaic origin 
of architectural space is in the cavity of the mouth”.
Therefore the communication of taste, especially in food 
photography, often involves the suggestion of texture on the 
tongue, and a strong smell. (Pallasmaa, 1996)
Food photography, especially in advertising, holds infinite 
experimentation and studies on how to appeal to taste. In this case, 
we view examples of photographer and designer Michelle Min. 
In the set of photographs, Min transfers the texture of three 
different flavors of different densities, using more of less the 
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same color palette. The graininess through the photograph but 
the dissolving from the faded but existent typography of the salt, 
the creaminess and sliminess, but the delicateness of the taste of 
the butter, and the powder very light particles that fly like dust of 
flour, all documentation of their characteristics. The photograph 
of the yolk of the egg transfers its concentration and sliminess. 
The last photograph showcases a mixture of a texture and a pinch. 
(Image 3)
Touch
Touch is no doubt the sense that is most related to intimacy. In 
fact, a big lexical field involves both concepts which makes it tend 
to have this affiliation: skin, feel, touch, smooth, etc. Having this 
character of intimacy, hands have history. Cultures have made 
themselves acquainted with the offering of the intimate touch of 
the hand in a handshake. The dress of Botticelli’s Venus has made 
itself intimate with the emphasis of a graceful touch of the fabric on 
the skin. “The skin reads texture, weight, density and temperature 
of a matter”. The skin also can read time, within wrinkles, dust, 
countless waves on a shore that erase the rough texture from a 
smoothened pebble, etc. Spread on the biggest organ of the body, 
the skin, and the modern world involving all bodily reception of 
information as sense, tactile sensations are of very big variety. 
Even the widely used categorization
of warm and cold colors demonstrates an intimacy that one exercises 
with a visual. Also pain, discomfort like ich, temperature will all 
be considered within this section. (Pallasmsa, 1996)
Yves Kleine looked for the art of the after touch. He looked to 
visualize the imprint of a body. This could stand as the aftertouch, 
or the memory of the touch. The nudity and feminine character of 
the created silhouettes portray the intimacy of the sense of touch. 

III.   SPACE
This chapter will discuss a spatial element, and will tackle questions 
regarding this third dimension. It will follow the development of the 
definition and characteristics of an “exhibition” with commentary 
to put it in the sensorial framework. It also introduces the graphic 
designer in the context.
A. Ahistorical Exhibition
An “ahistorical exhibition” is a term born to describe a rejection 
of the tradition of displaying a chronology of art, a perception 
derived from the “mixed galleries” of the seventeenth century. 
Another way of classification was encouraged, one that involved 
“correspondences” between diverse works of different eras and 
cultures instead of time based or style based segregation. A 
correspondence is a link developed by the exhibition’s curator to 
group a number of diverse works under a notion of his proposition. 
This link would therefore be far from this chronological or stylistic 
categorization and more challenging, the concept of style being 
debated to be a creation of art historians that belong to a later period 
looking back at art and systemizing it. However curators of this 
kind of classification called “thematic affinity” are criticized as 
“arbiters of taste”. However they defend themselves as “intuitive 
classifiers”, where the correspondences or sought “essential links 
between the different arts” that they suggest “transcend art-historical 
classifications in terms of period and style” and “communicate 
a message”. This approach links an exhibition in a theoretical or 
historical framework, instead of a pure exhibit of visual forms. The 
introduction of these links starts to give the visitor more power of 
personal interaction or relationship with the work. 
The later half of the twentieth century faced a collision and debates 
also around theories that try to define what a museum’s role is. 
The “museum is an institution which plays a decisive part in 
determining the significance of works of art” mentions Meijers. 
The 1900 Expo Universelle showed a start of attempts of targeting 
sensorial stimulation in expositions. The postmodern era grows 

interested in the display of diverse artists and characters across 
the exhibition, shyly existent in the classical Academy. Museums 
were sequenced in a bolder manner, like in the Romantic period 
where originality of an artistic voice was held above all. The 
sequence did not try to recall a traditional historical form or story. 
Chronology of development was no longer interesting, nor was it 
convincing. “Modern artists” did not learn from “Past Masters”, 
but they created their own character, introducing philosophical 
concepts to the initiative of curating an exhibition, like human 
cognition and perception.
This research abandons notions of time and space in the study of 
the works of art in subject, baring them to the pure question of 
the bodily stimulation of the audience. (Meijiers, 1992)
B.   Space and circulation in an exhibition – research study
Planning an exhibition cannot exclude the study of spaces. The 
exhibition does not exclusively communicate the works of art 
it showcases, but also sets the motion and the direction of the 
viewer or suggests it. Time and space are both dimensions an 
exhibit event tackles. 
The exhibitions suggested is an access to a selection of works 
under a suggested narrative accentuated by surrounding visual, 
physical elements and the architectural space. As a more converged 
definition, the narrative suggested is the bodily engagement of the 
viewer, more precisely through a converging of his/her perceptual 
capacities. Also in this research, the term “exhibited material” will 
refer to all viewed material in the suggested space, thus will not 
exclude exhibition signage, display elements, and all intentional 
interventions on the space.
A walker in “Writing of History” is not a follower of a suggested 
plan. French philosopher Michel de Certeau suggests in his text 
that governmental and authoritative institutional maps indeed 
divide the cities and design them, but have no proper mimic when 
it comes to the walker in the city. These maps comprehend the 
city as one whole, an unrealistic expectation according to Michel 
de Certeau. The walker defines their own divisions according to 
preferences, comfort, knowledge of the roads, shortcuts and even 
memories. The map is thus broken into disproportional usage. In 
a study called “Walking, looking and longing: on the perceptual 
engagement with art exhibitions” by the TATE, this explanation 
is compared to the experience of exhibition spaces. Just like in 
the city, the visitor is a unit in the laid out space. The visitor does 
not experience the exhibition space as a unified whole, or as it 
is suggested by the designer, however by their own preference, 
perspective, memories, etc. An exhibition designer either directs, 
suggests, or even loses this human unit in the space composition, 
through the sequence of the works exhibited, the methods of display, 
the theme of the exhibition, the circulation or the divisions of 
space, etc. The designer does not have the power of imposing an 
experience of the space on the viewer. “A large part of the artworks 
they might never see, and there will be areas of the exhibition that 
they might completely skip. But their senses are continuously in 
play, and they form connections with the artworks and each other.”
In this research, the layers of an exhibition tackling the movement 
in space or the encounter of materials are acknowledged. The 
sensorial human walking experience has been a subject of study 
for British anthropologist Tim Ingold. He describes the movement 
as “making lines in space”. “To correspond with the world, in 
short, is not to describe it, or to represent it, but to answer to 
it”. He defines then the process of answering to the world. “The 
human being emerges as a center of awareness and agency whose 
processes resonate with those of its environment.” In the course of 
this movement, the human then becomes an attentive intelligence, 
making correspondences and links through his experience. Ingold’s 
theories could be seen in the light of the parallelism of the walking 
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experience of an exhibition and the encountering of materials.
Other theories revolve around the relationship between the 
human unit with history, emotions, perspective and the “thing”, 
in an exhibition context, the exhibited material. Jane Benett’s 
“Vibrant Matter: a political ecology of things” discusses the 
coexistence of humans with other things in one space, or “matter” 
and relationship to matter. Benett also acknowledges the human 
as a perceptual capacity with an ongoing creative analysis that 
makes links and connections. Petra Tjitske Kalshoven approaches 
the subject from a musicological perspective. She mentions the 
curiosity of the viewers, and the romantic notion of magic of the 
artifacts when speaking of making relationships while walking 
in a museum. Kalshoven hence makes the position of the object 
and that of the human even more intertwined and flexible, and 
more emotionally invested, mentioning the desire and the curiosity 
behind this relationship.
C.   Questions regarding the space
The research suggests a space of perceptual harmony. While 
understanding that it is impossible to force a defined experience and 
a unified path on visitors, my role will include investigating how 
to suggest the objective theory keeping in mind this subjectivity 
of the viewer. The roles I investigate in the project are together the 
choice of the space itself, the curator of the visuals, the designer 
of the route of the viewer, and the graphic communicator of the 
five exhibitions.
a.   Regarding the neutrality of space towards the suggested 
experience
The experience sought is that of full perceptual engagement with 
the space. This experience is enhanced with an attempt at an 
elimination of diversions whether it is the history, time, the invasion 
of the daily life, etc. In the 1920s, with the rise of popularity of the 
ahistorical exhibition, an effort to abide to a neutral character in 
space and in time that metamorphoses with every correspondence it 
houses was done. A “sacred” museum room that held the title “The 
White Cube” was constructed. The room welcomed exhibitions 
with clashing visuals and diverse voices, and sought to preserve 
visual differences without manipulate their perception through 
an unintended atmosphere. Whether through the minimalistic 
methods of enclosure of the space, or the simplified character, the 
art was no longer classified in time or space, but offered a neutral 
ground to the subject. Another way of finding a neutral ground 
in this structure is through its color scheme. The abundance of 
white on contemporary exhibition walls are actually revivals of 
this neutrality of the cube, and a very typical type of museums 
of the fifties. The lighting of the museum also has a huge role in 
creating the atmosphere aimed for. The white walls and the strong 
and homogeneous distribution of light in the room was also of a 
certain neutrality towards the art. Harald Szeeman designed an 
ahistorical exhibition at the Boijmans van Beuningen Museum 
in Rotterdam in 1988 that recalled concepts of the juxtaposition 
of an artistic diversity the classical academy entitled “Ahistoric 
Sounds”, in hopes of seeking “the essence of the work of art”. 
For his spiritual idea, he chose to light the spacious exhibition 
strongly and almost equally to create a sort of meditative aura. 
These examples, however, are only taken as a case study, but not 
as an ideal solution for the problematic of unwanted characters 
being imposed on a space. (TATE Modern research Center)
b.   Regarding the sequence and content of the exhibition
Neither a historical chronology nor a special or cultural or 
stylistic regard will be emphasized in the choice or sequence 
of the works of art. The progressive position of a human of the 
twenty-first century giving a liberated but cultured overview over 
the art of the previous centuries will be taken advantage of. A 
series of ahistorical exhibitions that steer away from debates by 

shedding a light on their collections outside of categories and time 
constrictions is suggested. They instead depend on categories of 
my proposal of the relevance of the topic. In the exhibitions, the 
sequence or dispositions of the art in subject although will credit 
the artist but will not seek to inform of neither the historical nor 
the stylistic context in which the piece was created. It will seek to 
increase the visitor’s engagement with his own body rather than 
his mind. The experiential graphic design incorporated – signage 
- in the space will take part in realizing the objective as much as 
the artwork itself, with the role of directing the audience towards 
a more intensified experience. (Meijiers, 1992)
d.   olafur eliasson – case study
Olafur Eliasson is an Icelandic Danish artist known for his 
perceptually challenging installation art and exhibitions. Having 
lived in Iceland, Eliasson has a very developed sense of appreciation 
and attachment to nature, and its expansion of the human perceptual 
capacities. This attitude is voiced in every work he presents through 
his sensitivity to the world of perception, the physical and the 
immaterial. In his work, he converts the passive visitors of an 
exhibition into “inhabitants” of the art, where the art is not only 
what we see but how we see, or in his words: “seeing yourself 
seeing”. Eliasson’s main challenge when designing his art is the 
understanding of the space of the exhibition, the art and what it 
stimulates in human perception and the integration of a nature 
that is emphasized, hinted at or missed. “I strongly believe that it 
isn’t necessary to polarize the fields of art and architecture (of the 
exhibition). Rather, it’s about trying to transgress the traditional 
boundaries to create a space of inclusion and hospitality, where 
differences of opinion are not only tolerated but encouraged. 
When you enter my exhibition, you do not step out of the city of 
Stockholm and into the protected world of art, but continue the 
processes of negotiation and co-production that characterize our 
shared reality,” he says. I study therefore his different approaches 
to the challenging of the human perceptual realm.
“Riverberated” is an installation that simulates a rocky landscape 
crossed by a river, occupying the whole exhibition space of the 
Danish Louisiana Museum of Modern Art. The project expresses 
Eliasson’s attack to a separation of the natural and the built, and 
nostalgia to a perceptually pleasing landscape absent from the 
urban city. “When I walk or drive through the Icelandic landscape, 
I sense the surroundings and sense myself searching for sense. 
This vast landscape is like a test site that nurtures ideas and helps 
me process them into felt feelings –maybe even into art” he says. 
Focusing on the progress of the walker in the exhibition, the route 
of sensorial stimulation is a reinterpretation of the core concept of: 
“the gallery is again primarily a place where we walk” as Marie 
Laurberg defines it.
The approach of covering the whole exhibitory area with elements 
from one nature strongly suggests a uniformity of space. The 
experience of the walk in the exhibition however, although embraces 
this homogeneity, but simultaneously highlights the transition 
between the different rooms of the exhibition space by tightening 
the orifice of connection between the rooms. This would enforce 
on the walk a certain movement that would introduce the body 
to a different spatial context. The walker flows in the simulated 
harmonious landscape, taking part of the installation. 
His bodily movement takes an equal part in the exhibition as 
the rocks and the water, his walk being as much of the art as the 
physical intervention of the artist. The walk emphasizes a kind 
of experience rather than a distant visit to a cultural zone. The 
installation showcases an invasion of landscape on the walk, 
pushing the physicality of the architecture onto a perceptually 
engaging space. The experience of the exhibition abandons the 
walls and the intellectual analysis or memory to delve into the 
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body’s intelligence. (Image 4)
Presenting a truth, and an element of esteem, the artwork in usual 
contemporary exhibitions looks untouched on a white setting 
that suggests a pure inhumane dimension, keeping away any 
human intervention with glass protection and synthetic material. 
Olafur Eliasson’s installation rivals this attitude in engaging the 
body of the visitor in the art work. Map of Unthought Thoughts 
occupies the full volume of the room extending light forms from 
a central installation of a metal structure. The lit installation casts 
its presence on all the walls of the room, welcoming the visitor to 
join its presence. The experience is a witnessing to a space that is 
occupied with a perceptually tacit presence not with the occurrence 
of physical elements the room. When inside, the body takes part 
in that presence when its shadow is perceived interconnected 
with that of the central installation. The shadows casted intersect 
in a way one’s perception of their own movement is flattened 
onto the perception of another object, the object that busies the 
room. The movement is paralleled instead of mirrored, as one’s 
perception of oneself, which would be their shadow, grows when 
approached and shrinks when distanced instead of casting only 
a flat motor movement. This gives a power to the visitor that he 
or she lacks in reality, suggesting a non-rational situation. In this 
installation, Eliasson experimented with the occupation of space 
in volume vs mass, and the integration of the body of the visitor 
with the work of art. The presence of the visitor on the walls of 
the exhibition did create an important articulation of it, and was 
encouraged instead of disliked. (Image 5)
Eliasson also worked on intending to the question of the existence 
of the body in a space vs the existence of the body in a space with 
other bodies. To simulate solitude, or the alone presence of the 
body, he fabricated a room with a concentrated fog that creates a 
dense separation between different bodies that conceal them from 
each other. In this experiment, the space between the wall and the 
body is contracted to flatness, making the exhibition focused on 
within the body instead of the outer experience of space. Walking 
in the space does not suggest suggestions of different visuals, but 
a liberated choice on what the body interacts to. (Image 6)
Color studies were a big part of the experimentations of Oliafur 
Eliasson. A developed experimentation in regards to this question 
was the Feelings are Facts exhibition. Merge of strong colors and 
flatness are two characters that belong to only the lexical field 
of a painting, but not of a space. Eliasson suggests a dimension 
where this is reversed. What if the viewer existed in the flatness 
of the painting? The exhibition had an opening on a solid wall 
that introduced to the viewer a segment of what the exhibition 
room is. The visitor would enter through the opening into a dense 
fog of bright unnatural colors like magenta, emerald, yellow and 
electric blue. Standing in the fog, the visitor’s sense of orientation, 
sense of depth and sense of reality are distorted. The circulation 
in the space is purely sensorial and an experience of feelings. In 
this work Eliasson intermingles the components of an exhibition, 
being visitor and work of art, to create a pure sensory experience. 
(Image 7)
Olafur Eliasson deals with art, mechanisms, light, design, and 
curation. His work reshuffles the components or characters of the 
exhibition, to suggest a challenge to what is the habit or what is the 
more convenient. Creating a dialogue between the body, the space, 
and sensorial elements, he evokes a certain body consciousness, 
and often nostalgia to nature. Tackling with the dimensions of an 
exhibition, his work enriches my archive and understanding of 
the experience of a human circulation in one.
D.   Graphic Design and Exhibition
It was until the second half of the 1900s that the Museum got rid 
of its reputation of being exclusive for the elites. Curators had 

found it more interesting to collect the rarest pieces and conduct 
their own lines of research rather than to present their findings 
to the biggest audience. The 1960s introduced however the start 
of the commercial museum that needs thus a visual identity and 
a graphic artist who would provide it. The interest of forming 
a visual identity for museums started to rise along the peak of 
advertising in the 1970s.
One of the first appearance of the phenomenon was by Willem 
Sandberg, museum director of the Stedelijk Museum in Amsterdam 
who started to design posters and catalogues for the exhibitions 
held in the museum between 1945 and 1963. In 1966 Dutch 
designer Wim Crowel and Total Design studio joined forces to 
further develop the visual identity of the museum. A defined grid, 
which was preserved from Sandberg’s designs, was the base of 
the consistency of this identity, which eventually made the latter 
recognizable. 
Jean Leering, director of the Van Abbemuseum in Eindhoven 
chose designer Jan van Toorn to work on posters and catalogues 
for the museum from 1965 until around 1973. Sharing Leering’s 
provocative ideas about the absence of neutrality of an exhibition 
space, and rejection of a dependence on one housestyle followed 
through in the visuals of the museum, van Toorn designed with 
the idea that “stimulating the outrageous in order to awaken 
consciousness” is more interesting.
The 1980s held a very rapid boom in regards to museums, 
urging thus for the need of graphic artists to ensure an appealing 
communication, resulting in more variety of approaches and 
characters. Visual identities started being carried through more and 
more consistently, including identities for museums. Inevitably, 
different cultures did forecast a different spirit and sensitivities in 
their visuals, France with more image oriented graphics, Germany 
with a more direct and functional attitude, Netherlands with a 
non-decorative abstraction, Switzerland with a high respect for 
clear grids, organization and legibility, and the United States 
with a more commercial attitude. However, the Museum did not 
reach all countries of the world at the same time. Until the 1990s, 
Japanese collections of art were private collections of religious 
groups or elites of the society, never displayed to audiences except 
on occasions of festivals, anniversaries or ceremonies of any kind. 
Professor of the University of Tokyo Shuji Takashina described 
museums in 1992 as: “an institution not yet a century old which 
has been imported from the West”.
a.   The whitney museum of american art – case study
I also investigate about the visual communicative design entailed 
in an exhibition. Impressed with many approaches and projects 
of museum/exhibition design, I choose to present the recent 
design of a group of contemporary leading designers based in the 
Netherlands. I present and relate to the identity formed for the 
Whitney Museum of American Art by Experimental Jetset studio.
Experimental Jetset were asked to redesign the identity of the 
Whitney after its relocation, and submit a “toolbox” that the 
in-house design would use for the future communication of the 
museum. The character and ideology of the Whitney was put under 
a scope. The Whitney presents, according to Experimental Jetset, 
a more complicated history of art. This generated a parallelism 
between a straight line of history, and one with more fractures. 
Taking into account the industrial architecture of the new host 
building, and the feel wanted from the prints in context of the 
city, a zigzag line was used in the logo as a metaphor. Linking 
one segment of the frame of the format to another, the zigzag line 
represents the cultural heartbeat of the city, the waves of sound 
or vision. This simple expression of the identity, of course with 
the strong convenience that the line mirrors the initial of the 
Whitney, gives a big dynamic range of usage. As long as a black 
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line divides the space into 4 equal areas, and starts with an upper 
left to lower right diagonal and ends with a lower left to upper 
right diagonal, the logo will be perceived and understood by the 
audience. (Image 8)
This approach to a visual identity is very liberating in the need to 
design for different characters and different concepts of the future 
coming exhibitions. An identity of simplicity, but also modernistic 
dynamism will also be imposed on the design by the feature of 
the logo. Thus the character of the museum will be present with 
the simple existence of the logo, without having to impose a style 
that will then affect the communication of the varied themes of 
the coming exhibitions.
This zigzag line also articulates a perception of a three dimensional 
space within the poster. Its variations almost symbolize the different 
angles the now called “Responsive W” is viewed.
Although the studio wanted to go with a typographic approach 
for the housestyle of the posters, the designers of the Whitney 
Museum were keen on going for a single image approach. This 
would require choosing one work of art from the subject exhibition 
and juxtaposing it with the logo now carrying the word Whitney. 
Experimental Jetset dislikes this approach as “reproducing this 
work of art especially for commercial purposes diminishes it”. 
However with the request of the client, they proceeded with the 
project on this basis. The posters of always the same size will 
include works of different sizes. This forces a space that would 
almost always appear around the artwork. The background being 
white, this space is convenient to represent the space around the 
work, so in reality, the exhibition itself. “The new graphic identity 
needs to be adaptable to the Whitney’s commitment to the primacy 
of the artwork. Art comes first, the institute follows.”
The exhibition signage system was decided to be applied directly 
on walls instead of on a plaque or board. This approach suggests 
more freshness and causality during the circulation in the exhibition. 
To add perceptual depth or a sensorial impression, the mounted 
signage was enlarged to an extent that it would suggest a certain 
3D, like supergraphics.
Experimental Jetset chose to use the font neue Haas Grotesk by 
swiss designer Max Miedinger and Edward Hofman, later redrawn 
by Christian Schwartz in New York 2010. This font is meant to be 
expressive or appropriate of New York, especially because of its 
similarity to Akzidenz Grotesk, according to Experimental Jetset.
This case study is a more concrete study of one example of a 
designer of an exhibition space, and it mentions the dimension 
of the research regarding the design process of print design and 
signage system, etc. The interest in it comes from its answer to the 
question: How can we express a uniform identity while keeping 
a huge freedom to how it is used. The very dynamic and flexible 
line has such a very strong character that it reads in different 
perceptual languages in different posters without imposing a 
strict feel. However, this case study is also mentioned to express 
that I will not be using the single image approach. In fact, the 
visual communicative language of my project will not borrow at 
all any artwork of a different author than me. It will express my 
own design of the synesthetic experience.
Conclusion
In the research, I propose challenges on how to design a space 
that exhibits works of artists in a way that answers to the theoretic 
context suggested; how to design a space that presents art that 
simulates sensorial impressions in a way that enhances a perceptual 
experience. The language suggested for the communication material 
is also based on the definition presented of Synesthetic Design.  
The graphic language of the exhibition series employs the same 
task as the exhibition itself. It attempts to challenge the audience’s 
perceptual linkage, triggering the body instead of the information 

processing. However, the challenge could also complete this task 
in the different places and usages of the items. A poster is placed 
within an environmental surrounding, the brochure as of the 
entrance to the exhibition, etc. The emphasis is on approaching 
the body and not the mind. The research proposes and develops a 
definition proposed of “Synesthetic Design” in space and in print.
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Abstract- In an attempt to rediscover the mountainous area of 
Cappadocia in Turkey as a habitable space for social and cultural 
opportunities, the design studio entitled “The Fairy Pits and 
Towers” is an exploration of spatial possibilities and a weave of 
social narratives through the study and research of landscape 
morphologies and geological layers of the area in question. 

“Adaptive Landforms” is a design proposal based upon a 
rigorous research on the “Fairy Chimneys” rock formation in 
Cappadocia. Firstly investigating the volcanic area at a macro-
scale, in an attempt to understand these extremely interesting 
natural formations, and secondly zooming-in at a micro-scale to 
the area of Zelveh, which is currently maintained as an open-air 
museum. 

In order to understand the nature of these formations, our 
research overlaps diverse aspects of the site; namely climate 
conditions and rock formation, natural formation vs. man-made 
interventions, materiality and atmosphere, land and leisure 
economy, and lastly culture and the human.  

“Adaptive landforms” culminates in an architecture 
intervention that moves from research and narratives into 
composed spaces through mapping of processes and connections, 
experimentation in large scale models, and exploration in form 
finding methods. The proposed programmatic scenarios carefully 
occupy the “fairy chimney” landscape, combining space -forming 
approaches with imagined narratives finally resulting in a mature 
urban scale architectural project. 

The project was presented at Studio X in Turkey (founded as 
an initiative of Columbia University Graduate School of 
Architecture, Planning and Preservation (GSAPP). Studio-X 
Istanbul is an urban laboratory that aims to identify the current 
and future issues facing the city and seeks to generate innovative 
forms of thinking for their solutions. Finally, the project main 
objective is to vitalize the area to its local inhabitant in an attempt 
against the gentrification of Cappadocia by creating a cultural 
center that understands the essence of the region. 

I. A GEOLOGICAL STUDY 

A.    An Action 
   During the Tertiary period, frequent and continual eruptions 
and earthquakes occurred for thousands of years.  The three 
volcanoes: Mount Erciyes, Mount Hasan and a smaller 
mountain named Güllüdag were then active. 
These volcanos are located on the edges of Cappadocia. Their 
frequent eruptions created deposits of volcanoes ash, lava and 
basalt which laid the foundations for today’s landscape. 
(Cappadocia, Ferika Özer Sari and Malike Özsoy ) 
 

The layers thus formed are now known as tuff, which is a soft 
porous stone (Cookson, 2007).  The succession of the volcanic 
eruptions led to the layering of the Cappadocian ignimbrite. 
During the volcanic activities, the layer of tuff was covered by 
layers of lava and basalt. The thickness of these layers was not 
equal. Nowadays, the Cappadocian ignimbrite is divided into 
three sections which correspond to the different time periods of 
the volcanic eruptions. The section of figure1 is derived from a 
thesis entitled: “Fairy Chimney Development in Cappadocian 
Ignimbrites” by M. Naci Sayin, 2008. In this section we 
demonstrate these layers from which the different types of 
fairy chimneys take their names and characteristics.  
The volcanic material slowly ran towards the depressed areas 
and covered the previously formed hills and valleys. This 
geological activity changed the general landscape of the region, 
giving it the appearance of a plateau.  
 

B.     A Reaction 
The Cappadocian tuff is highly subjected to weathering and 

erosion. The climate of Cappadocia thus plays a major role in 
the formation of its landscape. It is characterized by heavy 
rains, snowy winters, and strong winds. The climate of 
Cappadocia is a continental climate in which the difference in 
temperature is high (Murakami, 2008). Thus, mechanical 
weathering plays a role in the fragmentation of the rocks which 
expand when heated and break up as they cool. However, the 
most important sources of erosion are rain and river flows. 
Heavy rainfall transformed the smooth surface of the plateau 
into a complex pattern of gullies. The erosion followed 
preexisting fissures in the rocks. These cracks were formed 
during the layering stages. As the lava layers covered the tuff, 
it cooled down. This change in the lava’s temperature caused it 
to crack. The layers were then further covered with ashes and 
basalt, but the water still found its way through the existing 
cracks. As the soft layers of the ignimbrite eroded, the water 
reached the basalt layer, which is much harder. These layers 
later formed what is known as the fairy chimney cap. The 
sequence of the layers of the ignimbrite defined the type of the 
fairy chimneys formed. 
A further study of the precipitation pattern yielded to 
significant understanding of the formation of these different 
types of fairy chimneys. Figure 2 taken from “Fairy Chimney 
Development in Cappadocian Ignimbrites” by M. Naci Sayin, 
2008, p:44,  shows the location of the different types of fairy 
chimneys. The overlay of this map with the annual 
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erosion. The climate of Cappadocia thus plays a major role in 
the formation of its landscape. It is characterized by heavy 
rains, snowy winters, and strong winds. The climate of 
Cappadocia is a continental climate in which the difference in 
temperature is high (Murakami, 2008). Thus, mechanical 
weathering plays a role in the fragmentation of the rocks which 
expand when heated and break up as they cool. However, the 
most important sources of erosion are rain and river flows. 
Heavy rainfall transformed the smooth surface of the plateau 
into a complex pattern of gullies. The erosion followed 
preexisting fissures in the rocks. These cracks were formed 
during the layering stages. As the lava layers covered the tuff, 
it cooled down. This change in the lava’s temperature caused it 
to crack. The layers were then further covered with ashes and 
basalt, but the water still found its way through the existing 
cracks. As the soft layers of the ignimbrite eroded, the water 
reached the basalt layer, which is much harder. These layers 
later formed what is known as the fairy chimney cap. The 
sequence of the layers of the ignimbrite defined the type of the 
fairy chimneys formed. 
A further study of the precipitation pattern yielded to 
significant understanding of the formation of these different 
types of fairy chimneys. Figure 2 taken from “Fairy Chimney 
Development in Cappadocian Ignimbrites” by M. Naci Sayin, 
2008, p:44,  shows the location of the different types of fairy 
chimneys. The overlay of this map with the annual 
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Abstract- In an attempt to rediscover the mountainous area of 
Cappadocia in Turkey as a habitable space for social and cultural 
opportunities, the design studio entitled “The Fairy Pits and 
Towers” is an exploration of spatial possibilities and a weave of 
social narratives through the study and research of landscape 
morphologies and geological layers of the area in question. 

“Adaptive Landforms” is a design proposal based upon a 
rigorous research on the “Fairy Chimneys” rock formation in 
Cappadocia. Firstly investigating the volcanic area at a macro-
scale, in an attempt to understand these extremely interesting 
natural formations, and secondly zooming-in at a micro-scale to 
the area of Zelveh, which is currently maintained as an open-air 
museum. 

In order to understand the nature of these formations, our 
research overlaps diverse aspects of the site; namely climate 
conditions and rock formation, natural formation vs. man-made 
interventions, materiality and atmosphere, land and leisure 
economy, and lastly culture and the human.  

“Adaptive landforms” culminates in an architecture 
intervention that moves from research and narratives into 
composed spaces through mapping of processes and connections, 
experimentation in large scale models, and exploration in form 
finding methods. The proposed programmatic scenarios carefully 
occupy the “fairy chimney” landscape, combining space -forming 
approaches with imagined narratives finally resulting in a mature 
urban scale architectural project. 

The project was presented at Studio X in Turkey (founded as 
an initiative of Columbia University Graduate School of 
Architecture, Planning and Preservation (GSAPP). Studio-X 
Istanbul is an urban laboratory that aims to identify the current 
and future issues facing the city and seeks to generate innovative 
forms of thinking for their solutions. Finally, the project main 
objective is to vitalize the area to its local inhabitant in an attempt 
against the gentrification of Cappadocia by creating a cultural 
center that understands the essence of the region. 

I. A GEOLOGICAL STUDY 

A.    An Action 
   During the Tertiary period, frequent and continual eruptions 
and earthquakes occurred for thousands of years.  The three 
volcanoes: Mount Erciyes, Mount Hasan and a smaller 
mountain named Güllüdag were then active. 
These volcanos are located on the edges of Cappadocia. Their 
frequent eruptions created deposits of volcanoes ash, lava and 
basalt which laid the foundations for today’s landscape. 
(Cappadocia, Ferika Özer Sari and Malike Özsoy ) 
 

The layers thus formed are now known as tuff, which is a soft 
porous stone (Cookson, 2007).  The succession of the volcanic 
eruptions led to the layering of the Cappadocian ignimbrite. 
During the volcanic activities, the layer of tuff was covered by 
layers of lava and basalt. The thickness of these layers was not 
equal. Nowadays, the Cappadocian ignimbrite is divided into 
three sections which correspond to the different time periods of 
the volcanic eruptions. The section of figure1 is derived from a 
thesis entitled: “Fairy Chimney Development in Cappadocian 
Ignimbrites” by M. Naci Sayin, 2008. In this section we 
demonstrate these layers from which the different types of 
fairy chimneys take their names and characteristics.  
The volcanic material slowly ran towards the depressed areas 
and covered the previously formed hills and valleys. This 
geological activity changed the general landscape of the region, 
giving it the appearance of a plateau.  
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Figure 4. apparatus model 
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III. DESIGN DEVELOPMENT  

Adaptive landforms is a proposal for spatial opportunities, 
social interaction, and art exploration that will connect the users 
to nature and guide them to discover the history of its making. 
The proposed program encloses a museum, galleries, workshops, 
artists’ residences, and an open-air platform for recreational 
purposes such as cafes, amphitheaters, promenade paths 
connecting to different levels of the site, and finally a central 
skeleton connecting all platforms with the underground spaces 
and the shifting volumes (figure 7).  

The main function of the platforms is to provide accessibility 
to the site on different levels through the main central skeleton 
(fig. 11). The platform are able to expand horizontally on the site 
in a radial manner which projects the potential of the structure 
and analysis at hand. Whereas, the vertical elements encourages 
vertical exploration and wonder that will inspire the artist to 
create. Each vertical element is a private residence for artists 
who have different emphasis/approach in their artistic 
exploration. These towers follows the morphology around it, 
creating an adapted shift with each unit (fig. 12).  The towers 
extend underground to enclose the workshop spaces. A diagonal 
connection from these workshop spaces intersect in the center 
of the project enclosing the private galleries for each workshop 
space, and finally the museum in the middle (fig. 13) From this 
focal point the skeleton erect to provide connection to each level 
of the platforms, ending with a observatory deck at the highest 
level portraying a deeper sense of wonder and speculation (fig. 
14).  
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between the two since each type falls into a region of different 
precipitation count.  
Through our research we could relate these types to different 
erosion patterns of each area. We could also identify through 
these types the layers of the ignimbrite which still existed on 
each site. We can anticipate that further erosion of the fairy 
chimneys would eventually lead to the formation of new types 
of fairy chimneys as different layers of ignimbrite are affected 
by erosion. 
The different fairy chimneys are defined according to the 
layers at which they occur. The major difference is the 
sequence and the thickness of the tuff, lava, basalt and the 
deposits layers. This further defines the structural 
characteristics of these formations (fig. 4). 

Through further mapping of the fairy chimneys in each 
studied location, we were able to unravel a new relationship. 
Each type of fairy chimneys had a specific range for a diameter, 
and the distance between the chimneys was also related to the 
type. This pattern was most likely caused by the erosion pattern 
which was in turn defined by the cracks in specific layers. From 
this mapping (fig. 5) we were able to obtain various grids, each 
specific to a type of fairy chimneys. We mapped the distances 
between these formations. Comparing the grids allowed us to 
obtain a ratio of 1:2:8 to compare the different types.   

 

C.   A Human Intervention  
We then zoomed into Zelve region where there’s a clear shift 

of precipitation count creating a border of formation and an 
interesting region for our study. The Zelve ignimbrite is the 
middle layer, thus allowing further anticipation of future 
formation of new fairy chimneys in the Kavak layer and the 
reminiscence of the Cemilkoy layer (fig. 6). 

Through a careful analysis of Zelve, which is maintained as 
an open air museum, we decided on a program that would 
further revive the site, yet relating to its unique morphology. The 
section in figure 7 shows the interaction between the soft nature 
of the soil in Zelve and the human. What is now the open-air 
museum of Zelve once was an agglomeration of dwellings, rock 
churches and a mosque. The abandoned settlement consisting of 
formerly occupied cave houses spreads over three small valleys. 
In the 50s, all inhabitants left the village because of the 
increasing risk of a collapse of the rock houses due to ongoing 
erosion.  
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III. DESIGN DEVELOPMENT  

Adaptive landforms is a proposal for spatial opportunities, 
social interaction, and art exploration that will connect the users 
to nature and guide them to discover the history of its making. 
The proposed program encloses a museum, galleries, workshops, 
artists’ residences, and an open-air platform for recreational 
purposes such as cafes, amphitheaters, promenade paths 
connecting to different levels of the site, and finally a central 
skeleton connecting all platforms with the underground spaces 
and the shifting volumes (fig 11).  

The main function of the platforms is to provide accessibility 
to the site on different levels through the main central skeleton 
(fig. 12). The platform are able to expand horizontally on the site 
in a radial manner which projects the potential of the structure 
and analysis at hand. Whereas, the vertical elements encourages 
vertical exploration and wonder that will inspire the artist to 
create. Each vertical element is a private residence for artists 
who have different emphasis/approach in their artistic 
exploration. These towers follows the morphology around it, 
creating an adapted shift with each unit (fig. 13).  The towers 
extend underground to enclose the workshop spaces. A diagonal 
connection from these workshop spaces intersect in the center 
of the project enclosing the private galleries for each workshop 
space, and finally the museum in the middle (fig. 14) From this 
focal point the skeleton erect to provide connection to each level 
of the platforms, ending with a observatory deck at the highest 
level portraying a deeper sense of wonder and speculation (fig. 
15).  
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Abstract- In an attempt to rediscover the mountainous area of 
Cappadocia in Turkey as a habitable space for social and cultural 
opportunities, the design studio entitled “The Fairy Pits and 
Towers” is an exploration of spatial possibilities and a weave of 
social narratives through the study and research of landscape 
morphologies and geological layers of the area in question. 

“Adaptive Landforms” is a design proposal based upon a 
rigorous research on the “Fairy Chimneys” rock formation in 
Cappadocia. Firstly investigating the volcanic area at a macro-
scale, in an attempt to understand these extremely interesting 
natural formation, and secondly zooming-in at a micro-scale to the 
area of Zelveh, which is currently maintained as an open-air 
museum. 

In order to understand the nature of these formations, our 
research overlaps diverse aspects of the site; namely climate 
conditions and rock formation, natural formation vs. man-made 
interventions, materiality and atmosphere, land and leisure 
economy, and lastly culture and the human.  

“Adaptive landforms” culminates in an architecture 
intervention that moves from research and narratives into 
composed spaces through mapping of processes and connections, 
experimentation in large scale models, and exploration in form 
finding methods. The proposed programmatic scenarios carefully 
occupy the “fairy chimney” landscape, combining space-forming 
approaches with imagined narratives finally resulting in a mature 
urban scale architecture project. 

The project was presented at Studio X in Turkey (founded as 
an initiative of Columbia University Graduate School of 
Architecture, Planning and Preservation (GSAPP), Studio-X 
Istanbul is an urban laboratory that aims to identify the current 
and future issues facing the city and seeks to generate innovative 
forms of thinking for their solutions). Finally, the project main 
objective is to vitalize the area to its local inhabitant in an attempt 
against the gentrification of Cappadocia by creating a cultural 
center that understands the essence of the region. 

I. A GEOLOGICAL STUDY 

A.    An Action 
   During the Tertiary period, frequent and continual eruptions 
and earthquakes occurred for thousands of years.  The three 
volcanoes: Mount Erciyes, Mount Hasan and a smaller 
mountain named Güllüdag were then active. 
These volcanos are located on the edges of Cappadocia. Their 
frequent eruptions created deposits of volcanoes ash, lava and 
basalt which laid the foundations for today’s landscape. 
(Cappadocia, Ferika Özer Sari and Malike Özsoy ) 
 

The layers thus formed are now known as tuff, which is a soft 
porous stone (Cookson, 2007).  The succession of the volcanic 
eruptions led to the layering of the Cappadocian ignimbrite. 
During the volcanic activities, the layer of tuff was covered by 
layers of lava and basalt. The thickness of these layers were 
not equal. Nowadays, the Cappadocian ignimbrite is divided 
into three sections which correspond to the different time 
periods of the volcanic eruptions. The section of figure1 is 
derived from a thesis entitled: “Fairy Chimney Development in 
Cappadocian Ignimbrites” by M. Naci Sayin, 2008. In this 
section we demonstrate these layers from which the different 
types of fairy chimneys take their names and characteristics.  
The volcanic material slowly ran towards the depressed areas 
and covered the previously formed hills and valleys. This 
geological activity changed the general landscape of the 
region, giving it the appearance of a plateau.  
 

B.     A Reaction 
The Cappadocian tuff is highly subjected to weathering and 

erosion. The climate of Cappadocia thus plays a major role in 
the formation of its landscape. It is characterized by heavy rains, 
snowy winters, and strong winds. The climate of Cappadocia is 
a continental climate in which the difference in temperature is 
high (Murakami, 2008). Thus, mechanical weathering plays a 
role in the fragmentation of the rocks which expand when heated 
and break up as they cool. However, the most important sources 
of erosion are rain and river flows. Heavy rainfall transformed 
the smooth surface of the plateau into a complex pattern of 
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types of fairy chimneys. Figure 2 taken from “Fairy Chimney 
Development in Cappadocian Ignimbrites” by M. Naci Sayin, 
2008, p:44,  shows the location of the different types of fairy 
chimneys. The overlay of this map with the annual 
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connection from these workshop spaces intersect in the center 
of the project enclosing the private galleries for each workshop 
space, and finally the museum in the middle (fig. 14) From this 
focal point the skeleton erect to provide connection to each level 
of the platforms, ending with a observatory deck at the highest 
level portraying a deeper sense of wonder and speculation (fig. 
15).  
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between the two since each type falls into a region of different 
precipitation count.  
Through our research we could relate these types to different 
erosion patterns of each area. We could also identify through 
these types the layers of the ignimbrite which still existed on 
each site. We can anticipate that further erosion of the fairy 
chimneys would eventually lead to the formation of new types 
of fairy chimneys as different layers of ignimbrite are affected 
by erosion. 
The different fairy chimneys are defined according to the 
layers at which they occur. The major difference is the 
sequence and the thickness of the tuff, lava, basalt and the 
deposits layers. This further defines the structural 
characteristics of these formations (fig. 4). 

Through further mapping of the fairy chimneys in each 
studied location, we were able to unravel a new relationship. 
Each type of fairy chimneys had a specific range for a diameter, 
and the distance between the chimneys was also related to the 
type. This pattern was most likely caused by the erosion pattern 
which was in turn defined by the cracks in specific layers. From 
this mapping (fig. 5) we were able to obtain various grids, each 
specific to a type of fairy chimneys. We mapped the distances 
between these formations. Comparing the grids allowed us to 
obtain a ratio of 1:2:8 to compare the different types.   

 

C.   A Human Intervention  
We then zoomed into Zelve region where there’s a clear shift 

of precipitation count creating a border of formation and an 
interesting region for our study. The Zelve ignimbrite is the 
middle layer, thus allowing further anticipation of future 
formation of new fairy chimneys in the Kavak layer and the 
reminiscence of the Cemilkoy layer (fig. 6). 

Through a careful analysis of Zelve, which is maintained as 
an open air museum, we decided on a program that would 
further revive the site, yet relating to its unique morphology. The 
section in figure 7 shows the interaction between the soft nature 
of the soil in Zelve and the human. What is now the open-air 
museum of Zelve once was an agglomeration of dwellings, rock 
churches and a mosque. The abandoned settlement consisting of 
formerly occupied cave houses spreads over three small valleys. 
In the 50s, all inhabitants left the village because of the 
increasing risk of a collapse of the rock houses due to ongoing 
erosion.  
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III. DESIGN DEVELOPMENT  

Adaptive landforms is a proposal for spatial opportunities, 
social interaction, and art exploration that will connect the users 
to nature and guide them to discover the history of its making. 
The proposed program encloses a museum, galleries, workshops, 
artists’ residences, and an open-air platform for recreational 
purposes such as cafes, amphitheaters, promenade paths 
connecting to different levels of the site, and finally a central 
skeleton connecting all platforms with the underground spaces 
and the shifting volumes (fig 11).  

The main function of the platforms is to provide accessibility 
to the site on different levels through the main central skeleton 
(fig. 12). The platform are able to expand horizontally on the site 
in a radial manner which projects the potential of the structure 
and analysis at hand. Whereas, the vertical elements encourages 
vertical exploration and wonder that will inspire the artist to 
create. Each vertical element is a private residence for artists 
who have different emphasis/approach in their artistic 
exploration. These towers follows the morphology around it, 
creating an adapted shift with each unit (fig. 13).  The towers 
extend underground to enclose the workshop spaces. A diagonal 
connection from these workshop spaces intersect in the center 
of the project enclosing the private galleries for each workshop 
space, and finally the museum in the middle (fig. 14) From this 
focal point the skeleton erect to provide connection to each level 
of the platforms, ending with a observatory deck at the highest 
level portraying a deeper sense of wonder and speculation (fig. 
15).  
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Abstract- In an attempt to rediscover the mountainous area of 
Cappadocia in Turkey as a habitable space for social and cultural 
opportunities, the design studio entitled “The Fairy Pits and 
Towers” is an exploration of spatial possibilities and a weave of 
social narratives through the study and research of landscape 
morphologies and geological layers of the area in question. 

“Adaptive Landforms” is a design proposal based upon a 
rigorous research on the “Fairy Chimneys” rock formation in 
Cappadocia. Firstly investigating the volcanic area at a macro-
scale, in an attempt to understand these extremely interesting 
natural formation, and secondly zooming-in at a micro-scale to the 
area of Zelveh, which is currently maintained as an open-air 
museum. 

In order to understand the nature of these formations, our 
research overlaps diverse aspects of the site; namely climate 
conditions and rock formation, natural formation vs. man-made 
interventions, materiality and atmosphere, land and leisure 
economy, and lastly culture and the human.  

“Adaptive landforms” culminates in an architecture 
intervention that moves from research and narratives into 
composed spaces through mapping of processes and connections, 
experimentation in large scale models, and exploration in form 
finding methods. The proposed programmatic scenarios carefully 
occupy the “fairy chimney” landscape, combining space-forming 
approaches with imagined narratives finally resulting in a mature 
urban scale architecture project. 

The project was presented at Studio X in Turkey (founded as 
an initiative of Columbia University Graduate School of 
Architecture, Planning and Preservation (GSAPP), Studio-X 
Istanbul is an urban laboratory that aims to identify the current 
and future issues facing the city and seeks to generate innovative 
forms of thinking for their solutions). Finally, the project main 
objective is to vitalize the area to its local inhabitant in an attempt 
against the gentrification of Cappadocia by creating a cultural 
center that understands the essence of the region. 

I. A GEOLOGICAL STUDY 

A.    An Action 
   During the Tertiary period, frequent and continual eruptions 
and earthquakes occurred for thousands of years.  The three 
volcanoes: Mount Erciyes, Mount Hasan and a smaller 
mountain named Güllüdag were then active. 
These volcanos are located on the edges of Cappadocia. Their 
frequent eruptions created deposits of volcanoes ash, lava and 
basalt which laid the foundations for today’s landscape. 
(Cappadocia, Ferika Özer Sari and Malike Özsoy ) 
 

The layers thus formed are now known as tuff, which is a soft 
porous stone (Cookson, 2007).  The succession of the volcanic 
eruptions led to the layering of the Cappadocian ignimbrite. 
During the volcanic activities, the layer of tuff was covered by 
layers of lava and basalt. The thickness of these layers were 
not equal. Nowadays, the Cappadocian ignimbrite is divided 
into three sections which correspond to the different time 
periods of the volcanic eruptions. The section of figure1 is 
derived from a thesis entitled: “Fairy Chimney Development in 
Cappadocian Ignimbrites” by M. Naci Sayin, 2008. In this 
section we demonstrate these layers from which the different 
types of fairy chimneys take their names and characteristics.  
The volcanic material slowly ran towards the depressed areas 
and covered the previously formed hills and valleys. This 
geological activity changed the general landscape of the 
region, giving it the appearance of a plateau.  
 

B.     A Reaction 
The Cappadocian tuff is highly subjected to weathering and 

erosion. The climate of Cappadocia thus plays a major role in 
the formation of its landscape. It is characterized by heavy rains, 
snowy winters, and strong winds. The climate of Cappadocia is 
a continental climate in which the difference in temperature is 
high (Murakami, 2008). Thus, mechanical weathering plays a 
role in the fragmentation of the rocks which expand when heated 
and break up as they cool. However, the most important sources 
of erosion are rain and river flows. Heavy rainfall transformed 
the smooth surface of the plateau into a complex pattern of 
gullies. The erosion followed preexisting fissures in the rocks. 
These cracks were formed during the layering stages. As the lava 
layers covered the tuff, it cooled down. This change in the lava’s 
temperature caused it to crack. The layers were then further 
covered with ashes and basalt, but the water still found its way 
through the existing cracks. As the soft layers of the ignimbrite 
eroded, the water reached the basalt layer, which is much harder. 
These layers later formed what is known as the fairy chimney 
cap. The sequence of the layers of the ignimbrite defined the 
type of the fairy chimneys formed. 
A further study of the precipitation pattern yielded to 
significant understanding of the formation of these different 
types of fairy chimneys. Figure 2 taken from “Fairy Chimney 
Development in Cappadocian Ignimbrites” by M. Naci Sayin, 
2008, p:44,  shows the location of the different types of fairy 
chimneys. The overlay of this map with the annual 
precipitation map (fig. 3) reveals an intriguing relationship 

Action, Reacction, Cappadica Reaction Between layers and climate 
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III. DESIGN DEVELOPMENT  

Adaptive landforms is a proposal for spatial opportunities, 
social interaction, and art exploration that will connect the users 
to nature and guide them to discover the history of its making. 
The proposed program encloses a museum, galleries, workshops, 
artists’ residences, and an open-air platform for recreational 
purposes such as cafes, amphitheaters, promenade paths 
connecting to different levels of the site, and finally a central 
skeleton connecting all platforms with the underground spaces 
and the shifting volumes (fig 11).  

The main function of the platforms is to provide accessibility 
to the site on different levels through the main central skeleton 
(fig. 12). The platform are able to expand horizontally on the site 
in a radial manner which projects the potential of the structure 
and analysis at hand. Whereas, the vertical elements encourages 
vertical exploration and wonder that will inspire the artist to 
create. Each vertical element is a private residence for artists 
who have different emphasis/approach in their artistic 
exploration. These towers follows the morphology around it, 
creating an adapted shift with each unit (fig. 13).  The towers 
extend underground to enclose the workshop spaces. A diagonal 
connection from these workshop spaces intersect in the center 
of the project enclosing the private galleries for each workshop 
space, and finally the museum in the middle (fig. 14) From this 
focal point the skeleton erect to provide connection to each level 
of the platforms, ending with a observatory deck at the highest 
level portraying a deeper sense of wonder and speculation (fig. 
15).  
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between the two since each type falls into a region of different 
precipitation count.  
Through our research we could relate these types to different 
erosion patterns of each area. We could also identify through 
these types the layers of the ignimbrite which still existed on 
each site. We can anticipate that further erosion of the fairy 
chimneys would eventually lead to the formation of new types 
of fairy chimneys as different layers of ignimbrite are affected 
by erosion. 
The different fairy chimneys are defined according to the 
layers at which they occur. The major difference is the 
sequence and the thickness of the tuff, lava, basalt and the 
deposits layers. This further defines the structural 
characteristics of these formations (fig. 4). 

Through further mapping of the fairy chimneys in each 
studied location, we were able to unravel a new relationship. 
Each type of fairy chimneys had a specific range for a diameter, 
and the distance between the chimneys was also related to the 
type. This pattern was most likely caused by the erosion pattern 
which was in turn defined by the cracks in specific layers. From 
this mapping (fig. 5) we were able to obtain various grids, each 
specific to a type of fairy chimneys. We mapped the distances 
between these formations. Comparing the grids allowed us to 
obtain a ratio of 1:2:8 to compare the different types.   

 

C.   A Human Intervention  
We then zoomed into Zelve region where there’s a clear shift 

of precipitation count creating a border of formation and an 
interesting region for our study. The Zelve ignimbrite is the 
middle layer, thus allowing further anticipation of future 
formation of new fairy chimneys in the Kavak layer and the 
reminiscence of the Cemilkoy layer (fig. 6). 

Through a careful analysis of Zelve, which is maintained as 
an open air museum, we decided on a program that would 
further revive the site, yet relating to its unique morphology. The 
section in figure 7 shows the interaction between the soft nature 
of the soil in Zelve and the human. What is now the open-air 
museum of Zelve once was an agglomeration of dwellings, rock 
churches and a mosque. The abandoned settlement consisting of 
formerly occupied cave houses spreads over three small valleys. 
In the 50s, all inhabitants left the village because of the 
increasing risk of a collapse of the rock houses due to ongoing 
erosion.  
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connecting to different levels of the site, and finally a central 
skeleton connecting all platforms with the underground spaces 
and the shifting volumes (fig 11).  

The main function of the platforms is to provide accessibility 
to the site on different levels through the main central skeleton 
(fig. 12). The platform are able to expand horizontally on the site 
in a radial manner which projects the potential of the structure 
and analysis at hand. Whereas, the vertical elements encourages 
vertical exploration and wonder that will inspire the artist to 
create. Each vertical element is a private residence for artists 
who have different emphasis/approach in their artistic 
exploration. These towers follows the morphology around it, 
creating an adapted shift with each unit (fig. 13).  The towers 
extend underground to enclose the workshop spaces. A diagonal 
connection from these workshop spaces intersect in the center 
of the project enclosing the private galleries for each workshop 
space, and finally the museum in the middle (fig. 14) From this 
focal point the skeleton erect to provide connection to each level 
of the platforms, ending with a observatory deck at the highest 
level portraying a deeper sense of wonder and speculation (fig. 
15).  
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II. A NARRATIVE 

A.   Interpretation through Model, Recreation through Design 
Basing on the geological study of Zelve, we built a study 

model in an attempt to understand the formation of this specific 
type of fairy chimneys in this area (type 2 and 3). Through the 
structural understanding of soil composition in terms of 
layering and in terms of the interaction of the external and 
internal forces, we created a structural unit. This unit can be 
manipulated in terms of scale, connection, joinery, repetition, 
pattern, and expansion. From our understanding of the 
composition of the soil, the fairy chimney is created due to 
different effects of erosion on the 2 existing soil types, the soft 
and the hard. This fact is translated in our structural unit in the 
presence of the soft point (the joint) and the hard point (the 
center). The connections of these units have a similar structural 
behavior of that of the soil composition. We stimulated the 
external forces of erosion through forces of compression 
(which forms the cap of the fairy chimney) and tension (which 
erodes the surrounding of it; the soft soil). The unique structure 
of the unit enables it to expand three-dimensionally, shift its 
center, push and pull the surrounding units, and ultimately 
interact with the other layers of soils that it is sandwiched 
between (figure 8). This exposed the forces in play between the 
different layers of soil. It also acted as the basis of the 
reconstruction of the eroded layers. Thus, when recreating 
Zelve’s formation of fairy chimneys through the model, we 
mapped the present condition of the chimneys under three 
categories: intact chimneys, completely eroded chimneys, and 
altered chimneys. This layer, Zelve, is to react with the 
eroded/rebuilt layer of Cemilkoy and the anticipated layer of 
Kavak. This interaction will reveal two categories of fairy 
chimneys: the previously deformed chimneys and the now 
altered chimneys (figure 9). This experiment guided us to 
recreate/rebuild the eroded layer of Cemilkoy as an open 
platform for recreational purposes.  
  

 
B.   Evolution through Time and Space – Vision and Spatial        
      Qualities         
  The platform morphing with Zelve, through specific 

integration with the site and with the fairy chimneys of the area 
(fig. 10). The structure is to expand horizontally between, 
above, and under the fairy chimneys of Zelve. The shifting and 
the intersection of the platform with the slowly eroding soil 
generate connections between the present layer, the eroded one, 
and the one to be discovered. This connection evolves through 
time and space with a structural element becoming an anchor 
for the present to discover the past and the future. 

Two morphological principals of creation/erosion might be 
claimed to exist in the land of fairies pits and towers from our 
research and mappings: a verticality to that is directed towards 

isolation, versus a horizontality that is directed towards 
connectivity and filtration of the human through the site.  

 The sectional vision (fig. 10) evolves through time. The 
attempt to fuse the discovery of the site with its verticality and 
horizontality led to the reconstruction of the eroded layer with 
interconnected structures and platforms.  Mimicking the fairy 
chimneys rock formation into functional spaces that erect 
vertically, these platforms are disrupted horizontally but further 
connected vertically.  
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II. A NARRATIVE 

A.   Interpretation through Model, Recreation through Design 
Basing on the geological study of Zelve, we built a study 

model in an attempt to understand the formation of this specific 
type of fairy chimneys in this area (type 2 and 3). Through the 
structural understanding of soil composition in terms of 
layering and in terms of the interaction of the external and 
internal forces, we created a structural unit. This unit can be 
manipulated in terms of scale, connection, joinery, repetition, 
pattern, and expansion. From our understanding of the 
composition of the soil, the fairy chimney is created due to 
different effects of erosion on the 2 existing soil types, the soft 
and the hard. This fact is translated in our structural unit in the 
presence of the soft point (the joint) and the hard point (the 
center). The connections of these units have a similar structural 
behavior of that of the soil composition. We stimulated the 
external forces of erosion through forces of compression 
(which forms the cap of the fairy chimney) and tension (which 
erodes the surrounding of it; the soft soil). The unique structure 
of the unit enables it to expand three-dimensionally, shift its 
center, push and pull the surrounding units, and ultimately 
interact with the other layers of soils that it is sandwiched 
between (figure 8). This exposed the forces in play between the 
different layers of soil. It also acted as the basis of the 
reconstruction of the eroded layers. Thus, when recreating 
Zelve’s formation of fairy chimneys through the model, we 
mapped the present condition of the chimneys under three 
categories: intact chimneys, completely eroded chimneys, and 
altered chimneys. This layer, Zelve, is to react with the 
eroded/rebuilt layer of Cemilkoy and the anticipated layer of 
Kavak. This interaction will reveal two categories of fairy 
chimneys: the previously deformed chimneys and the now 
altered chimneys (figure 9). This experiment guided us to 
recreate/rebuild the eroded layer of Cemilkoy as an open 
platform for recreational purposes.  
  

 
B.   Evolution through Time and Space – Vision and Spatial        
      Qualities         
  The platform morphing with Zelve, through specific 

integration with the site and with the fairy chimneys of the area 
(fig. 10). The structure is to expand horizontally between, 
above, and under the fairy chimneys of Zelve. The shifting and 
the intersection of the platform with the slowly eroding soil 
generate connections between the present layer, the eroded one, 
and the one to be discovered. This connection evolves through 
time and space with a structural element becoming an anchor 
for the present to discover the past and the future. 

Two morphological principals of creation/erosion might be 
claimed to exist in the land of fairies pits and towers from our 
research and mappings: a verticality to that is directed towards 

isolation, versus a horizontality that is directed towards 
connectivity and filtration of the human through the site.  

 The sectional vision (fig. 10) evolves through time. The 
attempt to fuse the discovery of the site with its verticality and 
horizontality led to the reconstruction of the eroded layer with 
interconnected structures and platforms.  Mimicking the fairy 
chimneys rock formation into functional spaces that erect 
vertically, these platforms are disrupted horizontally but further 
connected vertically.  
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claimed to exist in the land of fairies pits and towers from our 
research and mappings: a verticality to that is directed towards 

isolation, versus a horizontality that is directed towards 
connectivity and filtration of the human through the site.  

 The sectional vision (fig. 10) evolves through time. The 
attempt to fuse the discovery of the site with its verticality and 
horizontality led to the reconstruction of the eroded layer with 
interconnected structures and platforms.  Mimicking the fairy 
chimneys rock formation into functional spaces that erect 
vertically, these platforms are disrupted horizontally but further 
connected vertically.  
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III. DESIGN DEVELOPMENT  

Adaptive landforms is a proposal for spatial opportunities, 
social interaction, and art exploration that will connect the users 
to nature and guide them to discover the history of its making. 
The proposed program encloses a museum, galleries, workshops, 
artists’ residences, and an open-air platform for recreational 
purposes such as cafes, amphitheaters, promenade paths 
connecting to different levels of the site, and finally a central 
skeleton connecting all platforms with the underground spaces 
and the shifting volumes (fig 11).  

The main function of the platforms is to provide accessibility 
to the site on different levels through the main central skeleton 
(fig. 12). The platform are able to expand horizontally on the site 
in a radial manner which projects the potential of the structure 
and analysis at hand. Whereas, the vertical elements encourages 
vertical exploration and wonder that will inspire the artist to 
create. Each vertical element is a private residence for artists 
who have different emphasis/approach in their artistic 
exploration. These towers follows the morphology around it, 
creating an adapted shift with each unit (fig. 13).  The towers 
extend underground to enclose the workshop spaces. A diagonal 
connection from these workshop spaces intersect in the center 
of the project enclosing the private galleries for each workshop 
space, and finally the museum in the middle (fig. 14) From this 
focal point the skeleton erect to provide connection to each level 
of the platforms, ending with a observatory deck at the highest 
level portraying a deeper sense of wonder and speculation (fig. 
15).  
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III. DESIGN DEVELOPMENT  

“Adaptive Landforms”  is a proposal for spatial opportunities, 
social interaction, and art exploration that will connect the 
users to nature and guide them to discover the history of its 
making. The proposed program encloses a museum, galleries, 
workshops, artists’ residences, and an open-air platform for 
recreational purposes such as cafes, amphitheaters, promenade 
paths connecting to different levels of the site, and finally a 
central skeleton connecting all platforms with the underground 
spaces and the shifting volumes and allowing the visitors to 
experience the site from above (fig 11).  

The main function of the platforms is to provide accessibility 
to the site on different levels through the main central skeleton 
(fig. 12). The platforms are able to expand horizontally on the 
site in a radial manner which projects the potential of the 
structure and analysis at hand, allowing for potential future 
expansion. Whereas, the vertical elements encourages vertical 
exploration and wonder that will inspire the artist to create. 
Each vertical element is a private residence for artists who 
have different emphasis/approach in their artistic exploration. 
Relating to our research, these towers are always located on the 
harder and more stable points on site. These towers further 
follow the morphology around them, creating an adapted shift 
with each unit.  The towers extend underground to enclose the 
workshop spaces. A diagonal connection from these workshop 
spaces intersect in the center of the project enclosing the 
private galleries for each workshop space, and finally the 
museum in the center (fig. 13) From this focal point the 
skeleton erects to provide connection to each level of the 
platforms, ending with an observatory deck at the highest level 
portraying a deeper sense of wonder and speculation 
(Appendix A fig. 14).  
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exploration. These towers follows the morphology around it, 
creating an adapted shift with each unit (fig. 13).  The towers 
extend underground to enclose the workshop spaces. A diagonal 
connection from these workshop spaces intersect in the center 
of the project enclosing the private galleries for each workshop 
space, and finally the museum in the middle (fig. 14) From this 
focal point the skeleton erect to provide connection to each level 
of the platforms, ending with a observatory deck at the highest 
level portraying a deeper sense of wonder and speculation (fig. 
15).  
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III. DESIGN DEVELOPMENT  

“Adaptive Landforms”  is a proposal for spatial opportunities, 
social interaction, and art exploration that will connect the 
users to nature and guide them to discover the history of its 
making. The proposed program encloses a museum, galleries, 
workshops, artists’ residences, and an open-air platform for 
recreational purposes such as cafes, amphitheaters, promenade 
paths connecting to different levels of the site, and finally a 
central skeleton connecting all platforms with the underground 
spaces and the shifting volumes and allowing the visitors to 
experience the site from above (fig 11).  

The main function of the platforms is to provide accessibility 
to the site on different levels through the main central skeleton 
(fig. 12). The platforms are able to expand horizontally on the 
site in a radial manner which projects the potential of the 
structure and analysis at hand, allowing for potential future 
expansion. Whereas, the vertical elements encourages vertical 
exploration and wonder that will inspire the artist to create. 
Each vertical element is a private residence for artists who 
have different emphasis/approach in their artistic exploration. 
Relating to our research, these towers are always located on the 
harder and more stable points on site. These towers further 
follow the morphology around them, creating an adapted shift 
with each unit.  The towers extend underground to enclose the 
workshop spaces. A diagonal connection from these workshop 
spaces intersect in the center of the project enclosing the 
private galleries for each workshop space, and finally the 
museum in the center (fig. 13) From this focal point the 
skeleton erects to provide connection to each level of the 
platforms, ending with an observatory deck at the highest level 
portraying a deeper sense of wonder and speculation 
(Appendix A fig. 14).  
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Abstract- “Architecture is employed as a conceptual wall of 
understanding political issues as constructed realities”. This has 
led to the development of the term archupation.   

This research was carried out to identify how 
architecture was utilized as “one of the direct instruments of 
occupation” in the Israeli-Palestinian conflict, by referring to 
Eyal Weziman’s Hollow Land: Israel's Architecture of 
Occupation as a main reference. 

The main concept behind the architectural occupation 
used by Israel against the Palestinians is the enforcement of power 
embodied through architecture and spatial elements, utilizing it 
to inflict oppression and expropriate land. It is manifested in four 
main structures. First, the Separation/Apartheid Wall, which 
represents territorial claim and separation of land; it acts as a 
solid barrier between the Occupied Territories and the West 
Bank and Gaza Strip. It also creates a fragmentation on the 
landscape with its intense solid presence. Second, the 
watchtowers, which act as a surveillance element. It allows the 
Israeli entity to watch over the Palestinian lands and civilian 
movement. They are usually found dispersed on the roads, near 
military zones, and/or attached to the Separation Wall. The 
watchtower has become a prototype that easily duplicates on the 
landscape. Third, the checkpoints, which have more spatial 
qualities than the watchtower and the wall. They act as a border 
or a ‘terminal’, to enforce control on civilians transporting from 
an area to another. Fourth, the settlements, which are the most 
imposing on the landscape. Not only do they claim large areas of 
land, but also their presence on hilltops overlooking Palestinian 
territories has permitted them to become civilian surveillance 
mechanisms.  

Therefore, the research carried out tackles each of the 
mentioned elements of archupation and analyzes its impact on the 
landscape, the people and the land, illustrated and investigated.   

 

INTRODUCTION 

 
“Architecture formed a visual language that was used to 

blur the facts of occupation and sustain territorial claims of 
expansion.” [1] 
 

1948: A year that marks Arab world history, only a couple 
of years after the end of World War II in 1945, and when the 
rest of the world was healing from all the losses and damages 
of the war, Palestine was going under its own political conflict, 
not knowing that until today in 2016, its land is being scarred 
day after day.  

 
In the midst of the political encounter for the right of land 

in the Israeli-Palestinian war, architecture became the main  

 
 

tool used in the conflict to construct political principles into 
tangible structures on the landscape. [2] 

 
Elements of architecture and construction became the 

language forced on the landscape to expropriate land and 
manifest power and control through the building industry. 
These elements are defined as elements of ‘archupation’, 
putting together the words architecture and occupation [3], and 
they are as follows: the Separation Wall, hilltop settlements, 
watchtowers, and checkpoints, infrastructural blockades such 
as road barriers and closures, military outposts, and special 
security zones.  

 
The main concentration in this paper will be to identify the 

four most imposing elements (the wall, watchtower, 
checkpoint, and hilltop settlements), their implications, the 
concepts that were infused in their construction in order for 
them to act as tools of power and occupation against the 
Palestinians, and how their presence on the land has given 
these mundane elements of construction the supremacy of 
control. 
 

I. THE ELEMENTS OF ARCHUPATION: IDENTIFIED 

The elements of architectural occupation referred to are all 
constructed within the confinement of the West Bank 
Palestinian Territories, where “space becomes the material 
embodiment of a matrix of forces, manifested across the 
landscape in the construction of roads, hilltop settlements, 
development towns and garden suburbs” [4] 
 

A. THE SEPARATION WALL 
 

The wall in this context is a representation of territorial 
claim and separation of land within the land. It acts as a solid 
barrier between the Occupied Territories by Israel and the West 
Bank and Gaza Strip. The Wall reaches 8 meters in height, and 
by the end of its construction it will cover a span of 723 
kilometers. 

 
 
 
 
 
 
 
 

 
Figure 1. The dimensions of the unit used in the construction of the wall 
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Israel has regularly confiscated large plots of Palestinian 
land in order to build the wall. When the barrier is complete, 
most of it would have been built inside the occupied West 
Bank. The construction of the separation barrier began in 2002, 
and the route of it is around the West Bank where the ‘Green 
Line’ of 1948 has been drawn. Shown below is a comparison 
between the Berlin Wall, famously known for being a 
separating barrier in between East Berlin and West Berlin, and 
the Apartheid/Separation wall in Palestine.  

 

Figure 2. A comparison between the Berlin Wall and the Israeli Apartheid 
Wall 

 
Israel’s Separation Wall became a new global icon for 

oppression. Its trajectory, confining and oppressing the 
Palestinians within the West Bank, has led to restraining the 
people within their own rightful land.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Highlighted in red is the trajectory of the Separation wall around 
the West Bank Territories. Built and under-construction 

 
 

Not only did the wall become an element of oppression, 
power and control, but also it has lost its traditional concept 
and material fixity when it comes to the contact between 
soldiers and the walls. The wall has been transformed into: (i) 

a transparent medium through which soldiers can now see 
through which they can now shoot; (ii) permeable elements in 
which resistance and security forces travel through; and (iii) 
flexible entities responsive to changing political and security 
environments. [5] 

 
 
 
 

 
 

 
 
 
The following set of images show the different instances at 

which the wall is imposed on the landscape, expropriating land, 
separating neighborhoods and fencing around hilltop 
settlements as a ‘measure of security’. 

 
 

 
   

B. MILITARY ZONES: OF WHICH ARE WATCHTOWERS 
 

 
The watchtower acts as a surveillance element. It allows the 

Israeli entity to watch over the Palestinian lands and civilian 
movement. They are usually found dispersed on the roads near 
military zones, and/or attached to segments of the Separation 
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Wall. The watchtower has become a prototype that easily 
duplicates on the landscape. 

 
 
The watchtower is thought to be the origin, the prototype, 

the model, and the mold of Israeli architecture. [6] 
The watchtower is the ultimate machine of invasion. It 

becomes easily and freely multiplied and placed on the 
landscape, where it becomes an instrument rather than a space 
[7]. It always displays an image of a ‘work in progress’ 
allowing it to become a translation of a political agenda into 
the act of constructed realities. 

 
 

 
 

 
 
Figure 4. Conceptualizing the watchtower, where it multiplies on the 

landscape to become a 360 degree surveillance mechanism, which creating a 
sterile area around it, therefore extending the radius of expropriated land on 

which the watchtower sits. 
 
 
 
 
There are three main distinct types of the watchtower as 

follows:  
 
 

Type One: road-side watchtower 
 

   
 
 
This type of the watchtower is usually found on road side 

locations, accompanied by soldiers on foot. It is sometimes 
present on hilltops along with a military outpost. This typology 
is not raised from the ground and is constructed out of concrete 
in most cases and is complemented by road blockades and 
barriers. 

 
 
 
 

 

Type Two: raised watchtower 
 

 
 
 
 
 
 
 
 
 
 
 
 
This typology of the watchtower is more common. It is 

constructed out of light-weight structures using steel and/or 
wood. It is raised above the ground and the soldiers do not need 
to be on the ground/road, as they remain inside the 
compartments positioned on the top of the structure, accessible 
through the staircase built with the tower. The compartment 
could be cylindrical or rectangular.  

 
 

Type Three: cylindrical watchtower 
 

 
 

The third type of the watchtower is usually found along the 
separation wall and/or stand-alone on the road. It is constructed 
out of concrete and the final finish of it is left bare, with no 
ornamentation. Although the watch compartment is situated on 
the top most area of the watchtower, similar to type two, 
however the vertical circulation is within the built space, not 
on the exterior as in type two.  
  

Creates a sterile radius Surveillance of 360 degrees 

Figure 5. Excerpt of images from Taysir Batinji’s 2008 Project 
Watchtowers  

Figure 5. Excerpt of images from Taysir Batinji’s 2008 Project 
Watchtower 
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C. INFRASTRUCTURE AND CHECKPOINTS 

 
Checkpoints have more spatial qualities than the 

watchtower and the wall. They act as a border or a ‘terminal’ 
in which civilians are forced to cross through to travel from 
point A to reach point B. The main function of the checkpoint 
is to enforce control on Palestinians transporting from an area 
to another, and to impose surveillance. 

 
The checkpoint is also viewed as a barrier in the circulation 

and infrastructural road networks. It represents a turning point 
in the public space, where it becomes a space of its own, 
expanding continuously and affecting areas on its margins. 

 
Translating from the narratives of Azmi Bshara in his book 

‘Al-Hajez’: “The checkpoint spaces inhabit functions that 
expand outside the borders of ‘security’, such as food/drink 
stalls that service the ‘users’ passing through the area” [7] 

 
Checkpoints have been modified to function as a form of 

control, controlling Palestinian civilians and ‘rupturing the 
social and economic fabric in which they live’ [8]  

 

 
 
 
 

Figure 6. The Qalandia Checkpoint – exploded axonometric to show the 
different screening in which civilians have to go through to cross from the 

West Bank to Jerusalem District 
 

 
Figure 7. Shown is part of the map of Palestine, with the border of the West 
Bank Territory dotted. The red markers represent the checkpoints within the 

WB and on the borders to cross to the Occupied Territories 
 
In addition to the disruption in the circulation due to the 

presence of checkpoints, the road networks have also been 
subjected to segregation. This restriction in accessibility has 
led to the creation of ‘enclaves’ that geographically separate 
Palestinian communities. Hence, checkpoints are mostly 
situated at the entrance and exit to these generated enclaves.[9] 

 
The scheme of borders, enclosures, fences, checkpoints and 

controlled roads within the West Bank have developed a series 
of delay and interruption in the trajectory of travel of civilians. 
As an example, the exclusion and isolation of specific road 
networks and the dispersal of checkpoints cause a Palestinian 
civilian to stop and change mode of transportation multiple 
times to reach their destination, causing them time loss, 
whereas for an Israeli civilian, they just by-pass all these 
checkpoints and access more roads for a quicker and smoother 
circulation trajectory. For the same distance, from point A to 
point B, the Palestinian would spend almost 4 times the travel 
period of that of the Israeli. [10]  
 

 
 

 
Figure 8. Diagrammatic representation of the obstacles in the road network 

 
 
 

D. SETTLEMENTS 
 

The settlements are the most imposing architecturally on 
the landscape. Not only do they claim large areas of land, but 
also their presence on hilltops overlooking Palestinian built 
areas has permitted them to become civilian surveillance 
mechanisms. They are characterized with modular and rigid 
construction, accompanied by the red-pitched roofs, which 
contrast the flat roofs of the Palestinians.  

Completely segregated road Blockades and Checkpoints 
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The strategic concepts of building these settlements can be 

explained and represented as follows:   
 

See and be seen – “settlements are locted on strategic 
summits, thereby allowing them to function as observation 
points: maintaining visual connection with each other and 
their surroundings, main traffic arteries, strategic road 
junctions, and Palestinian cities, towns and villages.” [11] 

 

 
 
 
 
Claiming the landscape – “Move, run, and grab as many 

hilltops as you can, everything we take now will stay ours. 
Everything we don’t grab will go to them.” [Ariel Sharon, 
1998] 

 
 
 
 
Planning and design – the modular, rigid construction of 

the settlements versus the organic models of the Palestinian 
built cities, towns and villages.  

  
 

 
 

Figure 9. Israeli Settlements within the West Bank Territory highlighted as 
red dots. 

 
 

In addition to these four main elements of archupation, the 
concept of ‘Politics of Verticality and the Six Dimensions’ is 
essential to the architectural occupation scheme.  

 
This concept aims at finding a solution to the problem of 

connecting two entities separated by land and how to resolve 
the circulation issue.  

This introduces the 3 Palestinian dimensions and the 3 
Israeli dimensions, which are completely distinct, with no 
contact between the two, resulting in 6 dimensions. The 
scheme created is similar to the inbound/outbound terminals at 
an airport. They are represented diagrammatically as follows:  
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Diagrammatic plan 

 
 

 
 

Diagrammatic section 
 

 

II. THE ELEMENTS OF ARCHUPATION: RESULT? 
These elements of architectural occupation have led to the 

disintegration of the spaces on the landscape. It created a 
segregated nation, with all the borders, walls, checkpoints, 
horizontal and vertical circulation routes, and utilizing 
construction and planning to zone and expropriate lands. 
The impact? A Palestinian archipelago.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

III. ARCHUPATION: WHAT NOW? 

Understanding the approaches and techniques of the 
architecture of occupation has allowed me to build a set of 
design strategies, and to use these elements of archupation as 
design tools in my final thesis. Their significance in my 
research was to recognize the concepts behind each element 
and how it was utilized, in order to reverse and intervene on 
each in a hypothetical situation.  

 
The culmination of this research lies in my concept of how 

to challenge this architecture and how to ‘deny’ it its essence, 
stripping down its functions of power and control, and 
designing an architecture that reverses all the models of 
archupation. 
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Introduction

Calligraphy, the art of writing the Arabic script has played an 
important role in the Islamic culture. Through the Arabic script, 
a sacred and timeless message could be carried, that is the divine 
word of God. This paper will suggest an investigation of another 
relevance of Arabic calligraphy, one that allows calligraphy to be 
experienced emotionally rather than understood intellectually.

The term emotion implied here does not represent a conscious 
awareness by the person of their feelings, but rather it is an 
effortless experience that occurs and resonates naturally within 
human beings, it is a state of well-being.  

This paper will investigate existing projects under visual and 
theoretical frameworks adopted from Islamic, Chinese and 
Japanese philosophies. While looking at these case studies, the 
paper will break down Arabic calligraphy to and at some points 
challenge its main constituents: the medium, the calligrapher, 
and the forms produced as well as the process of receiving it by 
an observer from the other end. As such, I will study: The Ink,  
The Hand, The Sign, and The Eye.

I   The Ink
 
Calligraphy Extends through Time and Place Immortally

Intangible and infinite ideas can be expressed and preserved 
through a finite medium, that is calligraphy. Writers and receivers 
of Arabic calligraphy can connect with the past, the present and 
the future; The past, by engaging in a virtual conversation with 
the inventors of the script or with the reciters who relied on oral 
practices to transmit the Qur’an [1], the present, by experiencing 
an unfolding of the secrets of life as it occurs now, and the future, 
by the ink that can be reached by those who will come after. All 
are in sync with the infinite creator, that, similar to calligraphy, 
extends through time and place.

Rather than considering the ink as the calligrapher’s tool, this 
paper aims to suggest that the calligrapher becomes the tool of 
which the ink manifests itself. Thus, the ink has the power to 
give eternity to calligraphers who got immersed in the act of 
repeating the same forms over and over again in order to master 
their skill of calligraphy, making it is a durable medium that can 

outlive the mortal lives of its calligraphers. Through this ink, 
they can become timeless and everlasting, and will live through 
their written words that remain alive as long as life exists.

Now what happens when one challenges this immortal quality of 
the ink while producing calligraphy?  What occurs experientially 
when ephemeral artifacts are employed instead? Buddhists 
created sand mandalas with the intention of dismantling them. 
What does it take out and what does it add? Examples of 
ephemera include snow, ice and even fire in sculpture. For the 
sake of this study, we will investigate two examples of ephemeral 
calligraphy: water and light.

Ephemera and Immortality  (Water as Ink)

In Chinese cosmogony, the square or ‘dì’ represents the earth 
and ‘shū’ signifies writing. The expression ‘dìshū’ translates 
to ‘earth calligraphy’. Dìshū (地書) is a Chinese practice of 
ephemeral calligraphy using street pavement as its canvas and 
clear water as ink [2]. Anonymous calligraphers use hand-made 
brushes of sticks and sponges to write fluid lines of ancient 
Chinese characters that slowly disappear one by one as the water 
evaporates (Figure 1). Displaying literature, poetry or aphorisms, 
these monumental letterings experience infinite renewals. 

The appreciation of the impermanent and the incomplete are 
two main concepts adopted in the Japanese philosophy, Wabi 
Sabi. Wabi Sabi is based on the observation of and learning 
from nature. It is the appreciation of the minor and the hidden, 
the tentative and the ephemeral. Wabi Sabi acknowledges that 
everything eventually fades into oblivion and nonexistence: the 
planets and stars (even in digital form) [3]. Thus, the spiritual 
values of Wabi Sabi challenge the view of ink as immortal, 
by arguing that ink presents an illusion of permanence while 
in fact everything wears down and comes to an end. In Wabi 
Sabi, the closer things get to nonexistence, the more exquisite 
and evocative they become and their effect becomes more potent 
and profound. 

Dìshū brings together an element from nature (water) and 
artistic creativity (calligraphy) allowing the calligrapher and 
the observer to experience nature and art working as one. By 
embracing the water performing in its natural behavior, the 
calligrapher can contemplate on his own state of being and 
accept his inevitable mortality. This intellectual way of thinking 
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celebrates that he is nothing more or less than the water he is 
using. This is how the practice of Dishu has the potential in 
becoming a meditative, self-realizing act that can modify one’s 
perception of the world.

Ephemera and Immortality  (Light as Ink)

Using another element in nature, light, the French artist, Julien 
Breton carefully executes rehearsed motions that translate 
through photography to Arabic calligraphic strokes. The photos 
translate his existence by the light strokes that imply the presence 
of traces of his body movements. Presented to the audience as a 
still image, the photograph documents a busy and rich process. 
This process is a combination of many moments that existed and 
will never exist in the same way again. Even though the light 
strokes are ephemeral in nature, the immortality of the work 
and the artist is preserved through the technology of a camera. 
In its spatial illusionism and meticulous detail, the photograph 
inevitably points to a world outside of itself, a world of visual 
forms and sensations, always reminding us of its origin in it.

In such ways, artists can directly experience a relationship 
between themselves, their creations and the passage of time. 
Each medium calls attention to its relationship with the concept 
of time, whether through immortality or temporality. There is 
beauty and value in both. The appreciation of the idea of an 
‘immortal ink’ reflects the human perseverance to outlive and 
resist death by creating calligraphy that can extend through 
time. My project will adopt the second relationship, by humbly 
accepting the impermanent and the natural. It will focus on the 
appreciation of an inevitable moment that will occur once and 
will never exist the same way again.

II  The Hand

Ibrahim ash-Shaybani (d.805) stated that calligraphy is ‘the 
language of the hand”. According to Schimmel, in order to 
successfully translate this language, a good calligrapher requires 
five things: the necessary utensils, a good hand, an understanding 
of calligraphy, a fine temperament, and an endurance of pain [1].

Significance of the Purity of the Calligrapher

To write the Qur’an in a worthy style was always the highest goal 
for calligraphers. The sacredness of the Qur’anic texts demanded 
the calligrapher ‘not be unclean for a single hour’  for ‘purity 
of writing is purity of the soul’. Twenty-five hundred years ago 
Hippocrates acknowledged in his treatise Airs, Waters, Places 
that inner conditions require attention to the outer [4]. Inner and 
outer purity are interrelated, and are both equally as important 
in the field of calligraphy. It is of no surprise that calligraphers 
practiced ablution (typically performed before a prayer) prior 
to beginning their work [1]. Mystics considered letters as a veil 
between themselves and the immediate experience of the Divine, 
for which the mind and the heart have to be like a blank page, 
which is why they loved to dwell on the illiteracy of Prophet 
Mohammad who is called in the Qur’an ‘ummi’ or the one who 
needs no learning [1].

Immersion of the Calligrapher is a Spiritual Experience

Mir Ali stated,“Forty years of my life, were spent in calligraphy... 
If one sits leisurely for a moment without practicing, calligraphy 
goes from his hand like the color of henna” [1]. Mastering 
calligraphy requires a period of persistent practicing. Schimmel 
mentions the story of a calligrapher in Tabriz who did not 
notice an earthquake because he was so engrossed in producing 
a flawless ‘waw’. What occurred experientially with this 
calligrapher? The focus needed while practicing calligraphy 
is similar to the focus needed on the breath during traditional 
meditation practices. Can creating things thus be a meditative 
act? Modern science shows us that such activities offer cues to 
the body-mind, lowering brain-wave frequencies, can resulting 
in absorption and meditation [4].

Calligraphy is an activity where mind and body work 
harmoniously. It demands focus on the letters formed by the 
hand as well as those seen in the mind. The Turkish calligrapher, 
Shaykh Hamdullah (d. 1519), described his practice as a mystical 
exercise that strengthened both his eye and mind [1]. Practicing 
calligraphy can be considered a form of creative meditation 
because it demands an effort from the right hemisphere (creativity, 
imagination) and the left one (mathematical study, language) 
which restores an inner balance in both brain hemispheres [4].

Figure 1. street Chinese calligraphy performance in Beijing using clear water as ink
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The Active Role of the ‘Thinking Hand’ in the Crafts

A ‘craft’ is skillful activity that involves making something by 
using one’s hands. In the craft of sculpture, the hand acts as the 
sculptor’s eyes as well as organ for thought. The active role of 
the hand in the crafts is emphasized by several philosophers 
such as the German philosopher, Martin Heidegger (d. 1976) in 
his writings in “What Is Called Thinking?”. The human hand for 
Heidegger is more than an organ that can grasp, ‘every motion 
of the hand in every one of its works carries itself through the 
elements of thinking’ (Heidegger). The significance of the hand 
lies within its view as an organ with its own intentionality, and 
not as a passive tool to execute the intentions of the brain. The 
hand has knowledge and skills and is able to perform actively 
and make creative decisions. Defined as the ‘Thinking Hand’ 
by Pallasmaa, the ‘thinking’ process of the hand differs from 
that of the brain. The hand thinks through ‘the realm of tacit, 
unconscious, internalized and embodied knowledge rather than 
abstract, conceptual thought processes’ [5]. Note Abu Hayyan at-
Tawhidi’s (d.1023) remark, “Ibn Muqla is a prophet in the field 
of handwriting; it was poured upon his hand” [1]. Ibn Muqla had 
reached mastery in his field until it became natural to his hand to 
perform calligraphy. It is of no irony that Ibn Muqla’s enemies 
had cut off his right hand. 

Challenging the ‘Thinking Hand’ with Technology

In the context of his book, Eyes of the Skin, Juhani Pallasmaa 
expresses a concern towards computer imaging and its ability 
to flatten our “magnificent, multi-sensory, simultaneous and 
synchronic capacities of imagination by turning the design 
process into a passive visual manipulation, a retinal journey”  [5]. 
Hand crafting can put the designer into a haptic contact with the 
object or space. In our imagination, the object is simultaneously 
held in the hand and inside the head, and the imagined and 
projected physical image is modelled by our bodies. One 
must note that an absolute rejection of technology in the field 
of design is not a practical decision. Rather, an awareness of 
the limitations that come with the machine must be taken into 
consideration while acknowledging the computer’s potential to 
facilitate efficient design production.

The Body is the Tool

The technique and scale of Breton dynamic light compositions 
imply that the calligrapher was  engaged in full-body gestural 
movements, which he turned into strokes (Figure 2). His bodily 
involvement (the movements of his fingertips, wrists...) becomes 
an active tool of a spacial and haptic exercise, one which fuses 
the external reality of space and matter with the internal reality 
of perception and thought. The art becomes unconsciously 
internalized in the artist’s body. If one is to trace the body 
movements of the calligrapher while performing the practice, 
one can see them reminiscent of a form of martial arts. Martial 
arts are considered ‘meditation in motion’ which promote 
serenity and inner peace [6]. “Creative arts and traditional 

meditative practices both demand focus, and they rely upon 
repeated physical actions” [4]. This intimacy with the art, allows 
the calligrapher to experience an internal state of awareness 
close to a meditative one.

A live performance of Shodo, or the art of Japanese Calligraphy, 
is an example of the involvement of the hand as it extends with 
the brush from the surface to depart onto another location. Here, 
the act of writing becomes a performative action, where the 
ink strokes are traces of moments of the calligrapher’s bodily 
involvement (Figure 3). There is no hesitation, nor hierarchy. 
The calligrapher seems to naturally perform the calligraphy in 
sync with live music in the background, as he unites with the 
brush, the ink and the art piece. The subject becomes the object 
as boundaries between the inner and the outer are dissoluted. 
The calligrapher ends his performance by painting his face with 
the same brush strokes that he used on the art piece, in order to 
sign it with traces of his own face. This is another example of 
how the body becomes the media, the tool and the art. 

The discussed examples highlight how the human body is suited 
to transcribing an emotional impression of the written language. 
The concept of the ‘thinking hand’ allows an appreciation of 
the human body as a tool with authority. Through bodily 
identification, empathy and compassion, the artist develops an 
awareness not only of the creative process but also of processes 
happening within his own body. In the case of calligraphy, 
through such an awareness, the calligrapher becomes his art. 
Through my project, I aim to allow my audience to act as active 
participants in the practice of calligraphy rather than passive 
receivers of it in a way that demands the involvement of their 
whole body.

Figure 2. Kalaam: Light Calli-graffitti by French artist Julien Bretong
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III  The Sign

After exploring the ink and the human body as valuable tools 
in calligraphy, we will now explore what is born out of the 
two: the letters and their meaning. Through the study of signs, 
or semiology, this chapter will explore the different frames of 
meaning that can emerge through calligraphy. Is the letter an 
absolute reality or an interpretive relational concept?

Semiology of Linguistics (What is Arabic calligraphy?)

1. Forms as signifiers for letters: The sign in the pre-modern 
calligraphy was based on a relationship between a form that acts 
as a ‘signifier’ to a ‘signified’ letter, sound and meaning. 

2. Letters as signifiers for faith: The letter “waw” is valuable 
for being a recurrent conjunction representative of faith in 
Islam, namely the “belief in God, AND his Books, AND his 
Messengers...” So, the sequence of “waws” can be read as 
symbolizing the connotations. 

3. Letters as signifiers for imagery: Poetry has been used 
throughout centuries as an expressive form of literature. The 
aesthetic nature of the Arabic letters acts as a signifier to rationally 
unrelated concepts. Praise of beautiful script is common in the 
sources of the 9th and 10th centuries. When Ismail al-Katib saw 
good calligraphy, he expressed:

“If it were a plant, it would be a rose
if it were metal, it would be pure gold 

if it were something to taste, it would be sweet 
and if it were wine, it would be very pure.” 

[1]

5. Letters as signs of divine activity: Hurufism of the 14th - 15th 
centuries, was a Sufi doctrine that believed God is incarnated in 
every atom in the universe, which is manifested in sounds. The 
perfect form of uttering a sound is the word. Thus, Hurufists 
announced the letters as the foundations of all things, and in 
them saw the embodiment of the divine, love and beauty.

Figure 3: snapshot from Shodo - Calligraphy live painting performance.

4. Letters as means to blessings: It was believed that with 
every stroke the calligraphers drew, ‘baraka’ came upon them. 
As the Hadith states: “He who writes the basmala beautifully 
obtains innumerable blessings”. By copying the Mathnawi 
the calligrapher felt that he was receiving spiritual medicine 
for his heart’s pain [1]. This is how the Arabic letters became 
considered vessels for the revelation and forms for a meditation 
for the divine.

5. Forms as pure traces: A modern Hurufi Art movement, starting 
from the fifties onwards, is an art movement that deployed Arabic 
letters as a source of inspiration. One can suggest that Hurufi 
movement is a transition from the traditional to the modern. 
The letters functionality as signifiers of literal meanings or of 
divine activity was dropped. At first glance, these recognizable 
forms seem to be signifiers towards the Arabic culture or the 
Islamic religion due to the nature of their strokes (curves, 
direction, dots) but they do not spell out anything specific nor 
do they aim to deliver a literal message. They are purely signs, 
traces, forms... Writing is mainly means for comprehension, 
clarification, transmission and delivery. In Hurufism, Arabic 
calligraphy focuses on the aesthetics of the form through a state 
of contemplation upon its inherent qualities. Form is a self-
sufficient content that overrides text and its meaning. It initiates 
a dialogue of a language without a single letter, but rather one 
that is derived from the “alphabet of graphic forms” as described 
beautifully by Samir Mahmoud. This dialogue emerges from 
the line qualities, whether curved or straight, extended or cut, 
connected or detached, and from its playfulness as it comes 
closer to one another, intersects, or interchange. 

Life through an Abstraction of the Letters

Samir Sayegh (1945) is an artist, critic, poet and historian. He is 
considered as an Avant-Garde Arab master calligrapher and as 
a pioneer of modernism in the Arab world. Sayegh, referred to 
by many of his students as the first to stir up attention towards 
the Arabic calligraphy in our region, considers the historical 
and cultural significance of Arabic calligraphy as important as 
calligraphy in Japan/China, sculpting in Greece and Renaissance 
paintings in Italy. Sayegh described that an issue with Arab 
civilization began with the introduction of the printing press in 
the 18th century by the Ottoman Empire, and the domination of 
typography by the Europeans. The master calligrapher who used 
to be admired as a man close to the divine, became considered 
merely a teacher of good handwriting. 

His Arabic letters break the formal aesthetics of Arabic 
calligraphy as they present themselves as universal forms 
(Figure 4). They should be read through the lines in their nudity 
and their simplicity, in the straight and cursive lines, in the 
vertical and the horizontal, in the long and the short, in the thick 
and the thin, in the sharp and the relaxed, in the attached and the 
detached, in the closed and the open, in the ascending and the 
descending, and in the reclined and the flat.  A universal visual 
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language is employed, one that emerges from the relationship 
between the lines, speaking to all observers similarly, regardless 
of their backgrounds, origins or knowledge. It is a language that 
talks to the eye, the body, and to the feeling heart rather than the 
thinking mind. For Sayegh, “A contemplation of the letter alif 
for instance unveils the stunning multiplicity of the possibilities 
derived from the straight line, especially when this straightness 
goes astray! With some imagination, this alif starts to move and 
dance, paving the way to various interpretations, as many as the 
eye can foresee. No wonder one can perceive the alif as a falling 
rain, a staggering stallion, a fruit-bearing branch or a razor-
sharp sword. For Sayegh, the abstraction of the black and white 
squares in the quadrangular Kufic script represents the script’s 
polarities and dualities: fullness and void, visible and invisible, 
vertical and horizontal shadow and light, body and soul, day 
and night, absence and presence and endless other possibilities 
through their language of universality [7].

My project will focus on looking at abstracted calligraphy 
letter forms through to an active intellectual process that can be 
inherently appreciated by the heart rather than understood by 
the mind. 

IV  The Eye

There are multiple ways of experiencing the world, and a lot 
of emphasis has been placed upon the five human senses in 
perception, especially that of seeing. This chapter will investigate 
the moment the eyes witness the calligraphy, by developing a 
better understanding of what occurs experientially while the 
brain and body are processng it. It will raise the question: Can 
Arabic calligraphy move us? 
 
How Can a Line Affect the Beholder’s Sense of Well-Being?

Vischer (d.1933) suggests that we can react emotionally to 
perceived lines. He speculated that a horizontal line might 
be pleasing because it conforms to the structure of our visual 

apparatus, whereas a diagonal line is less so because it requires 
an awkward movement of the eye. A line with a gentle arc is 
more pleasing than a jagged one because of the ‘congenial’ nerve 
movements it induces, whereas a form displaying regularity is 
a happy one because it mimics our own corporeal regularity. 
Vischer also developed a notion of ‘empathy’: certain proportions 
can be harmonious because they are innately sympathetic to 
how the visual cortex, processes the perceived images [8]. Our 
artistic enjoyment is in large part conditioned by the complexity 
of our sensory, emotional, and intellectual (neural) patterns 
while viewing the art. William Hogarth stated about the ‘line of 
beauty’: “This curvilinear abstract line has an implicit movement 
that elicits and engages a beholder’s creative acts of perception 
and thus his imagination. The ‘serpentine line’ comes to life 
waving and winding, flirting with the imagination, calling on it 
pleasurable even as the line itself becomes invisible. The space 
thereby created by the movement of the line, haptic space, is a 
space that does not invite a distant contemplation but intimate 
involvement; the eyes re-invited to move over the surface as 
though physically touching it through a haptic gaze” [9]. In a 
19th century physiological sense, Vischer noted that ‘the whole 
body is involved; the entire physical being is moved. Thus each 
empathetic sensation leads to a strengthening or a weakening of 
the general vital sensation.’ The vital sensation here is our sense 
of life. Whereas, in a very modern understanding of physiology 
- certain sensations have an inhibitory effect on our nerves and 
muscles, while other enhance our vital sense of well-being [8]. 
Forms are pleasing when they intensify our biological life, by 
mirroring the perciever’s own neurological properties. 

Embodied Simulation of a Perceived Line

Lipps observed that when we look at a line, we ‘create’ the line 
with our bodies by following it from point to point with our 
eyes. It is more than just a process of contemplation but a feeling 
of being identical with the line by performing it and contributing 
to its existence. The beholder’s eyes not only capture relevant 
data about shape, direction, and texture of the cut strokes, but by 
means of embodied simulation, they emulate the actual motor 
expression the artist used when creating these strokes. “The 
sensory-motor component of our image perception, together with 
the jointly evoked emotional reaction, allows the beholders to 
feel the artwork in an embodied manner.” [5] . Neuroscience has 
been confirming many of the findings of the 19th century theorists 
of empathy. The movement or image seen is unconsciously 
simulated by the viewer (EEG study). Mirror Neurons provide 
new evidence of inter-subjectivity. It is triggered during spatial 
experiences and during the contemplation of objects [5] .

Expansion of the Self through an Abstraction of “HIMMA”

Joumana Medlej based her hand-crafted piece on Henry 
Corbin’s view of ‘himma’. Henry Corbin [1903 - 1978] was 
a philosopher, theologian and a professor of Islamic Studies 
in Paris. He argued that the imagination is the primary means 
to engage with creation and prayer is the supreme act of the 

Figure 4. Works by Samir Sayegh
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creative imagination. For Corbin, himma is the power of the 
heart, spiritual aspiration and the creative energy it generates by 
its natural act of meditating, conceiving, imagining, projecting, 
and desiring. The heart creates by “causing to appear” what 
already exists. Similarly, Medlej is not the “author” of Himma, 
but a “preserver” of which already exists. 

The artist adopted characteristics from nature to express the 
word “Himma”. Interestingly, the piece does not resemble a 
specific object found in nature, but rather resembles the way 
nature exists and/or grows. The layering is reminiscent of the 
overlapping feathers of the kingfisher bird, the skin of a tree, 
or the petals of a flower. The proportions and the symmetry are 
other examples of existing inspirations from nature. The artists 
stretched the limits of legibility in her piece and transformed the 
word into a written and repeated module. An ornament based on 
repetition is produced, one that is absolute rather than patterned 
and that is self-regenerating. The repetition and consistency 
of the interlacing letter forms invite the viewer to experience 
the rhythmic flow and regularity of the whole composition. 
The harmony found in multiplicity of these abstract letters 
reflects the idea of Divine Unity in all things. The centre can 
be representative of the starting point of creation or the infinite 
unexpressed cosmos. It signifies unity, the origin. In meditations, 
concentrating on a point as it draws a circle around itself and 
expands brings the mind towards abstract concentration which 
is used as means to self realisation [4]. The viewer projects 
him/herself into the piece as it elicits his empathetic gaze. The 
observer can then complete the expansion of the form as it 
expands through his/her body similarly to the infinite expansion 
of the universe. Contemplation can unravel the Divine Beauty 
etched in the immersant’s soul. Himma begins in the heart as a 
desire for God, and as it grows in intensity and concentration, it 
becomes a creative force capable of manifesting what is usually 
not visible on this plane. This piece is an example of how 
abstraction is able to signify what cannot be represented.

Audience Becomes the Performer

The Japanese calligrapher, Kotaro Hachinohe’s attached a 
CCD (charge-coupled device) camera to his brush during a 
live calligraphy performance and projected it on a large screen. 
Similar to watching a dance performance, his audience watched 
the unbroken line of the brush as its danced around the surface. 
They witnessed its fluctuations, smooth curves, arcs, dramatic 
turns, and edgy stops as it gently or heavily touched the paper.

The viewers do not witness the art piece as a whole, but rather 
are immersed in the dynamic and changing brush movements 
moment per moment. It is about an appreciation of the moment 
the brush touches the surface of the paper and slides off rather 
than the final result. Through the haptic gaze, and embodied 
simulation, the observers are able to touch the surface with 
their eyes and mimic the line rhythms with their own muscles. 
They become absorbed with the brush as it floats or flies off the 
plane and lands in another location. Each beholder experiences 
it through his/her own body and senses, each experiencing 
a solitary immersive experience. Boundaries between inner, 
outer, mind, body, space and time begin to dissolve. Once 
they realize they cannot control the movements of the brush, 
an acceptance can occur through a shift of awareness as they 
let go of their rational urge to control. Thus it is an active but 
passive relationship (duality again): active through the of the 
body of the lines perceived, but also passive by the acceptance 
and awareness of what is inevitably occurring at that moment. 

The theories and examples discussed in this chapter show us 
how calligraphy can shift the observer’s perception through 
an embodied experience that resonates deeper within his/her 
physical body. Through bodily identification, the perceiver can 
see himself in the line gestures, where the subject and object 
become interdependent. My project will employ a similar 
approach to the calligraphic letters treatment (repetition, 
proportions, abstraction) as seen in “Himma” and the creation of 
an experiential atmosphere as in Hachinohe’s live performance, 
in order to appeal to the observer’s bodily intelligence, and 
dissolve the perceiver/perceived dichotomy.

Figure 5. Himma by Joumana Medlej

Figure 5. Himma by Joumana Medlej
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Conclusion  

Many emotional experiences in life are very difficult to 
describe, define or express using language. The best we can 
do is contemplate upon and describe what was felt. Gaston 
Bachelard states in his book, The Poetics of Space “The poet 
speaks at the threshold of being” which allows us to suggest that 
poetry is the closest method of expressing one’s awareness of his 
own existence. Similarly, the Wabi-Sabi state of mind is often 
communicated and contemplated through poetry, for it allows 
bringing together rationally unrelated images through larger 
frames than their literal verbal ones. 

If one wants to express strong emotional states visually, poetry 
can be translated to a language of the abstract. The abstract 
and non-figurative art forms allow for self-expression because 
they can be felt intuitively by the heart rather than understood 
logically by the mind. They  open an invitation to imagine by 
shifting the typical mode of perception to one that resonates 
deeper within the physical and emotional body in such a way 
that the immersant and the visible reciprocate one another.

After establishing that emotion could be expressed verbally 
through poetry and visually through abstraction, what about the 
dynamics of existence that cannot be written, seen or said? These 
subtle realms are beyond what our ordinary senses can perceive. 
As much as one attempts to describe them by words or forms, 
the only way one can truly understand such a phenomenon is by 
experiencing it.

Through my project, I aim to communicate intangible states 
of being by touching upon the moment the body experiences 
calligraphy through a haptic and embodied simulation. My 
project can thus bring closer the duality between logic and 
intuition, mind and emotion, language and experience.
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Abstract- In the light of architectural innovation and cultural 
exploration, this dissertation aims to investigate how the 
malleable, yet refined potential of building with earth reflected in 
the mature works of Egyptian architect Hassan Fathy has 
survived throughout time to incarnate in the designs of today and 
the architects of tomorrow. With the use of indigenous materials 
to develop traditional construction techniques, Fathy experiments 
with the lessons cultivated from the so-called man-made Gourna 
“failure” to generate universally-structural applications that 
consolidate the people’s link with their past and traditions to 
induce a sense of mobilization and ownership. In order to 
reestablish a connection between the existing earth construction 
techniques and the demand for tomorrow’s local people to build 
their own shelters, Fathy’s architectural concepts begin to be 
reinterpreted in later works of Pakistani Architect Yasmeen Lari, 
who aims at redeveloping cities and communities, as a replicable 
source, in the aftermath of natural and man-made catastrophes. 
Highlighting precise moments in the practice fields of both 
architects Hassan Fathy and Yasmeen Lari, this dissertation adds 
on to illustrate the architecture of emergency and conflict, as a 
means of reimagining sustainable communities, in a ‘traditional 
future’.  

I. INTRODUCTION 

 “We have radiations coming from the cosmos, from outside 
the Universe, and radiations coming from earth. Some are 
beneficial and some are bad according to the configuration of 
the earth.  Man and trees were created in the very beginning 
on the surface of the earth.  

Trees do not grow downwards. They have roots, I know, but 
the tree itself grows up into the atmosphere and we are all 
surrounded by this atmosphere; man, trees, and animals.  

The tree is wiser than man, because the tree fans out from its 
roots to its trunk through its branches to the leaves which 
spiral out at the correct angle to take the right amount of 
sunlight and humidity. 

Yes, the tree is wiser than man [1].”  

- Hassan Fathy, Abiquiu, New Mexico, (1984) 

After his return from Greece in 1962. Fathy disrupts the 
anticipations of many, and sources the presumed Gourna 
“failure” to venture into the most prolific phase of his career, 
where he develops a contemporary reinterpretation of the 
limited traditional forms and materials used in the village, in 
response to the rootless import of new technologies from the 
West. Parallel to how a tree grows to absorb “the right amount 
of sunlight and humidity” without forgetting its roots, Fathy 
aims at promoting regional customs and styles while adapting 
to new demographic structures and climatological needs. 

In reference to the Model House at El-Dareeya, Riyadh, and 
the New Bariz Village in Egypt, this dissertation aims at 
tackling how the guidelines adopted initially by Fathy in 
sustainable design advance to construct new codes and 
combinations. In ‘An Architecture for People’ by James Steele, 
Fathy demonstrates how natural cooling strategies and the use 
of local materials can not only abide by the pre-established 
standards of climate and structure, but also progress to 
challenge a change in the art community.  

II. FATHY: THE REINTERPRETATION OF THE TRADITIONAL 

A. Model House at El – Dareeya, Riyadh 
In 1963, Hassan Fathy, delegated as the advisor to the 

Government of the Kingdom of Saudi Arabia, constructs a 
‘valid prototype’, a Model House with a formal configuration 
of its architectural elements reminiscent of a typical existing 
house of El-Dareeya, a village near Riyadh, yet with a 
symbolic significance to the ruling family [2].  

From the lightweight economical ‘barasti’ roof truss that 
endures the hot, humid climate of Saudi Arabia, to the 
upgraded baffled ‘malkaf’ that boosts the convective action of 
the Venturi effect, Fathy demonstrates how the structures of 
basic architectural materials and compositions adjust to 
different settings. Quoting his words in ‘Architecture for the 
poor’, Fathy describes the development of the ‘barasti’ as 
follows: 
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“When I was working in Greece I began to think about what 
other materials might be available in hot-arid and hot-humid 
climates where they don’t have mud-bricks like we do. It was 
interesting because I like the challenge of change and don’t 
like the repetition of anything in art. They have reeds and other 
plants, so I thought of using reeds for roofing, giving the 
resistance of geometric form to the reeds [1].”   

– Hassan Fathy 

 

         Fig. 1. Model House at El-Dareeya, 1975, Plan and Section [2] 

Fathy confirms that the folded slab, with a ratio of 1:2000 
between its thickness and its span, compiles in a thickness of 
4mm only to roof a room with a 3-metre span. With a loading 
per square metre of one ton, the ‘barasti’ allows for cheap pre-
fabrication, quick construction, and high performance with 
natural ventilation [1]. Along Fathy’s terms as well, 
discrepancies in high and low roof levels highlighted more 
than a random notion and a formal expression; Fathy carefully 
mitigated the solar gain absorbed by a roof in mid-mornings by 
having high roofs cast a shadow on low ranges. A signature of 
the traditional architecture of this region, high and decorative 
parapets that extended from the plan and flat roof were also 
made possible with the use of wood, local stone and mud-
bricks, known as the available local materials of the region. 

With his passion for soft technology, that aims to adapt while it 
preserves fragile heritage, Hassan Fathy’s proposals never 
escaped resistance from the people of Saudi Arabia, who 
despite their extensive contact with their natural surroundings, 
“did not want to hear about houses without air-conditioning 
[1]”. 

B. New Bariz Village, Kharga Oasis 
Similar to the experience in New Gourna, yet twenty years 

later, the planning of New Bariz in 1963 served a challenge to 
Hassan Fathy; a testimony that could drive out the stereotyped 
image of Fathy - the anachronistic, the romantic, and the 
nostalgic. Sixty kilometres south of the Kharga Oasis, Bariz, a 
regional centre meant to promote extensive agricultural 
development, was to accommodate two hundred and fifty 
families, of which one hundred and fifty were farmers and the 
rest were service personnel [1]. Unlike New Gourna, where he 
had a chance to interview the ‘clients’, realize their preferences, 
and study their existing houses, Fathy here was allotted a 
limited given and had to focus on the climatological aspects of 
the area, along with the indigenous architecture of the 
surroundings, which included the ruins of Bagawat, a cemetery 
built by an ancient Christian community who has fled Roman 
persecution in the fourth century A.D. [3]. 

“Bariz was an interesting problem in which I was to create 
all the parts of a community, to bring together in the best 
manner possible people which I did not know. All that I had at 
my disposal were demographic, geographic and climatic 
surveys. I had to provide the aesthetics, the sense of man in a 
space constructed by man [1].” 

Hassan Fathy 

 
Fig. 2. New Bariz, Egypt, 1967, Plan of Village Centre [2] 
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From the introduction of the ‘Moorish Café’, an institution 
relevant to the Bariz population, to the discovery of the sand-
brick, a means of resistance after the construction of the Aswan 
Dam, Fathy challenges existing circumstances to navigate 
unexplored cultural idioms and opportunities. With his belief 
in the physical material at hand, Fathy succeeds at defying the 
edict issued by the Egyptian Government that prohibited the 
stripping of the top soil and restores the deep-rooted practice of 
brick-making, with sand standing as an alternative to mud [1]. 
With this material on one hand, and the harsh environmental 
conditions on another, interior courtyards within each building 
replaced the vast open squares that baked in the sun (fig. 2). 
Narrow winding streets that ran in the north-south direction 
between the buildings allowed for shading throughout most of 
the day. 

  
     Fig. 3. New Bariz Village, Market Plan and Cross-Section [2] 

The new village of Bariz consisted of a mosque, a souk, a 
hospital, administration offices, and the recently-introduced 
‘Moorish Café’. In order to sustain the perishable grains, fruits, 
and vegetables in this agricultural enterprise, Hassan Fathy 
managed to construct a cool storage area on the lower level of 
the souk or market-place, that beat the heat by an upgraded 
‘medieval-Cairo’-inspired malkaf or windcatch (fig. 3). Fathy 
arranged for a temperature reduction difference of 15°C by 
mounting a second chimney capped with inclined metal 
louvres to control and exaggerate the prevailing breeze [4].  

 

Fig. 4. New Bariz Village, Market Courtyard [4] 

Through solving the psychological and physiological needs 
of the people, Hassan Fathy becomes a living proof that 
contemporaneity lies in the understanding and application of 
definite physical principles and natural methods, that can be 
refined to potentially sensible forms and functions. Through 
the analytic approach of the village of New Bariz and the 
Model House at El-Dareeya, “Gourna-accused” Hassan Fathy 
represents the responsibility of today’s architect to detect, test 
and experiment with what is abundant at hand, and to develop 
universal structural applications that could grow into resistance 
methods against today’s proliferating architectural colonialism.

With the mentor’s skills nearing the verge of expiration, a 
novel connection had to be made between the existing mud-
brick construction and the demand for Egypt’s poor to be given 
the adequate education for building a shelter for themselves 
again.  Hassan Fathy, the winner of the first Chairman’s Award 
in 1980, demonstrates how several of his architectural 
concepts, intended to “train local inhabitants to make their own 
materials and build their own buildings [2]”, have survived 
throughout time to incarnate in today’s modern designs and 
tomorrow’s prospective architects.  

III. LARI: THE REJUVENATION OF THE TRADITIONAL 

Thirty years after Hassan Fathy’s recognition, Yasmeen 
Lari, denoted as the first woman architect of Pakistan, develops 
the objective of using “traditional” architectural methods to 
teach people not only to build their houses, but to rebuild their 
homes in the aftermath of man-made and natural disasters [5]. 
Acknowledged by London’s Royal Institute of British 
Architects (RIBA), Yasmeen Lari’s Green Women Centre in 
Darya Khan initiates a new dimension to the rehabilitation of 
reimagined cities and communities; one that uses ‘Creation 
from Catastrophe’ as a replicable source, in a ‘traditional 
future’[6]. 
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“You cannot come out of poverty if you keep re-building 
every year. The only way forward is to build the technical 
capability of communities and improve their earning capacity 
so that they can fend for themselves when disaster strikes [6]."  

 Yasmeen Lari, 2014 

A. The Green KaravanGhar: From Swat to Sindh 

After the devastating flood of August 2010 submerged one-
fifth of Pakistan’s total area, Lari, director of the ‘Heritage 
Foundation’, along with her team of architects and engineers, 
translated their focus on cultural conservation to implicate 
post-epidemic relief and reconstruction, and thus initiated the 
Green KaravanGhar (GKG) or the ‘green’ module, in Swat, to 
construct 270 transient shelters, known as nucleus housing 
units, that comprised of a room, a verandah, a kitchenette, a 
W.C. and bath (fig. 5), all made with local materials such as 
mud, lime, bamboo, and stone [5]. With the ‘kaccha’ regions 
still prone to flooding, the team was assigned to design the 
Green KaravanGhar of Darya Khan Sheikh, a village along the 
banks of the Indus River, Khairpur, in the province of Sindh. 

Fig. 5. Green KaravanGhar Module, Section and Plan [5] 

Fig. 6. Split bamboo planking used for roofing [7] 

Stressing on the emerging threat of climatic change on 
Pakistan, along with the estimated rise in the frequency of 
floods on Darya Khan, Lari and her team’s experiments with 
new materials suitable for disaster relief introduced a new 
costless design; a ‘clay fortress’ involving a bamboo cross-
braced structure (known as dhijji) supporting stone-infill walls 
(fig. 6), completed with insulating mud-lime plaster, with split 
bamboo planking of ring beams and joists for the roof [7]. 
With almost the same materials used in cold and mountainous 
Swat after the devastating earthquake of 2005, the newly-
introduced sustainable structures of hot and flat Sindh not only 
served as sturdy, strong, and relieving shelters, but as training 
workshops for prospective disaster risk mitigation 
management that aimed at community mobilization and 
empowerment [5].  

“We were pleasantly surprised by the insulation provided by 
mud and lime,” says Lari. “By using indigenous material “the 
locals develop an instant comfort level as they know how to 
use it even after you leave [6]”. 

 Yasmeen Lari 
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With the abandonment of galvanized iron sheets and heavy 
concrete blocks used in former modular structures, the new 
housing units devised zero-carbon footprint, and utilized 
locally sustainable materials that were not only abundant, fast-
growing and strong, as in the case of bamboo, but were also 
easily adjusted into climate-responsive windcatchers that could 
be easily prepared and repaired by the local household. Stones 
that could be broken by the local user replaced the use of high-
cost and energy-consuming brick, with foundations made of 
compacted pure sand instead of soil, and thus decreasing wall 
masonry depth from 5-6 feet to around 2-3 feet [7]. 

As for the roofs and walls, standard split bamboo planking was 
replaced by strengthened interwoven local bamboo matting 
that could be sold in the form of long-lasting pre-fabricated 
panels in a nearby village, and could be easily transported and 
quickly installed by the people of Darya Khan in the form of 
doors and windows. These panels, in addition to being an 
adequate source of income for the nearby village, were 
exchanged by the people of Darya Khan for colorful date palm 
screens that operated on bathroom walls [7].  
To keep in line with the local practices of Pakistan, the thick 
mud-lime layers within the walls were developed to sandwich 
a waterproof polythene sheet layer edged in grass that allowed 
for a temperature difference of 10 degrees between inside and 
outside [6]. With a low cost of $5oo and a completion period 
of three days only, the advanced GKG module proved to be a 
‘versatile emergency shelter’, capable of customizing its 
capacity based on the diverse temperatures and climatic 
regions of Pakistan. 

For a village whose people relied on animal husbandry, 
families lacking space inside the village were introduced with a 
small farm holding where the livestock was corralled and the 
fodder was grown, thus avoiding the dung to accumulate near 
their homes. The Swat Artisan Team, a 12-member group of 
workers that included carpenters and masons trained by the HF, 
who traveled from Swat to teach the people of Darya Khan 
new and sustainable techniques of construction, carried out 
training workshops in bamboo cutting, bolting, and anchoring, 
where student volunteers participated from various parts of the 
country to target education and hygiene in the community [5].  

B. The Green Women’s Centre, Darya Khan, Sindh 

“The idea is that the women can meet there, they have their 
own social space, there is space for children to play. There is 
also, in the event of a flood, a first floor where waters won't 
reach [5].” 

 Yasmine Lari 

Concerned with the needs of the local village women of Darya 
Khan, Lari expanded the range of the green low-cost modular 
unit to design an elevated circular structure (fig. 7), that 
responded to the interests of the overlooked ‘providers of food 
and carers of children’[6]. The resulting Green Women’s 
Centre on stilts, marked a social meeting space for the women 
on the first floor, who could either cook on customized fuel-
efficient twin burner stoves or sew handcrafted ‘ralli’ and 
‘charpoy’ and sell them in their spare time [7]. The covered 
ground floor, on the other hand, being the coolest place in the 
village, served as a school for the children (fig. 8).   

 

Fig. 7. Green Women’s Centre, Darya Khan Shaikh, Section and Plan [5] 

With the designed unit advancing the technology of mud-
plaster construction into a traditionally-based technique 
resistant to any prospective floods and earthquakes, the skilled 
women of Darya Khan found a winning opportunity in laying 
down the mud-plaster, thereby adopting enhanced skills and 
making money in the process [8]. 
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Fig. 8. Green Women’s Centre on stilts, Darya Khan Shaikh [7] 

IV. CONCLUSION 

With the culmination of significant moments from the 
‘architectural’ practice of Hassan Fathy, man is demonstrated 
as having the exceptional impact of “the humble, the modest, 
and even the discreet”. With a resolution towards the cultural, 
political, and socio-economical, contemporary architecture 
proves to be that in harmony with the traditional, critical of the 
‘international’. Failure, whether man-made or natural, no 
longer stands as a question waiting for an answer; but as an 
answer to the question. With the understanding of the natural, 
true innovation founds in believing, detecting, and testing with 
what is at hand, compiling it into the substantial, that could be 
taught to the people of the present, and moved on to the people 
of the future. It is only when the local meets the local, where 
the ‘architect’ vanishes into thin air.   
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Abstract- Hassn Fathy always had a deep 

connection to the countryside since he was a little kid. Such 
passion made him believe that there is something that could 
be done to restore the Egyptian countryside and improve 
the lives of the fellaheen. Therefore, he took it upon himself 
to find a solution, for he was aware that such a 
transformation should have been a result of firmly 
believing in the cause itself.  

When planning Gourna, Fathy understood that 
modernism ideologies would not be applicable in this case. 
He grasped the setbacks found in such strict beliefs and 
morphed them into ones that aided his design. A design 
that consults tradition, social values and needs, while still 
springing from the roots of the Goruin culture. 

Gourna was a prototype that needed to break free from 
sanctified ideologies of modernism, and instead emphasis 
the ideologies of traditions and social values. However the 
latter was hard to implement because the Gourins were not 
willing to cooperate since they were being moved against 
their will, thus they rejected the project as a solution to 
their problem. 

Fathy’s work in Gourna was highly criticized to the point 
where it was labeled as a failure of a project. Therefore, in 
this paper I am aiming towards developing a hypothetical 
concept of failure in the architecture of Hassan Fathy.  

However, framing the overall project under the title of 
failure would be obsolete, as the project needs to be 
dismantled into different chapters in the efforts of trying to 
pinpoint what actually went wrong. The latter would be 
plausible by tracing Goruna as a process and not an 
outcome.  

 

I. INTRODUCTION 

“I always say that we benefit more form failures than from 
successes. Failures makes us consider every aspect of a 
situation, but success has certain hidden dangers which when 
repeated on a large scale become a disaster. Only by knowing 
the mistakes in an idea can you find a solution to it and save it 
from the beginning. Hassan Fathy 

Hassan Fathy has always had a deep connection to the 
country and the idea of it. Such association was supplemented 
by two contrasting images, one from his mother who spent 
most of her childhood in the country and the other from his 

father who avoided the country altogether. From the two 
contrasting images, Fathy was able to develop in his 
imagination an amalgamation of both, which in its turn 
formulated a vision of the country as a paradise that is 
darkened from above by clouds of infested flies [2].  

Such imagery haunted Fahty from a young age. However, he 
continually believed that there is something that could be done 
to restore the Egyptian countryside and improve the lives of the 
fellaheen. Moreover, his numerous visits to places like Talkha 
disturbed him, to a point where he could think of nothing but 
the hopeless resignation of the peasants to their cramped and 
undeveloped view of life.  

Due to the above, Fathy believed that the solution was in his 
own hands, mostly because he knew that such transformation 
should have been the result of love and not by the dictate 
issued from office desks in Cairo [2].  Accordingly, one can 
dedicate a great deal of emotional attachment to the issue, 
since one need to love the “fellah” enough to build them homes 
in the country and devote their lives to work towards 
improving the rural life. The latter is highlighted by the fact 
that Fathy himself knew that the peasants could not afford the 
decent houses they need, especially because they were too sunk 
in their misery to initiate a change, thus accepting the horrible 
situation in which they were forced to put up with [4]. 

Consequently, all his efforts in trying to restore the Egyptian 
countryside and provide a decent home for the poor made 
Fathy a highly debated architect. His work in Gourna was 
weighed against the ideologies of modern architecture and was 
vastly criticized by many, to the point of labeling the project as 
a complete failure. However, for Fathy himself, Gourna was an 
innovative prototype that required breaking such ideologies to 
reach its full development. Henceforward, it was not the 
outcome that had the greater significance to him, but the great 
learning process it would provide.   

 

II. THE EVOLUTION OF THE DESIGN PROCESS 

A. Breaking Away From Modernism Ideologies 
While tackling a project like Gourna, I personally believe 

that Hassan Fathy was aware that the rules taught in schools of 
architecture would have been irrelevant in this case, if not even 
destruction when put into practice. Being a social experiment 
of rehabilitating the Egyptian countryside, Gourna was a 
prototype that needed to break free from sanctified ideologies 
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of modernism, and instead emphasis the ideologies of 
traditions and social values [1]. 

Trusting that he could learn from what modernism lacked in 
terms of architectural growth through social interactions and 
traditions. Fathy focused on rethinking some of the main 
concepts of modernism, and morph them in a way suitable to 
that of Gourna.  

One of the main letdowns in modern architecture in my 
opinion is the ideology that architecture has to deal with how 
people should ideally live rather than how they actually do live. 
Such notion was evident in the earlier phases of the project 
when Gourna was picked as the site of intervention. In the 
beginning, Fathy found the project to be rather daunting, since 
he was given fifty acres of virgin land to create a new life for 
the seven-thousand Gournis leaving their old town behind [2]. 
Here Fathy rejected the ideology of modern architecture that 
tends to redefine social and aesthetical values into rigid set of 
rules. Instead, he understood that Gournis have a complex web 
of ties made up of there own customs and habits that should be 
carefully dismantled and put together again in Gourna [1].  

Evidence confirms that the ideologies adopted by modern 
architecture fail whenever the architect neglects the social and 
aesthetic values of the user [1]. Accordingly, Hassan Fathy 
wanted to fulfill his social requirement to the Gournis by 
allowing the design to spring from the roots of their own 
culture. He understood that he should come up with a 
conscious decision that is reached by consulting tradition rather 
than fixed modernism ideologies [2]. Therefore, Fathy was 
able to successfully challenge modern architecture principles 
by embracing cultural differences and taking into consideration 
his user-client needs. What made him successful in this sense 
is the fact that he did not base his choices on his own 
familiarities, and did not assume that his user-client would get 
habituated to living the way he expects them to live [1]. 

B. Establishing His Trinity in Design  
Being granted the access to design whatever he wants in 

Gourna, Hassan Fathy faced the dilemma of how he could 
possibly grasp all the necessary details of the domestic life of a 
Gourni. He was aware that such information is vital to his 
design since it allows him to understand precisely what the 
Gournis want in their houses.  

Fathy did not want to impose his values on a public that 
might not necessary share the same beliefs as him. He was 
concerned about maintaining the individuality of the village so 
that the people would feel at ease once they move in [4]. 
Consequently, Fathy did not neglect the social and ethical 
values of the Gournis by creating a project that ruptures the 
traditions they have, since he was aware of the negative public 
reaction towards modern buildings that tries to be “different” 
rather than fit in [1].  

For Fathy the best way to plan Gourna did not revolve 
around making an odd or original design, as the public does not 
always accept such change since it disfigures the aesthetics 
they are used to embrace. Fathy believed that God does not 
have to alter the design’s concept in order to fabricate 
individuality in humans, but can span the entire scale of beauty, 

by simply adjusting the position or the size of the elements in 
the face [2]. 

Likewise, Fathy also believed that like in nature were no 
two men are alike, the architecture of the houses must follow 
such concept and emerge from the needs of the inhabitants, 
hence making each house unique and fit to the family it hosts. 
Yet, he argued that when an architect is faced with a job that 
requires him designing thousand houses at once, rather than 
dream for the thousand individuals he design one typical house 
and places three zeros to its right [2].  

The later notion discussed is directly related in my opinion 
to one of the modernism major flaws, that is standardization. 
Through the adaptation of standardization and mass-production 
techniques an impersonalized monotonous design is usually 
introduced, one that lacks diversity and actively discourage the 
reflection of human cultural differences and individual needs 
through design [1].  

Fathy argues that such approach denies creativity to 
the architect and humanity to man. Fittingly, he made sure to 
integrate the people’s needs and made them help in the design 
process, especially that he was aware that one architect could 
not hold thousands in his head [4]. Accordingly, Fathy was 
able to reestablish the trinity between the owner, architect, and 
craftsman as one unit that works towards one common goal. At 
Gourna the people were their own designers, contractors, 
supervisors making them as conversant with the process of 
construction as the architect himself. Such notion helped in 
maintaining the individuality of the village, which was one of 
Fathy’s main concerns when he was given project [1].  

 

III. MUD-BRICK AS THE SOLE HOPE FOR RURAL 
RECONSTRUCTION 

Rejecting traditional architectural forms and techniques was 
implicit by modernist architectures [1]. However, Fathy 
described tradition as not necessarily being old-fashioned and 
is not synonymous with stagnation. He believed that it was his 
duty as an architect to keep the traditions of the Egyptian 
countryside going, yet he should add his own invention and 
insight to give them that additional momentum they needed to 
transform themselves, thus saving them from coming to a 
standstill [3].   

When it came to Gounra, Fathy’s interest in the traditional 
techniques of building used by the peasant aided in the 
development of his project as a whole. In this case, Fathy 
avoided the attitude that is often adopted by architects when 
confronted with a peasant-community, the attitude that such 
community has nothing worthy to offer [2]. On the contrary, 
Hassan Fathy was aware such traditions go back to the 
beginning of human society, and yet they are still alive and will 
exist perhaps as long as human society does [4]. Therefore, the 
solitary solution for rural reconstruction would have been mud-
brick, a material that is directly linked to the traditional 
techniques of building in the Egyptian countryside.  

Fathy was aware that when working with a peasant-
community, money is the main constrain. Therefore mud-brick 
was a heavenly sent material that should be used in the 
construction process of Gourna. It was economically sufficient 
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to be offered to the peasants by the government for free. Also, 
cheap enough for the peasants to obtain it themselves without 
the help of the government incase larger amounts were needed 
in later phases [2].  

Furthermore, Mud-brick is a common local material that 
does not need skilled labor beyond what the peasants 
themselves can engage in, therefore most of the work can be 
done by unsupervised labor. The later aided Fathy in 
implementing the notion of aided self-help when it came to the 
construction of Gourna, especially that the material of choice 
was common to the peasant’s found in the Egyptian 
countryside [2]. 

 

IV. THE GOURNIS BEING THE VITAL SETBACK 

It is known that no peasant can ever dream of employing an 
architect, and no architect ever dreams of working with the 
miserable resources of the peasants. Knowing that the architect 
is an expensive luxury and is found where money is, the 
relationship between Fathy and the fellaheen was crucial in this 
experimental project. Especially that Fathy was emotionally 
attached to the project and wanted to build something that is 
rightful to the fellaheen as patrons of Gourna.  

Fathy was aware that he was building a new site for a 
population that was being moved against its will from its 
accustomed home, therefore he was aiming towards creating 
houses that reflect the fellaheen’s social values and needs so 
that they would be able easily adjust to such move. However, 
in order to successfully grasp their collective lifestyle and what 
they exactly want from the project, he was required to directly 
consult the Gournis and understand from them what they are 
hoping to achieve with such rehabilitation project [2].  

However, the fellaheen were quite incapable of expressing 
themselves and talking about the style or beauty of the houses 
they aspire to have, or what they really wanted from the project. 
Moreover, when Fathy asked to consult the women, for the 
house is considered to be the province of the woman, his query 
was rejected because the women were kept jealously out of the 
way [2]. 

Another drawback that Fathy encountered was the difficulty 
Gourins faced when reading the plans. Even though he had 
built some twenty houses to show the fellaheen the kind of 
architecture he was offering, they were still unable to grasp 
neither the plans nor the notion of the project proposed [2].   

From the mentioned above it is notable that the connection 
between Fathy and the fellaheen was dimensioning as the 
project proceeded, which in its turn resulted in a problem of 
communication that hindered the relationship between Fathy 
and the fellaheen to a point where they scarcely discussed the 
buildings with him [2]. 

However, despite all of that the major problem Fathy faced 
was the Gourins being against the project as a whole, due to 
the fact that they were being moved against their will. Such 
oppression caused the Gournis to despise the project and reject 
it as the solution to their problem [2].  

In the perfect scenario, Gourna was an example of adopting 
the approach of the village’s traditional cooperative building 
customs and metamorphosing them into large-scale project that 

has to deal with building a complete village [2]. Yet, due to the 
rejection the project has faced from the Gournis, the notions of 
aided self-help and cooperative building customs had to be 
dropped and replaced by hired laborers that are to be paid, 
which in its turn stopped the project from being really cheap. 

 

V. DEFINING FAILURE IN GOURNA 

The key question that remains unsolved here is one related 
to finding an accurate definition to the terms of failure found in 
a project like Gourna. According to Fathy himself, the notion 
of failure is nothing but an educational process that one learns 
and benefits from. He personally believed that failure makes 
one consider different aspects of the situation, that otherwise 
could be gone unseen by success. Therefore, through such a 
process one can learn the setbacks of a certain idea and work 
towards improving and saving it from the beginning.   

What Fathy did in Gourna was an experiment that aimed 
towards improving the Egyptian countryside. Although the 
project did not serve its initial purpose of rehousing the 
fellaheen, yet it is still considered an innovative prototype that 
bridged the gulf that separates folk architecture from architect's 
architecture, which is a notion that Fathy strongly believed in.  

Moreover, the work of Fathy has opened the way to many 
interpretations on how one view the life in the Egyptian 
countryside as a whole. The latter is seen through the 
alternative model Fathy has created in Goruna, where he 
adopted a sustainability-oriented architecture that responds to 
the social issues and needs of the community by using 
vernacular styles, materials and techniques. 

Yet, the fact that the Gournis were never interested in the 
project as a whole made it impossible for Fathy to be able to 
succeed. Consequently, the notion of failure here could be 
directly linked to Fathy’s lonely struggle to persuade his noble 
ideas and beliefs, which were against the prevailing culture 
during his lifetime. Hence, I believe that the rejection Fathy 
faced and was unable to counteract is the main reason of the 
so-called failure of Gourna.  

 

VI. CONCLUSION 

For Fathy himself Gounra was an experiment and example 
on how he would like to rebuild the whole Egyptian 
countryside. An aspiration that I believe is linked back to his 
dream as a youngster, where he wanted to create a village that 
is made from the earth and is tied up through the bonds of its 
inhabitants. Therefore, Gourna was not an end in itself but an 
initial tentative step on route of regenerating the Egyptian 
countryside. A social experiment that does not only aids Fathy 
in examining all his ideas, but a prototype for other larger 
villages to come.  

Here, it is noteworthy to mention that modern architecture 
intentionally defies its older neighbors rather than standing 
beside them in peace. Its ideologies are systemic and rigid thus 
do not allow space for the architect to grow [1]. However, 
Fathy was able to avoid such notion when planning Gourna by 
respecting the traditional social and aesthetical values. Such 
sensitivity led to an outcome that is the result of user-
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participation and flexibility, one that was not shaped by 
specialists, but by the spontaneous action of the people that 
share a common heritage and working towards creating a 
community of their own.  

The course of building such a project was an educational 
process for Fathy himself, as he was learning, modifying, and 
improving the design as he goes to fabricate one final product 
that fits perfectly the needs of the fellaheen. His aim was to 
generate a land that grows according to the fellaheen needs and 
desire, a land that the fellaheen would call their own. 

Accordingly and despite all the criticize it received, I do 
not personally believe that Goruna was a stillborn experience, 
for in Gounra a new concept of rural-housing was tried-out and 
proved feasible. Hence, it has paved the way to a plausible 
national rehousing policy that would have provided numerous 
housing opportunities to millions of Egyptians at a price they 
could afford.    

In a nutshell, I do not believe that one can describe a 
project like Gourna as a failure. However, I can denote that 
what really led to the failure of the initial concept was the lack 
of contribution the user-client made to the design. Such a 
suggestion is highlighted by Fathy when mentioning that no 
matter how ignorant or even suspicious the client contribution 
is, it is something that the architect cannot do without [2].  

From that I can safely say that Fathy took what occurred in 
Gourna as a learning experience that not only benefited him as 
an individual but the whole architectural society. Gourna was 
and will always be admired by numerous influential 
individuals who are perceptive enough to see the possibilities it 
offers. An example of the latter would be the report generated 
by UNESCO, in cooperation with the Egyptian Ministry of 
Culture and the governorate of Luxor, listing Gourna for 
conservation and safeguarding.  

In conclusion, the definition of failure in such project does 
not hold. The latter is backed up by the fact that despite all the 
troubles Fathy faced he was determined to build a town 
specialized to its inhabitants. He understood his duty as an 
architect towards the fellaheen and was very passionate about 
the project and the enhancement in lifestyle it had to offer the 
Gournis. Also, one can notice that Gourna in itself presented 
many architectural possibilities and aided in emerging new 
principles of town building. Therefore, one cannot consider it 
as a failure but a testing ground and a prime example of all the 
innovative ideas Fathy had.  
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Abstract- Solid waste management in Lebanon is a rising issue that 
remains unsolved until this day. Waste is rapidly accumulating in 
the streets endangering the environment and public health. I chose 
to conduct a research about trash management in Lebanon and 
abroad for my thesis and I am currently designing a composting 
facility and buildings with related functions in the Nahr Al Mott 
quarry site as my final year architecture project. 

The question that my thesis answers is:  

“How can trash be reused and transformed into building materials 
and landscaping elements to revive and reshape the wounded 
mountain site in Nahr Al-Mott?” 

The project and paper focus on the benefits of trash in the fields of 
architecture, landscaping, building in nature, and design, and 
expand on how waste can be an opportunity to transform a ‘dead’ 
place into a hub of visitors and public activities. 

 

 

I. INTRODUCTION 

Lebanon produces around two million tons of Municipal Solid 
Waste (MSW) per year. Figure 1 shows that more than half of the 
trash is composed of organic waste. Following are mostly recyclable 
materials: paper/cardboard, plastics, metal, and glass. These 
materials are generated by several light manufacturing industries: 
food and beverage, fabricated metal, non-metallic mineral, furniture, 
clothes and dyeing fur, wood products, leather products, and textiles. 
Figure 2 shoes that Municipal Solid Waste is treated in different 
ways. It is either landfilled (48%), dumped (29%), composted (15%), 
or recycled (8%) [1]. Thus, most of the trash is being landfilled or 
dumped (in sanitary landfills in the best cases) rather than composted 
and recycled. Moreover, municipal solid waste in Lebanon can be 
divided into two categories: hazardous (3000 tons/year) and non-
hazardous (185000 tons/year). Both categories are currently being 
sent to landfills or dumped [2]. Figure 3 shows the distribution of 
sorting plants, landfills, composting plants, and anaerobic digesters 
in Lebanon, as well as the population per district. The city of Beirut 
is the most condensed relatively to its size and produces more than 
600 tons of MSW per day.  

 

 

Figure 1- Municipal Solid Waste Composition in Lebanon 

Figure 2- Municipal Solid Waste Treatment in Lebanon 

Figure 3- Plant distribution in Lebanon and density of 
population 
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Composting and recycling trash, after the sorting process, have 
far more advantages than landfilling, dumping, burning, or shipping 
it. Therefore, the general design plan of intervention includes 
recycling facilities for every type of waste (a paper recycling facility, 
a glass recycling facility, a metal recycling facility, and a plastics 
recycling facility), and a composting facility with all its related 
functions. Phases of the general recycling processes are shown in 
Figure 4. The project will focus more on the composting process that 
will be explained in detail in this paper. The proposal also includes a 
visitors’ center that will receive students from schools, environmental 
specialists, and any citizen interested to learn about the methods and 
the benefits of recycling and reusing trash. Moreover, visitors of the 
site will be able to purchase recycled materials, artistic crafts made 
of recycled materials, plants, fruits and vegetables, and fertilizers, 
and other products from public markets built on site. The design 
proposal is a chance to treat the six hundred tons of waste generated 
daily in the city of Beirut by transforming the organic waste into 
fertilizers and recycling the other types of trash to create new 
materials (APPENDIX A), thus introducing new job opportunities 
(workers in the facilities). Furthermore, treated waste will be used in 
landscaping new terraces that will reshape a quarry site and as 
construction materials for facades of the various facilities and 
buildings on site. The different methods used to achieve this are 
described in the following paragraphs. 

 Figure 4- Recycling processes diagram 

 

II. THE GOVERNMENT PLAN 

The main reasons behind the trash problem in Lebanon are the 
increase in urbanization rate, the increased population due to the 
increased number of refugees in the past few years, the “poor 
enforcement of the law”, the lack of environment policies, the bad 
habits, the “increase in income per capita”, and the “social keenness 
to use new materials instead of used ones”. According to the 

government and general studies, waste treatment should follow 
priorities as shown in Figure 4. The plan emphasizes the need for 
sorting the trash from the source. After that, the trash should be sorted 
in a Material Recovery Facility (MRF), then recycled or composted, 
and finally reused. The suggested design proposal will follow the 
government plan (Figure 5). Municipal solid waste will be collected 
from the city of Beirut by trucks and transported to the MRF where 
the sorting process will happen. The trucks are weighed before 
entering the facility to determine the quantity of trash they are 
bringing. Then, the sorted trash will be sent to the corresponding 
recycling or composting facilities depending on its nature (organic or 
non-organic) for treatment. Resulting elements will be used and seen 
by the public. The study of waste management in Lebanon was 
followed by a research about the financing of and cost of waste 
management. Figure 6 illustrates the average cost in $/ton of every 
step in the process of waste management leading to a total of 
130$/ton. According to the government plan, the main sources for 
financing the project of waste treatment are the “independent 
municipal fund”, international loans and grants, municipalities, and 
the government budget [3]. 

Figure 4- Treatment Priorities 

Figure 5 - Government plan for municipalities 

Figure 6- Cost of waste treatment 
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III. CASE STUDIES 

Lebanon is not the only country that suffers from trash 
management problems. Large cities all around the world have faced 
similar issues and some have already built facilities to treat their 
municipal solid waste and recycle it. One example is the Sunset Park 
Material Recovery Facility in Brooklyn, NY, by Selldorf Architects. 
The 13000 sqm. project includes a tipping building where the metal, 
glass, and plastic waste is dropped off, a processing building where 
the waste is recycled, a storage building where the compacted 
recycled materials are kept for later distribution, and an educational 
facility containing classrooms, exhibitions, and display areas for 
students and the public. The site of the project has outdoor green 
spaces for the visitors to enjoy. Additionally, an outdoor bio swale 
where runoff water is filtered from pollutants and silt is landscaped 
near the project. The filtered water is used by the facility [4]. General 
plans, sections, and photos of the project are shown in figure 7.      

Figure 7- Aerial view, general project plan, and plan of the 
educational facility of the Sunset Park MRF 

In other examples, architects and landscaping architects have found 
ways of using recycled trash in construction and building, especially 
in building façade systems. The Can Cube by Archi Union Architects 
is an innovative residential and office building of 1000 sqm., built in 
2010 in Shanghai, China, where drink cans were used to form a layer 
of the building façade. The façade system consists of “aluminium 
carbonated drink cans which are enclosed in an aluminium frame”. 
In order to save energy, the cans are not recycled. They are cleaned 
and kept in their original form. The aluminum frame keeps the façade 
light and easy to adjust. Openable sash windows provide the interior 
space with light and ventilation [5]. The system is shown in more 
detail in the picture and exploded diagrams of Figure 8.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8- Detailed façade system of the Can Cube 
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Moreover, in 2012, Dratz&Dratz Architects built a small 
temporary workspace made of 550 compacted bales of paper 
in Essen, Germany. In this case, papers were compressed and 
stacked in the form of cubes to hold the building better. The 
system was “surprisingly well-insulated and was also quick-
drying in spite of incessant rain”. The façade has a double 
function. It reduces on the cost of using new materials for 
construction by reusing paper and cardboard and it also gives 
the building an innovative and very colorful creative look [6]. 
The bales of paper and cardboard, decaying over time, might 
be replaced by other similar ones, giving the facade an always 
changing vibrant aspect (Figure 9).   

 

 

Figure 9- Paper/cardboard as 
building material 

 
 
 

Furthermore, it is crucial to mention that local efforts have been made 
by several organizations and companies in Lebanon. For instance, 
CEDAR Environmental led by Ziad Abi Chaker [7] have already 
started using and implementing recycled materials in designed 
objects and construction. They were able to build a Material 
Recovery Facility using the Dynamic Composting technology that 
treats around 96 tons of waste daily to serve around 200000 people. 
They also built a prefabricated house made from recycled plastic bags 
and other furniture elements using the Ecoboard material that they 
fabricated, as well as artistic objects from recycled glass and others. 
Their work is shown in the following pictures.  

The Material Recovery Facility 

The prefabricated house 

Furniture and objects made of recycled materials 
 

Figure 10 – CEDAR Environmental projects 
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IV. THE DESIGN INTERVENTION  
 

a) Site analysis: 
Located in Roumieh, the site of intervention is a natural 

mountainous area that has been excavated forming a quarry. Located 
at around 5.5 km from the capital Beirut, it falls in an industrial zone, 
far from residential neighborhoods, and it is directly accessible by the 
Main Metn Highway. The latter stands above the old river of Nahr 
Al-Mott which today appears to have dried out. An old water canal, 
currently dumped, was located between the two mountain cliffs of the 
site and used to feed the river. One of the site’s main advantages is 
that it is at an altitude of 105 meters, therefore, far enough from the 
groundwater level. This means that if trash is introduced on this site, 
it would not harm the underground layers of earth or water (given that 
insulating membranes and leachate tubes are placed under the trash). 
The maximal total built area would be 12000 sqm. out of a total site 
area of around 40300 sqm.  The quarry is large enough to fit the 
program planned to be introduced. On the other side of the Main Metn 
Highway, a larger quarry site (~71500 sqm.) in Biakout faces the 
chosen intervention site and currently houses a cement factory. 
There, some buildings located on the top of the cliff were abandoned 
due to dangerous conditions and previous accidents. Both excavated 
sites are strategic and offer various advantages for the design project 
dealing with trash. They save on the cost of excavating a new land, 
they are close to Beirut, the major city generating trash, and they are 
accessible by the main highway by both trucks and regular cars. 
Figure 11 and Appendix B highlight major features of the Roumieh 
quarry that will be emphasized in the design proposal.  

Figure 11- General view of the Roumieh quarry 

 

b) Composting process and related functions 

The design proposal focuses more on the composting process 
that can be explained as following. The organic type of waste consists 
of biodegradable waste such as plants and debris of fruits, vegetables, 
animals, and human waste. To begin with, it is transported to a tipping 
facility where it is mixed with yard waste (1/3 organic to 2/3 yard). 
Then, the mixture is shredded and grinded in a machine into smaller 
particles. The final mix is laid outdoors in the form of long 
‘windrows’ (more than 50m long and 4.5m wide). This process 
consists of three phases where the compost mix is transformed into 
fertilizers after eight weeks in total: four weeks for phase 1, two 
weeks for phase 2, and two weeks for phase 3. In phase 1, the mix is 
covered with a special membrane (i.e. Gore Cover) protecting the 

compost material from weather (Figure 12). This cover is equipped 
with two sensors that allow measuring and controlling the 
temperature and the oxygen amounts in the mix for the best outcome 
[8]. All leaky substances from the mix are collected in a water trap 
and a leachate system is installed to prevent any damage of the earth 
below. The compost material is uncovered then turned to accelerate 
the reaction before it moves to phase 2 where the mixture is covered 
again. In phase 3, the compost material is uncovered to dry out. Once 
done, it goes into a screening machine that picks out any remaining 
plastic bags or metal pieces from the dry mix. The latter is grinded 
again into a finer product. The end result is a clean soil-like mixture 
and manure for agriculture. Before applying it to plants, the finished 
compost (or fertilizer), is sent to labs for testing then to a packaging 
facility. Resulting bags of fertilizers are sent to a public market where 
the visitors can purchase them for their private gardening activities. 
The project proposal will include all the buildings necessary for every 
step of the composting process (i.e. tipping facility, outdoor areas for 
laying the mixture, labs, packaging facility, and public market) along 
with designed paths connecting all the functions in order. 
Additionally, unpackaged fertilizers will be used onsite to grow 
plants, trees, fruits and vegetables, flowers, and others. 

Figure 12- Gore cover for composting 

c) Plan for sorting and recycling the trash 

Prior to composting the organic type of waste, trash will be 
sorted and recycled in the Biakout quarry as follows. As mentioned 
before, trash bags will be collected from the city of Beirut and 
transported in trucks to a Material Recovery Facility. There, trash will 
be sorted and thoroughly divided into distinct materials: glass, 
plastics, paper/cardboard, metal, and organics (Electronic waste is 
transported and treated abroad). After the sorting process, every type 
of material is compacted into bales in the form of cubes. Part of these 
cubes will be used as construction units for the rest of the facilities 
and buildings on site (Figure 13).  

 

Figure 13- Bales of trash as construction units 
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Additionally, bales made of recyclable materials will be sent to their 
corresponding recycling facilities. Bales made from materials that 
can’t be recycled, combined with a steel structure, will be used for 
landscaping the Roumieh quarry and creating higher terraces for 
agriculture. The Roumieh quarry will house a large market for selling 
the materials recycled on the opposing quarry site.  

d) Program for visitors 

The Roumieh quarry will include a program for the local visitors 
of all ages, especially for students and academics willing to learn 
about the process of composting and agriculture in general. One of 
the buildings will include an amphitheater that will be used for 
conferences and teaching purposes, and workshops for both artisans 
and the general public. Artisans will have the chance to assemble new 
items from recycled materials and sell them in the public market. 
Moreover, visitors will have the opportunity to learn about the art of 
fabrication of these objects and try it using their own hands. Not to 
mention the guided tour passing through all the operational facilities. 
Outdoor terraces will also serve as display areas for these crafts made 
from recycled trash. Furthermore, the whole site will be landscaped 
and filled out in a way that will make it closer to its original 
mountainous form and condition. Superposed layers of planted 
terraces will reshape the lost layers of excavated rocks and re-green 
the site with trees and plants. Several public spaces such as 
restaurants, exhibition areas, and outdoor “promenades” overlooking 
certain features of the natural site will form the new “microclimates” 
created for the people. Not to mention the water which will be 
collected in a rainwater collection pond that will serve for keeping 
the composting mixtures moisturized. The water collected and 
filtered would equally serve for irrigating the onsite planted terraces. 
Youngsters will be able to enjoy a hiking path and mountain climbing 
activities wrapping around the water. 

e) Some design strategies and personal input: 
To begin with, I started by drawing and reconstructing the 

mountain site as it was before excavation. This helped me get a feel 
of the initial natural shape of the area and the level of distortion it has 
faced. Next, I drew and modeled the exiting site plan to finally 
complete it with my ongoing design intervention (APPENDIX C). 
The new landscape will be close to how it was before excavation. 
Yet, new elements will be included: buildings, bales of trash, 
rainwater collection, and agriculture. To create the new levels of the 
landscape, I have joined, using the plan, the “lines” with the same 
altitude from the right side of the quarry with those of the left side to 
create continuous overlapping layers. Those layers, elevated from the 
ground and following the principle of landfill, would be filled with 
bales of unrecyclable trash and structural elements to hold the planted 
roofs. Then, volumes representing the composting facility and other 
functions would be inserted within these layers and connected to each 
other by paths. Bales of recyclable materials will be used in the façade 
systems of certain buildings according to their material qualities and 
the function of the building. For example, bales of paper or glass 
would create colorful shades of light in the interior space.  

What’s more, sustainable systems will be introduced in the project. 
For instance, methane gas can be extracted from the covered bales of 
trash to generate electricity that would be used by the onsite facilities. 
Photovoltaics and wind turbines would generate similar energy. 

V. CONCLUSION 

In one word, trash can be an opportunity rather than a threat. It 
can be used creatively and purposely in the fields of design, 
architecture, and landscaping. In the course of two semesters, I have 
learned about trash management in Lebanon and referred to case 
studies from abroad to come up with a “part-solution” for our local 
serious problem. Instead of randomly dumping solid waste in 
landfills, burning it, shipping it, and even throwing it into the sea, we 
could use it for the benefit of construction and design. The Roumieh 
quarry will not only act as a large “container” for the trash, but it will 
also be a hub of visitors, a site of attraction, and a place for learning.   
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Appendix A 

 
 
Appendix B 
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Appendix C

Current model showing the design proposal

Section and elevation showing how bales of trash can be used in façade 
systems and for landfilling, buildings with planted roofs, and the 

rainwater collection 

 

 

 

 

 

Plan showing functions on site 
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Abstract - A graphic design thesis that looks into the different 
aspects of the waste crisis as well as strategies and directions a 
local visual campaign on recycling/waste management could take.  

I. INTRODUCTION 

Lebanon has always had infrastructure issues but nothing was 
quite like the garbage crisis that started in January 17, 2015. It 
all began when the Naameh landfill was shut down by activists 
and locals living in its proximity. The Naameh landfill is a 
piece of land just south of Beirut, used as a national dump for 
most of Beirut and its suburbs’ trash. Opened in 1997, it had 
been proposed as a temporary solution (10 years) with a 
capacity of 2 million tons of garbage. 18 years after its 
inauguration it was harboring over 15 million tons of waste. 
Set to close in 2004, it witnessed a series of contract renewals 
that surpassed the landfill’s capacity and slowly endangered 
the inhabitants around it. After January 2015, the deadline was 
extended twice for a period of three months each which caused 
massive stirs between activists leading to the final closure by 
protesters of the landfill. The inability to access the landfill by 
the collection company Sukleen caused the garbage in the 
streets to pile up and rot for weeks. This scenario, 
unfortunately timed with the expiration of Sukleen’s contract 
led to our national garbage crisis. Although we’re not 
legislators, graphic designers have the power to contribute in 
times of crisis. We are technically trained individuals capable 
of creating impact and simplifying communication into visuals. 
Responsible designers are those who feel a sense of urgency 
and responsibility towards their community and society, and 
aim to use their skills in the best interest and benefit of the 
population. As a graphic designer, I understood the role and 
power we have when it comes to communicating values and 
educating masses particularly in social matters that concern a 
big population. We have the tools to make technical and 
complicated issues seem simple and approachable and more 
importantly actionable. Today we are on the brink of an 
environmental crisis, and although it seems unresolvable, there 
is something the public can do about it. 

The 17th of July, 2015 marked the expiration of the Sukleen 
contract and with it pickup services were set to a halt. Sukleen 
had been the private company in charge of garbage collection 
in greater Beirut and Mount Lebanon since 1994. It was also in 
charge of its own advertising and marketing, as well as garbage 
sorting and storage, landfilling and (in the past 10 years) 
recycling. After some negotiations, they resumed garbage 
pickup only in Beirut, and are storing waste or disposing of it 

in unsanitary landfills or arbitrary dumps around the city (the 
most famous being at the Monteverde area). Unsanitary 
landfills and dumps are often in sensitive areas above water 
aquifers where our rain water gets stored. This water is used 
for irrigation and residential service water. Soon enough all the 
leachate or garbage juices will seep into residential tap water 
and irrigation lines infesting the local agriculture and by 
extension the food we eat. The public doesn’t seem to realize 
the gravity of the matter at hand. The current “solution” 
proposed and currently implemented by the government is not 
the most ideal or beneficial. But there is an alternative solution. 
There are ways to solve our crisis, by building on pre-existing 
infrastructure; making use of graphic design, we can launch a 
successful informative campaign to make a difference. 
Whether through awareness about how to dispose of waste 
through sorting and recycling or through actual design of a 
system and implementation of a program, there are many 
things that need addressing when it comes to the visual field. 

Following the basic waste management pyramid we can begin 
with reducing, re-using and recycling our waste before we 
consider energy recovery and disposal. In Lebanon, we have a 
considerable amount of NGOs and associations currently 
taking on recycling and sorting initiatives, but we are in dire 
need of communication material that reaches the audience in 
ways that could alter behaviors, spread awareness and teach 
exact specifics about how to sort and manage waste. But this 
crisis is a national problem and shouldn’t be only tackled by 
organizations, because it’s first and foremost the government’s 
responsibility. which is why, for my final year project, I would 
like to explore the voice of the government when addressing 
the general public in this situation which brings me to my 
problematic: how can I design and create a cohesive 
governmentally launched campaign that is capable of tackling 
the many branches of waste management in Lebanon, while 
addressing multiple publics (segments of the Lebanese 
population) and pertaining to the local and current context? 

I will be looking at a variety of frameworks and cases 
throughout my paper, discussing and picking out what pertains 
to the points I make. We are looking at a broad spectrum of 
communication channels that will need to represent the voice 
of the government hence the need for a flexible or rich identity. 
My focus will be particularly about sorting waste rather than 
reducing and re-using it. Reduction of waste requires deep 
changes in practice, while re-use is easily a saturated practice  
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whether through the re-use of jars and bottles for storage or use 
of a variety of other materials for creation of artwork, it 
reaches eventually a kind of limit where you no longer need to 
store or need recycled artwork . My research will focus on 
national recycling campaigns such as Recycle Now in the UK, 
Keep America beautiful, and I want to be recycled in the US 
(and other American campaigns), local recycling and waste 
management initiatives and campaigns such as T.E.R.R.E 
Liban and Arc-en-ciel, but also the local national garbage 
pickup company Sukleen’s communication. I will also 
investigate some local governmental campaigns, and 
communication strategies that will allow me to tackle the issue 
of recycling in Lebanon.  

II. Basis of the Campaign 

1-What is this about? The problem, in more tangible detail 

The average Lebanese produces between 0.8 to 1.5 kilos of 
garbage per day.  Approximately 50% of it is landfilled, 30% is 
openly dumped, 12% is composted, and only 8% is recycled. 
Our garbage is mostly made out of organic matter and food due 
to our Mediterranean lifestyle and service sector focused 
economy. The solutions proposed so far include new sanitary 
landfills, incineration, and deportation/export of waste. Now, 
while incineration has been a crowd favorite due to the small 
space required for its installation, it poses huge environmental 
problems whether due to the toxic gas that it produces into our 
air, the residual ashes produced from burning the garbage that 
is hard to control and difficult to dispose of, and due to the 
very nature of our garbage. Lebanese garbage is made of 50-
60% organic material which contains high amounts of water 
requiring a larger amount of energy to burn making the 
incinerators very expensive and consequently not the best 
solution. Landfills are a problem due to their high maintenance 
and size which seems to be a very prominent issue in a small 
country with mountainous terrains like Lebanon. The latest 
proposals have been focused on deporting waste to foreign 
countries, but this will cost between $200 and $300 per 
unsorted ton of waste, in a country that produces 4000 tons a 
day, the numbers are staggering. Although I advocate none of 
these solutions, incineration and deportation could be made 
much more efficient if the garbage were sorted. Which is why 
regardless what the decisions are, it is imperative that we sort 
our garbage, and treat it as a resource rather than a nuisance.  

Essentially, the problem is clear: we have a considerable 
amount of garbage that is treated like waste rather than a 
resource, and instead of capitalizing on what we produce, 
we’re looking at ways to dump it. Granted, the solution is 
multidimensional, and ranges from infrastructural construction 
to reforming education curriculums in schools in order to 
educate the younger generation about the need to recycle. But 
let’s say we were to start educating the public about this issue 
to get them involved; it would need a massive national 
initiative that targets everyone, only because everyone is 
directly concerned with the garbage problem.  

2-So who’s talking? The choice of a governmental over a non-
governmental voice and direction 

Lebanon has well over 100 NGOs, according to “daleel 
madani”, concerned with all sorts of matters ranging from 

domestic violence to social inequality, children’s rights all the 
way to environmental causes. The reason we have this many, is 
because of the array of issues that the country faces with no 
response or full participation from the government; The 
Environment is just one of our many causes. Non-
governmental organizations have actually been very active in 
Lebanon, but sadly pass unnoticed due to their localization and 
size. T.E.R.R.E Liban was founded in 1995 just as Sukleen 
was launched, and remains one of the most active NGOs of the 
Lebanese eco movement today, partaking in school programs, 
installing 3 bin sorting systems and even offering paper pickup 
services. Many others like “Nidaa el Ard”, “Beatuouna”, 
“Green Line”, and “Arc En Ciel” are also very active when it 
comes to spreading environmental behavior through working 
on different solutions; some of which were successful, but also 
many efforts that were rendered ineffective. The problem with 
NGOs is that they always go back to a group of people who are 
working within the organization, meaning that the public they 
address is also very targeted and local to their activities. 
“Nidaa’ el Ard” has been one of the most successful 
organizations in the country, promoting village recycling and 
educating house-wives to sort their waste in their backyards 
and then assigning a kind of waste for different houses until 
they started receiving funding and donations from the UN, the 
Italian embassy and Germany, and began using that money to 
create small facilities where you see real waste treatment. But 
even the founder of this organization admits that she had to 
self-fund the work from her own money at some point, when 
there weren’t enough volunteers or funds. They’re also not 
very known in the country. Size is a limitation, locality is a 
limitation but also the resources of a non-governmental 
organization become an obstacle. At the end of the day an 
NGO runs on external funding, few employees and volunteers, 
and that can limit the room for outreach and efficacy. Not to 
mention that the essential message to be spread when it comes 
to green awareness is almost the same, aimed towards the same 
end result. The fact that it is being said by many groups in 
different locations with different tones and even procedures, 
confuses the audience and can cause unnecessary and in fact 
disruptive competition rather than uniting everyone over the 
same cause. 

Which is why, I investigated the governmental voice. Today in 
Lebanon We have a set infrastructure and a number of private 
factories that rely solely on salvaged plastic or organic material 
in their industries. Sadly, the government currently does not 
promote them nor highlights their contribution to the waste 
sector. I believe it is the government’s job to educate the 
concerned public about the existence of these factories, as well 
as to ensure transportation of recyclable materials to them, and 
benefit them in the market by offering them industrial benefits. 
The government is supposed to be a voice of authority in any 
country, capable of legislating laws, enforcing fines or creating 
urban modifications in service of citizens. This source of 
authority also has an allocated budget for any campaigns it 
chooses to endorse, and can mobilize many more people in 
contrast to the NGO scenario. There’s also an advantage when 
it comes to spreading the message through varied 
communication channels, since the government has access to a 
wider spectrum of outreach.  

Which is why I will be taking on the position of the 
government when addressing the general Lebanese public in 
this national campaign. This will allow me to take on a voice 
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of authority and to capitalize on the government’s resources 
and ability to create policies and tangible change. I now have 
the opportunity to design a massive multi-channel multi 
audience campaign, allowing myself a reasonable access to a 
wider array of mediums. The government will have to stand as 
a uniform entity in front of the general public, hence the need 
of a very cohesive campaign brand that encompasses the 
content of my proposed campaign. The goal is to create a 
campaign identity that is cohesive enough but also versatile 
across mediums, capable of representing a voice of authority. I 
will be looking at international campaigns such as the national 
recycling campaign in the UK called Recycle Now, and the 
national American campaign “I want to be recycled” by Keep 
America beautiful.   

3-To Whom? The audience, with an alternative take on 
traditional segmentation 

A very essential part of any communication campaign is 
assessing the target audience. When the cause at hand is 
general and can target almost everyone, we find a need to split 
the message into parts in order to address the segments more 
effectively. A classical configuration is usually based on the 
following 4 types of segmentations: Geographic, Demographic, 
psychographic and behavioral segmentation. These are 
interchangeable and can overlap in service of the message. I 
needed a little more insight on the Lebanese population, which 
is why I conducted a survey with questions relevant to 
recycling in Lebanon. Around 100 people filled this survey; the 
majority of which were young adults (aged 18 to 25)  

When asked about their knowledge of recycling in Lebanon: 

5% said they knew nothing, 2% said they knew almost 
everything. The majority said they knew a little from word of 
mouth, friends, media and education but not enough to do 
anything tangible. This segment interests us because it shows 
us that a very big number of people has the potential to learn 
more. 

When asked how often they recycle: 

Only 10% said they always recycle , 20% said accessibility is 
the major factor in their decision to recycle, 50% said they 
recycle occasionally if pressured by peers or friends or 
surroundings, 15% answered rarely, only if the usual bin is 
absent and 5% never recycle.  

When asked if they have ever recycled anything in their life, 
the majority answered yes (94%), showing that there is some 
level of acceptance of the issue. 

But when you dig deeper to understand what stops the public 
from recycling, the answers fell under three categories: 

Logistics: or accessibility to bins and drop off points 

Knowledge: Including skepticism and distrust in the waste 
management system, lack of sorting knowledge of what goes 
where, and uncertainty regarding the impact and need to 
recycle. 

And believing in lack of necessity: in fact no one who filled 
out the survey chose this as an answer, which means everyone 
who answered admits it is necessary, but we will take into 
account that methods of self-reporting are not always truthful, 
and some probably assume it isn’t necessary. This question 
allowed me to pinpoint the important things that need to be 
addressed in the campaign. 

The last thing I asked was what motivations could enhance 
their decision to recycle? And I collected and divided the 
results into 3 categories as well 

Direct reward system such as reverse vending machines (20%) 

More knowledge about how to sort and what happens after 
(30%) 

More accessibility to bins and drop off locations (50%) 

We see a pattern in the research that indicates that the lack of 
knowledge as well as the lack of accessibility and motivation 
to access bins is a major problem that needs to be tackled. This 
survey allowed me to not only understand my audience better, 
but also to understand how to tailor the message specifically so 
that the content of the campaign is relevant to the public.  

One must not disregard classical means of segmentation 
because they do help when it comes to message delivery. A 
children’s campaign designed for a school hallway billboard 
needs to have a certain aesthetic quality to it, using bright 
colors, more illustrations and engaging characters in order to 
reach out to the child looking at it. The message needs to be 
relevant to the age group while being engaging enough to 
encourage behavior change.  

We see this in a local campaign by T.E.R.R.E Liban called 
Papivore Malin, an initiative created in order to collect and 
encourage paper recycling in schools and offices. This 
campaign makes use of a tree character always saying 
something and making eye contact with the observer. The 
decision to have a mascot was successful among children, 
because many years later, as soon as they saw the tree, they 
were capable of identifying the campaign.  

Similarly, when designing for adults, one must also take some 
visual decisions that pertain to adults more, not only as an age 
group but also as a psychographic segment. You would address 
employees with a higher education degree differently than you 
would address possibly illiterate street vendors or taxi drivers. 
Just as you might focus on an informative or didactic tone with 
adults, over a friendly educational tone for kids. The 
communication method needs to be either universal enough to 
cut across different segments, or very targeted and well placed 
so that it maximizes effectiveness. Something universal would 
be like the Keep America beautiful campaign called “ I want to 
be recycled”,  where one visual concept targets the entire 
population, In contrast with Recycle now’s approach to 
separate the communication depending on the audience. The 
campaign contains a solution for the multi-audience issue, 
while fitting cohesively under its brand, and that’s the “WRAP 
resource library” of campaign content. The patron company of 
Recycle now, WRAP, hosts a database of varied prints and 
publications that all fit under the brand, with the similar tone of 
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voice and images of the campaign. However, the content is 
classified in categories where you could select “office” or 
“school”, and have access to a variety of posters and stickers 
that you could print or even customize for your use, and then 
print.  Which audience targeting scheme is more effective, 
depends on too many factors to be able to measure. But if this 
informs us of anything, it’s that we can stretch methods of 
communication across audience segments. We must always 
keep in mind the language specification of the Lebanese 
population, as well as the tone of voice for the campaign. 

4-How? Methods of diffusion and communication strategies. 

How do you address the Lebanese audience? And how do the 
results of the survey feed into my methods of addressing the 
public?  

The classical methods and strategies one can resort to vary 
greatly. According to transparency.org, a successful campaign 
is tailored to specific audiences, generates a sense of 
communal responsibility, and uses clear images and prompts 
that increase human agency and makes use of successful 
strategies; According to Catherine Mann, at Transparency 
international, in order to have a successful campaign you need 
to tailor it to your audience following these 4 steps: 

A- Use existing attitudes 

It’s very difficult to convince the public when the behavior 
required conflicts with their personal beliefs. 2- Make the issue 
publically accessible: the more technical and scientific, the less 
the public will relate or understand it. Recycle now released a 
series of videos that explain in very simple terms and visuals 
how a recycling factory operates, in order to teach the 
consumer how their waste is being recycled. 3-Make the issue 
culturally specific, and take into consideration that the more 
personal the campaign feels the better it resonates with the 
public. Kunhadi capitalizes on the association between the 
local traditional coffee cup, and the image of parents in their 
New Year anti drinking and driving campaign that went viral 
in 2012/13, and 4- Look at the issue from the target audience’s 
point of view designing a targeted message that is relevant to a 
segment of the population. Another Kunhadi campaign targets 
the younger drivers, those who belong to a digital age of 
texting and driving. The billboard campaign simply had a local 
name (like karim and rana) followed by a “last seen at 18:45”. 
It was launched around a time where social media and mobile 
communication tools like “Whatsapp”, where you would 
normally read a last seen, were becoming very widespread. 
The campaign was tailored specifically to the age group that 
texts, and drives. The association we have of the content with 
the logo even without more explanation tells us that the driver 
was texting, then got in a car crash and therefore is now offline 
since the time of the car crash.  

B- You generate a sense of communal responsibility by: 

Making the issue socially unacceptable: If you show how 
individual behavior can bother others it becomes a community 
issue that you would more easily address because everyone is 
involved. In Canada, a measurable amount of people recycle 
only because not recycling harms their others. Highlighting the 
wider impact: a campaign that demonstrates the positive effect 

of minor behavioral change on the community can become 
successful due to the sense of responsibility that comes with 
not practicing the behavior and thus depriving the community 
of the positive effects.  Use of shaming: when putting mistakes 
in the spotlight you make use of 2 methods of getting your 
message across. By shaming the behavior you make sure the 
person responsible doesn’t do it again, and the observers of the 
shaming don’t make the same mistake.  In a Lebanese city 
called Roumieh, sorting and recycling were being carried out 
by the municipality. If the residence did not sort their waste, 
they would get a big label pasted on their trash that said “This 
household does not recycle”, and would have the bag left on 
the sidewalk in front of the building, to turn the spotlight on 
this house’s negative behavior.   

C- You increase the sense of agency by: 

Developing a sense of self control as increasing people’s sense 
of control can cause them to react against the issue which they 
at some point felt powerless against. So when you create a 
curbside recycling system, and you provide the public with a 
schedule, they feel in control of what they choose to do with 
their waste now that they have the options. 

D- Offer alternative behavior 

If there was ever a cause that needed our contribution, it’s 
almost useless to advocate it if we can’t create action to serve it. 
The Follow the frog campaign, by the rainforest alliance takes 
a massive global issue which is the destruction of rain forests 
and turns it into an actionable step that you can take by being a 
responsible consumer and buying certified rainforest alliance 
products rather than environmentally abusive products. 

According to the Journal of Advertising Research, shock and 
fear strategies have been employed in social campaigns for a 
really long time, but there is no empirical evidence of their 
efficacy. As a matter of fact, a number of new evidence points 
out that fear based campaigns are effective in creating public 
attention but ineffective when it comes to behavior change, 
because individuals tend to dismiss situations as unlikely and 
distant. This kind of tactic would be effective when intending 
to hook someone onto a campaign or getting public attention.  
According to executive planning director at JWT, Angela 
Morris : “There are more varied approaches in the market now 
due to increasing depth of understanding of what it takes to 
motivate behavior change. The old assumption that a shock or 
fear based approach is always the way to go is no longer valid. 
For example, with young people, optimism bias sometimes 
means they self-exempt from the consequences since they 
don’t think it will happen to them, it doesn’t matter how 
shocking it is, and many older audiences have become 
desensitized to the shock over time”, this statement goes along 
with most recycling campaigns that I will be looking into. 

III. Components and Content - The Message  

Looking at what’s been done internationally: 

Keep America beautiful is one of the oldest environmental 
organizations in America. Their recycling initiative is called “I 
want to be recycled”. This award winning campaign launched 
in 2013 in partnership with ad council is a series of cute short 
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films, billboards, a public intervention, a website with 
infographics and pickup location search, and even a game and 
advocacy tools that allow anyone to advocate the cause. The 
campaign can be divided into 3 parts: motivation – manifested 
through the main billboards and videos, 2- education: 
manifested through the game, the infographics and information 
about the materials and the factories online, and 3- action: the 
advocacy page and recycling instructions to allow you to begin 
at home.  

The billboards of this campaign as well as the videos take on a 
very optimistic and positive tone. It expands on the concept of 
trash that would like to be recycled in order to come back as 
something else. The colors dominating are a relaxing blue and 
a very fresh and clean green. The size of the typography is as 
dominant as the central element of the photography. The use of 
the link in the image is well integrated while being 
linguistically relevant www.iwanttoberecycled.com with even 
quotation marks that reference the recycling symbol. We see an 
integration of the message within the visual. We also see a 
personification of the garbage, giving it life to give it 
importance, which is a way to show empathy and relate-ability, 
something we must apply according to a TEDx talk by 
According to a TEDx talk by journalist Simran Sethi. 

Another campaign that plays on personification is the Canadian 
campaign: Simply Recycle. They also capitalize on the need to 
relate garbage to the consumer and focus the tone of voice on 
making garbage speak, but this time to the recycling bin, 
creating a one way dialogue that involves the garbage flirting 
with the recycling bin. We also see a dominance of green and 
blue, clean garbage and speech bubbles. The campaign visuals 
also come with recycling tips on sticky notes that make the 
process seem familiar, homey and easy to do. This approach 
positions the campaign with the domestic campaigns where it 
addresses mainly residential areas and houses.  

A national example with a wider target audience would be the 
national United Kingdom campaign “Recycle Now” supported 
and funded by the government managed by WRAP and used 
locally by over 90% of English authorities and municipalities. 
Launched in 2004, it offers a huge range of resources available 
for free to be used by consumers all over the UK. The 
campaign was designed by “how on earth” a strategic 
marketing and communications company that specializes in 
socially responsible causes. They realized that 70% of the 
population claimed that they recycled when in fact only 12% of 
the waste was being recycled. Which is why they created the 
recycle now brand. It comprises of an emblem: the swoosh – a 
dynamic logo that can handle city variations, a color scheme 
and illustration style, a voice and tone as well as photographic 
style that focused on portraying happy and positive messages 
when it comes to recycling. According to environmental 
behavior research by Richard Osbaldiston and John Paul Schott, 
showing positive attitude when initiating any behavior is more 
likely to encourage positive attitudes towards that behavior by 
the viewer. Recycle now pushes the photography medium to 
every location where recycling is possible. The campaign 
follows a segmented system where target not only every 
segment of the population differently but also prepare different 
visuals for different locations following geographic 
segmentation. The campaign includes videos and animations, 
infographics and posters, a variety of publication all available 

to be printed, and one of the most important aspects of it, is the 
icon and color system used for bin signage. They also designed 
the actual waste following a very vibrant and colorful style. 
Due to the open nature of the campaign we see differences in 
the communication strategies. In some the authority behind it 
encourages recycling by telling us how limitless it could be, 
and in others the municipalities frown upon people’s excuses. 
In some there's an informative approach to convince people 
why recycling is so important while in others there's focus on 
accessibility and commonality of the act of recycling and how 
ubiquitous it could be especially around the house (bathroom 
recycling bin campaign, kitchen recycling campaign etc...). If 
we dissect the components of this campaign we see a 
configuration of 1-encouragement and motivation through 
posters and positive messages, 2- informative material through 
videos and publications and finally 3- operational material 
including schedules for pickup and stickers for bin sorting. 

Just to show how important it is to provide the public with 
information and knowledge, an American non-profit called 
“Recycle across America” advocates and believes that 
knowledge of proper sorting is enough to kick start better 
waste related habits. They launched a campaign called “let’s 
recycle right” where they designed standardized labels that aim 
to teach using photography and color coding the importance of 
proper sorting. They resort to featuring celebrity endorsements 
and partnering up with concerned businesses in order to perfect 
the sorting system. Their input is relevant to the last step of the 
message: instruction. Teaching the public how to sort based on 
images on a trash can. 

There are so many more campaigns out there, but maybe if we 
look at what the Lebanese market has to offer we could have a 
better understanding of the situation.  

In Lebanon, waste has been managed by a private collection 
company called Sukleen. Funded by the government, it was in 
charge of garbage pickup, street sweeping and eventually 
recycling and composting. 10 years ago sukleen was using a 2 
bin system for sorting. They had their material recovery facility 
in Karantina and were trying to take out as much recoverable 
and reusable material as possible after using compacting trucks 
that increase garbage contamination. They sold the recyclables 
to local factories that depend on them in their production. But 
it wasn’t until April 2014 that they launched the RED and 
BLUE program. The latter has been the most successful local 
recycling campaign by comparison to others campaigns due to 
the most outreach it has received. The initial visuals used a 
simple and bright color system with basic clear bold 
typography in white over solid color. To launch their campaign 
they contacted businesses first and convinced them to partake 
in the initiative as part of their Corporate Social Responsibility 
programs. Slowly this initiative began growing on social media, 
and got broadcasted on Virgin radio as well as Facebook and 
Instagram. They then expanded into domestic models where 
they would distribute large bins for buildings and residential 
areas as long as a pickup date was agreed on by the building 
and an amount of houses pledged to sort before the bins were 
delivered. 

But this campaign actually had a lot of problems regardless of 
its outreach. First, They were using a very artificial plastic blue 
for the paper and cardboard bin, and an apple red for the 
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plastics metal and glass bin which can be very counter intuitive, 
rather than sticking to white for paper and blue for plastic glass 
and metal for example. The reason behind this decision was the 
presence of other local campaigns before them (NISR by 
TERRE Liban) that used the color red for solid waste recycling, 
but the difference is that the other campaign used white and 
green for paper and organic recycling. So by comparison, the 
choice no longer made sense. People up till now still get 
confused every time they try to dispose of something due to the 
color connotation, having to stop and read to check every time 
is counterproductive and makes us no longer prepared to 
acquire the behavior. After asking some janitors and waste 
collectors about the content of the bins I received the same 
answer over and over: “AUB students treat these bins like 
normal trash cans dumping everything in them carelessly”. 
This is a big problem. Some students have resorted to 
switching the lids of the boxes to make the colors more 
intuitive than what they are, but this becomes confusing due to 
the shape of the lid that is tailored to fit the material the bin is 
supposed to hold. (Rectangular slot for paper) In response to 
that however, Sukleen has revamped this campaign in October 
2015, using a photographic approach rather than 
illustrative/icon based visual language due to the apparent 
confusion that the public was demonstrating when disposing of 
recyclables. They also minimized the use of the color on the 
bin sticker because 1- the red faded away in the sun with time, 
and 2- because it’s redundant to have a red sticker on a red bin, 
and they needed the white background to show the details of 
the images on the bin. Now this approach should be a lot more 
effective because it minimizes room for error because you see 
exactly what goes where, answering the question of where do 
we put what.  

Although Sukleen’s work is seen on the streets and in 
institutions, it doesn’t focus enough on awareness at a domestic 
level, which is why other NGOs have taken the reins on this 
one. “The three instead of one” campaign launched by 
T.E.R.R.E Liban is an old revamped initiative that encourages 
sorting in 3 bins. They highlight the use of an agenda for 
garbage pick-up per kind of waste. They advocate composting 
and sorting garbage to reduce landfills. Their main audience is 
found in the suburbs of Beirut particularly in Baabda and 
Hadath. Their actions are also quite centralized to those areas 
although they have been present for a long time. The problem 
with this campaign is that the visuals are quite primitive and 
incoherent. They make use of the Lebanese flag colors with a 
mix of photography, illustration iconography and almost 
randomly placed typography, with no clear sense of hierarchy 
and structure. They use their posters (in this case social media 
posts) as a platform for their demands and policies such as “no 
to incinerators no to landfills and no to sea landfilling” as well 
as an awareness tool with minor explanation of where to sort 
what. This message can be easily separated into the different 
messages it constitutes and reformulated in ways that address 
the public more efficiently. They use social media and protests 
as their main means of communication.  

Another rather successful campaign that was launched in 
response to the Naameh landfill closing, “Sar lezem rassak 
yefroz” which translates to “It’s about time you start sorting” 
by Cedars environmental. Designed by Intermarkets in 
December 2014, it was launched in January 2015 on social 
media, by email, and using door to door techniques. This 
campaign advocates what is known as single stream recycling, 

by separating waste into only 2 bins. One for organic waste and 
the other for all recyclables combined. The benefits of this 
approach are: 1- narrowing the margin of error. 2- Occupy less 
space in the household, 3- minimize confusion when it comes 
to what goes where and 4- facilitating pick-up where we only 
need 2 separate trucks to 2 separate destinations. This plan has 
been successfully implemented in many municipalities with 
inhabitants of ten thousand or less. The organic waste black 
bag gets composted locally, at municipal spaces, and the blue 
bag gets transported to a material recovery facility (one can be 
easily provided to the municipality) where it gets sorted by 
professionals and then each kind of garbage gets treated 
accordingly and delivered to concerned parties. The entire 
campaign is summed up in one poster. It was eventually 
followed by a series of lectures and eventually a simple phone 
game where you are quizzed on which garbage item belongs in 
which bag. It’s overly simplified and contains very minimal 
but crucial information on the kinds of things you can put in 
each bag. The poster uses flashy colors that in no way inspire 
or remind us of any other green movement that’s been 
conducted, opening up the use of any color for a recycling 
campaign and not just blue and green. The key driver of this 
campaign was the research conducted on bag color usage and 
household habits. For a very concise campaign, it does a good 
job at delivering the message, however with the widespread of 
technology and social media, this campaign could have been 
better tailored to digital media. It could have also been 
followed up with more instruction and education. It combines 
all messages in one and compromises on the content of the 
message due to it serving the purpose in one visual. The format 
is very classical for posters while the majority of stakeholders 
saw it online. Targeting was not addressed here, but it spoke to 
everyone using the local colloquial Arabic dialect. And it does 
explain why sorting happens according to this system. But in 
no way does it feel like a complete system, because it stops 
after giving you the basic minimum information.  

When it comes to communication language, If we look at 
Sukleen’s material, we see that it’s always bi-lingual 
(English/Arabic), while the eco movement’s visuals use mostly 
modern standard Arabic (fus-ha) for their communication, in 
contrast with the sar lezem campaign which uses colloquial 
Arabic as it is spoken in Lebanon (pertaining to the local scene 
through language), and arc en ciel’s campaign which is mostly 
in French and English. The choice of language is very 
important according to Antoine Abou Moussa, environmental 
consultant and project manager at TERRE Liban. Based on his 
field research, he documented that a majority of the people 
creating initiatives and advocating recycling in the country are 
using foreign languages as their primary communication tool, 
in the process losing a big segment of the population that 
would rather read in Arabic. Which gives me a direction of the 
kind of language that needs to be used and how. It becomes 
clear, that in order to successfully communicate I need to 
trigger the public or motivate them with something that will 
provoke them, inform using local information on factories and 
plants which make up the infrastructure for recycling and final 
instruct them on the exact details and process of recycling all 
while being pertinent and using a language and tone that 
speaks to them.  
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IV. Channels of Communication  

1-Classical and alternative ways to address the public 

If we were to think of the origin of print in communication 
media, we would find posters designed for streets and venues 
to be the first form of public communication. Up until today, 
we still see posters being designed and pinned all over the 
walls of the city whenever an event is coming up. Granted, a 
campaign doesn’t usually advertise on a wall, but uses 
billboards and now animated led billboards to get its message 
across. Whenever you would develop an initiative, you would 
also follow it up with a publication or flyers or any kind of 
printed medium that allowed your message to be carried on 
without you physically being there. We’re in 2016. The world 
has changed, and we can argue that people spend more time 
staring at screens rather than street walls. Which is why we 
cannot under-estimate the power of online presence as 
complimentary if not dominant channel for communication. 
Nearly everyone has access to the internet, and a big part of the 
public is very active with smartphone and internet penetration 
reaching 70% of the local market. Social media and online 
personas have changed the way we communicate and spread 
awareness. And although billboards and classic forms of 
communication are valid, they are sadly no longer enough. 
Which is why a very crucial aspect to consider for my 
campaign is the channels in which it spreads the message. 

In July 2011, coca cola launched the Recycling king as part of 
their give it back campaign. They added over ten thousand 
recycling bins around Israel, and created Facebook locations 
for them. For every can or bottle you recycle you can 
document your encounter with the bins and check in online. 
The person who was most active, wins the title. By the time the 
campaign was over everyone knew how easy it was to recycle 
and access bins online. This kind of campaign starts with small 
steps but capitalizes on social media to spread awareness in 
somewhat non-traditional ways. No print advertising was 
created for this campaign. 

Focusing more on locality, street posters are not nearly as 
effective as posters in an elevator or a restaurant for example, 
because when in those locations, one is circumstantially 
inclined to look at print. The better the placement the more 
effective the message delivery. In November 2015, Trident 
gum has launched an interesting campaign that includes very 
strategically placed ads in specific locations with specific 
taglines. The main concept of the campaign is that chewing 
gum keeps you focused; so they placed some ads in the 
entrances of parking lots with the tagline “someone’s about to 
take your spot, chew and focus”. Or at a bottleneck traffic zone 
with the message “don’t lose your cool in traffic – pick up the 
refreshing habit”. The campaign uses bold black type on flashy 
background colors and is very message oriented. What’s 
interesting here is placement decision. From placement, we are 
capable to decide how to maximize the effect of a message just 
through studying the location. The children oriented campaign 
would be placed in and around schools, the business oriented 
campaigns in and around company head- quarters etc. The 
placement of the recycling campaign can make or break in 
message delivery. The message can even be placed on the 
recycling bin itself. Sukleen uses on bin information to indicate 
what each bin is for – arc en ciel do the same, while cedars 

environmental use the color of the bag as the only indication, 
this is a form of information delivery. International “Recycle 
now” have their messages sometimes on the bin sometimes 
right above the garbage shoot, all decisions which maximize 
contact with the audience. A message placed above the garbage 
can allows me to spot it from a distance; this affects behavior 
and tackles bin visibility problems.  

After investigating the different audiences and different ways 
we can segment the public into publics, it goes without saying 
that we can have a little more flexibility and innovation in the 
way we address them. Seeing that I can embody the role of the 
government, I can investigate in alternative communication 
channels such as “on product” recycling logic, where all the 
local Lebanese products would have a label that indicates 
where this item goes, with minor instructions as to carefully 
dispose of it. This idea has actually been implemented but 
slightly differently by OPRL in the UK, where a number of 
private companies volunteer to participate and have a little icon 
added onto their packaging indicating the specifics of how and 
in which bin should the item be recycled. This is especially 
helpful on slightly complex materials such as multi Package or 
multi material (composite) items like a milk carton with a 
plastic cover, or a tea box with plastic wrap and inside paper, 
or any kind of composite elements.  The label is the “Recycle 
Now” swoosh framed by a black or green square. Green for 
recyclable, black for check local recycling services and black 
but crossed out for non-recyclable. I personally didn’t notice 
this at first. Color usually is easily discernable and maybe they 
could have gone with a grey or white for “check local 
recycling”. The consistent use of the patented Recycle Now 
swoosh makes OPRL fit very cohesively under the campaign. 
The choice of color, and informative tone of voice also falls 
well under the brand guidelines. This form of communication 
is revolutionary to say the least because it takes delivering the 
message to the absolute limit. You become aware of the 
product’s recyclability while holding it for the first time. Other 
interesting channels would be the actual shape of the recycling 
bin, where we add a layer of meaning when designing the bin 
in order to emphasize or convey an idea through shape. This 
can be simplified in application by just altering the shape of the 
opening thus communicating through the design of the hole 
that takes in your trash. This also helps our reflexes realize if 
we’re putting something in the right place. The sukleen office 
size bins follow this logic by having rectangular slot openings 
for paper bins and circle openings for other recyclables such as 
bottles cans and other materials. We can always analyze the 
shape of the opening and its relationship to the object it’s 
meant to take in, but at this point, getting the message across is 
much more important. 

Other innovative channels of communication include garbage 
dialogue, where the trash bin can carry a message that is meant 
to be read when disposing of garbage either in an interactive 
way (every time you dispose of a recyclable you get 
information or appreciation), or even a real size way finding 
system that leads the person to the concerned trash bin for the 
respective trash while using stickers or environmental 
interventions that encourage recycling. There are many 
interesting things that can be tested and tried and I believe this 
kind of innovation is what the sector needs in order to initiate a 
real national effort.  
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V. Conclusion 

After surveying the Lebanese target audience, isolating the 
problem and investigating international solutions and 
communication strategies, I can wrap up what I believe would 
be the perfect solution for this problematic.  I will need to 
create an entity that is present and prominent as part of the 
government - it will be given a brand – a logo - an emblem that 
will represent its authority and presence on all the media that it 
produces.  Its responsibilities will be to first of all grab 
attention through a teaser campaign that can be but is not 
limited to a public intervention, or a visual social commentary. 
Then I will decide on all the material needed for the citizen to 
trust completely in the process of recycling, including 
company and factory names, factory owners and locations, 
Material recovery facility locations and numbers, dumps and 
landfills, as well as the prices and capacity to export well 
sorted trash. This information will then be disseminated in 
waves, either under sub-campaigns or activations of the major 
campaign. The goal is to teach at this point, to gain trust, to 
build a strong bond between the campaign and the public. I 
want to reach a stage where your sense of nationalism makes 
you want to recycle. The tone of voice will most probably be 
positive overall, but might contain comedy, sarcasm, or even 
dark humor in order to motivate the public. I would like to 
have a bin design system where the bin and its signage and 
instructions would be detailed and explained to the consumer. 
There will be a strong focus on channels and placement of the 
campaign, tailored to the governmentally accessible space in 
the country that allows the message in its many layers to be 
delivered. And hopefully this will allow the maximization of 
outreach and will produce national impact. 
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ABSTRACT: Le Corbusier, an architect, urbanist and 

social reformer perceived cities as "dying" for their lack of 
geometrical order. His vision of the city in the modern age 
was based on strict geometrical grid. Le Corbusier's ideal 
city presented the “perfect form” that lies in the 
juxtaposition of pure geometrical shapes. He believed that 
order defined in the urban form could bring order into 
society. This radical approach aimed for social equity and 
justice [1]. However, Le Corbusier's realization of the ideal 
city was mainly criticized for undermining the complexity 
of the real city life. Jacobs, the social activist, considered 
his vision as the application of "anti-city planning to 
existing cities" [2]. 

  On the other hand, parametricism heads a new era 
after modernism. This new style is asserting a dominant 
style ingrained in advanced computational tools. While 
parametricism realized the simple order presented by Le 
Corbusier as limited, they valued the organized complexity, 
for it reveals the significance of life richness. Their research 
hoped to realize the hidden logic rooted in nature, its 
hidden regularity. Derived from parametric design systems, 
parametricism creates a sensitive design from multiple 
parameters. It creates a systematic, adaptive planning 
visions, that differentiates each site by its given parameters 
rather than presenting sterile fixed solutions. 
Parametricism is the journey of research and innovation 
that aims to present a deeper understanding of the 
complexity of the society [3]. 

 Thus, I argue that parametricism presents a richer 
and “evidence-based” approach to the city due to its 
flexibility and research oriented approach. It is derived 
from sophisticated programmatic tools that aim to 
articulate the city in computational models rather than 
presenting a one man's vision of the ideal city. 

 
PREMISE: The purpose of this paper is to question the 

city as a system, comparing the vision of Le Corbusier 
(Modernism) and the vision of Parametricism, considering 
The Radiant City by Le Corbusier and The Kartal-Pendik 
Master plan by Zaha Hadid Architects as case studies. 
 

I. MODERNISM AS THE GLOBAL STYLE OF THE 
20TH CENTURY. 

 Le Corbusier was one of the major architects to lead 
what was then thought of as modern architecture. His 
architecture was based on his fascination with machines and 

how they work; he admired the concept to the extent that he 
turned his buildings to live-in machines. His work expressed 
this interest by implementing machine concept; a certain law is 
applied to achieve a desired outcome.  The fact that he lived in 
the machine age no doubt was a factor of the dominance of the 
machine concept in his philosophy and his perception of its 
work to be the ultimate product and the ultimate producer. His 
buildings were an application of his thought; a product of art 
and technology; the two elements merged to create what he 
thought of as true pieces of genius. His avant-garde designs are 
mainly pure forms that were not possible before the new 
technology was introduced [4].  

A. Defining the Style 

 The surface, volume and plan were Le Corbusier's 
perception of the design parameters that could be defined as 
follows. The volume is the first visual perception of the design 
model. The surface is the reflecting image of the building that 
holds a functional aspect by its defined openings. The grid-
based division of the surface preserves the unity of the pure 
form.  The structure is a concealed frame of order. The plan, 
lastly, maintains its own order, yet not constrained by the 
structural frame [4]. 

 Le Corbusier perceived the grid as the main ordering 
system in the modern era. He regarded everything that wasn't 
formed on a grid as "accidental". The pure forms defined by 
"straight lines" and "right angles" are the main constituents of 
an ideal form [5]. He then rejected the curve as "ruinous, 
difficult and dangerous" [6]. Le Corbusier's realization was 
rational. He wanted to place order on plain sites replacing the 
non-geometrical present sites, thus extending his ideas from 
architectural morphologies to urban scale [5].  

 The perfect geometry Le Corbusier pursued extends 
from the building forms to all aspects of life in the city. He 
realized that all forms of production must fall into order. The 
order is then extensive, where the society, as a first step, 
required organizing [7].  This was realized in a syndical 
"pyramid of natural hierarchies" [8], where organization 
promotes a society that works together in harmony. Thus Le 
Corbusier went beyond the architectural form to be a sort of 
social reformer. His approach was truly revolutionary; he 
discounted any old notion of what a city might be. His theory 
was that a designer needed to start from scratch to achieve the 
ultimate result [7]. 
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B. The Radiant City 
 Le Corbusier's vision was shaped in The Radiant City, 

a city that was first published in 1933 as the city of tomorrow. 
The plan directed the productive life in all its details. It forcibly 
administrates the market by professionals to match the 
society's demands to its production [7]. His aim was to 
improve the society rather its way of life. He created highly 
dense typologies ordered on a symmetrical grid [1]. 

 The Radiant city presented "the perfect form". Le 
Corbusier perceived the present city as a "dying" city, given its 
planning was not based on geometrical order. His perception of 
geometrical order was the juxtaposition of simple geometrical 
forms. This clear definition was modeled in the Radiant City. 
The base idea of the city was the defined zoning that 
segregated administrative, commercial, and housing districts in 
the city. The city enclosed prefabricated, ordered and identical 
skyscrapers on vast green spaces. Two hundred meters 
skyscrapers were designated as the business center and housed 
eight hundred thousand people. In addition, a massive 
underground transportation system acted as the main link 
between the residential areas and the workplace [1]. 

 As for the residential district, Le Corbusier designed 
the "Unite´s", prefabricated residences in the form of a vertical 
village. The fifty meters Unite´ houses would accommodate 
twenty seven hundred inhabitants. The apartments' areas are 
suited according to the number of the family members 
regardless of their grade in the industrial community. Le 
Corbusier's vision was mainly considered for respecting the 
scale of the human providing the needed not more or less [7]. 

 Furthermore, the prefabricated units entail different 
recreational facilities easily accessed by the residents. The 
gymnasium and the swimming pools are provided on the roof 
of the Unite´. Other facilities such as a kindergarten and 
laundry are at different floors [1]. The uniqueness of the Unite´ 
lays in the collective services it provides rather than in being 
merely a residential building [7]. 

 Le Corbusier's vision was radical to the existing city; 
he thought that a true realization of his vision could only be 
materialized after a revolution in the community. Le Corbusier 
believed in the pure architectural forms the advanced 
technology introduced. For him, it created the "architecture of 
happiness" [7].  

 

 
Figure 1: The Radiant City (www.land8.com). 

C. Brasilia 

 Brasilia, Brasil's capital, was built on a clear land 
offered by the president of Brasil. Even though Le Corbusier 
was not the urban planner of the city, it was built on 
modernism theories established by the Swiss-French architect. 
The city is seen as the largest implementation of Le Corbusier's 
theories. Lúcio Costa and Oscar Niemeyer, the urban planner 
and chief architect of the city built a perfect grid oriented plan 
administrated by the authority [1]. The main feature in the city 
was the total division between different districts. The 
administrative distract holding public buildings was aligned on 
a main axis. It shaped the city's civic sector with a monumental 
theme. Furthermore, the housing district housed five hundred 
thousand residents. It formed a neighborhood of collective uses. 
Massive units hosted recreational, commercial, medical and 
educational facilities [9]. By implementing Le Corbusier’s 
principles, Costa and Niemeyer aimed to construct a city that 
portrayed "equality and justice" [1].  

 
Figure 2: The monumental administration zones in Brasilia 

(Photo: Vesna Petrovic. http://www.getty.edu/) 

D. Criticism 

 After many decades, it was clear that cities 
constructed on Le Corbusier's theories didn't live to their 
premise. Brasilia for instance, was considered a 
disappointment for not presenting people's lifestyles and 
aspirations and for not providing a place for city gathering [1]. 

 Brasilia was more than a planned city. It aimed to 
create social order and revolutionize the community [10]. 
Nevertheless, the hopes of equity and justice were faced by a 
different reality. The city presented poorer situations for the 
workers than the previous cities did, and the classless society 
turned to be an entirety segregated community [11]. Brasilia, 
also, witnessed very little street activity. The dependence on 
vehicular movements produced modest interaction between the 
residents [10]. 

 The Unité, or the superblocks residences, were built in 
many major cities. Located on the peripherals they were 
mainly houses of poverty and crime. Many have been 
destroyed or modified [1].  

 The Radiant City as defined by Le Corbusier is a 
theoretical plan that showed an "anti-city planning" to present 
cities, Jacobs underlined. The radical approach placed order 
not only on the physical setting but also on the whole society 
organization. The perfect form Le Corbusier envisioned 
undermined the richness of real life and its complexity. The 
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main evidence of the limitations of this planning approach, 
Jacobs concluded, was the fall down of these layouts [2].   

 In addition, the dependence on vast transportation 
lines to connect the highly segregated districts of the city split 
the city apart and destroyed the multi activity street and the 
dense living spaces that shape the urban life [12]. 

 However, the idea of planning order in the city is still 
a temptation for urban planners now as when Le Corbusier 
proposed his vision in the early nineties. The ideal city 
providing a healthy environment free of present city problems 
such as congestion, pollution and lack of public spaces is still 
the main concern for designers nowadays [1]. 

 
 

II. PARAMETRICISM AS THE GLOBAL STYLE OF 
THE 21 CENTURY 

 Headed by Zaha Hadid and Patrik Schumacher, 
parametricism is being explored for the last fifteen years to 
head a new era after modernism. This new style is asserting a 
dominant style ingrained in advanced computational tools. 
Introducing itself as the new "global style", it states the death 
of other styles that were a reaction for modernism failure such 
as Deconstructivism and Postmodernism as Shumacher states. 
Parametricism, as modernism, is expressed in different scales 
from urban design to architecture to the smallest details in 
interior design. However, the complexity explored by the 
technological tools could be mostly expressed as the scale of 
the project increases. This large capacity to articulate an urban 
design has been researched for more than three years. Based on 
this style more than one urban proposal were designed by Zaha 
Hadid Architects. Many won the first prizes in different 
competitions [3]. 

 Parametric design is the product of parametric 
advanced software. These techniques offer new form 
formulations. Algorithm techniques, on the other hand, are 
founded on codes. Going beyond the limitations of design 
softwares these techniques present the computer as a problem 
solver. It offers solutions that need excessive time to reach. 
Parametricism, as Shumacher explains, is the blend of these 
different design tools. While these tools open new way of 
thinking they are merely mechanical ones, where the designer 
can reach different aesthetic forms [13]. While modernists are 
using parametric tools to reproduce modernism, they leave 
behind the beautiful complexity these systems offers. 
Parametricism, however, seeks the uniqueness presented by 
design systems creating avant-garde models [3]. 

 “Aesthetically, it is the elegance of ordered complexity and 
the sense of seamless fluidity, akin to natural systems that 
constitute the hallmark of parametricism” [3]. 

 

A. Formulating new styles 

 Parametricism is a style rooted in the exploration of 
advanced programs, thus it frames a new model of work and 
introduces new aspirations, techniques and standards. This 

opened the door for a new style era based on explorative 
design systems. It is a radical shift between styles liberated 
from previous design accumulations as modernism was.  
Parametricism could be summarized in series of creative work 
based on design tools where no definite end could be 
formulated [3]. These tools were merely part of science fiction 
in the early 90s, have become a reliant tool for creating 
unlimited complex forms [13]. 

B. Defining the Style 

 Parametricism rejected the ordered grid Le Corbusier 
believed in. The order that is based on pure forms and the 
repetition of isolated elements. On the other hand, 
parametricism believed that all shapes could be 
"parametrically malleable" and gradated in soft angles 
(Schumacher, 16). It considers the overall system of the model, 
rejecting the separation between the volume, the surface and 
the plan that was proposed by Le Corbusier. Its scheme shifts 
from one system ex. the surface to several sub-systems, "the 
envelope", "structure" , "internal subdivision" and "navigation 
void" [3]. Tools of parametric design offer design flexibility, 
where small adjustments in one part allow for the readjustment 
of the whole form. For example if one point on a curve is 
moved the whole curve readapt itself. Therefore, these systems 
can be helpful in modeling different scale project from single 
entity to an urban site design project [13]. 

 Based on these arising technological tools, new 
themes arose. It is then required a move in the framework of 
design thinking, methods, and theoretical bases [14]. 
 

C. The spirit of order 

 Le Corbusier aimed for simple order presented in 
primitive geometrical forms. He perceived that while "nature 
presents itself to us as a chaos … the spirit which animates 
nature is a spirit of order". Parametricism didn't reject order, 
however they rejected the limited order Le Corbusier proposed. 
They considered his definition to nature's order was restricted 
by the technology of his time. They are rather investigating the 
underlying order of those irregular patterns by "stimulating 
their material computation". In his writings Le Corbusier 
rejected the "patch donkey's path", a path that could be now 
explored and valued for its fundamental reasoning and 
intellectuality, thus discovering the hidden order and potential 
strength that lies behind it [3]. 

D. Understanding the Complexity of Urban Settlements 

Unlike the limitations of the traditional urban design 
proposals, information systems provide various solutions for a 
definite urban site. Based on the input of information different 
diagrams can be derived. It is thus highly important for the 
research tools it provide [15]. 

Frei Otto, a pioneer visionary architect, researched the 
natural models. His main interest was settlement types 
studying two main processes the occupations and the forms of 
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connections it develops. The focus on these two forms was due 
to their existence in any urban settlement. In one of his 
experiments, he used water with floating magnets to stimulate 
far entity settlements. His experiments were based on the 
similarity between these settlement models and the existing 
urban models [3]. 

Otto, conceives material configurations that are able to 
arrange itself in optimal ways and compute the best network 
system between given ends. However, there is no one best 
solution, for each experiment give different solutions [3]. 

 The multi-layered model promotes any modification 
in the parametric model to directly being adapted in the model 
as a whole. Modifying any of these quantifiable parameters 
often enhances qualitative features. This is where relationality 
could be best interpreted. The capacity of such models to 
arrange itself into various ordered systems is astonishing, thus 
showing the limited capacity of previous ordered models 
presented by Le Corbusier. The grid, Le Corbusier believed in, 
creates a uniform repetitive model that lacks the adaptive 
capacity parametricism offers in their models. The freedom Le 
Corbusier saw in his models could now be seen as definite 
frameworks where little could be modified [3]. 

 Modernism and parametricism stand from different 
point of views. Modernism considers a "universal space" 
giving little to context and the uniqueness of the space; 
however, parametricism is based on fields where diverse 
parameters shape each model. Unlike modernism, 
parametricism establishes no discrete figures or zones with 
sharp segregation. It aims to introduce new vision where axes 
are not found and there are no borderlines to cross [3]. 

 Parametricism launches new logics through advanced 
computational technology that highlights the deep relationality 
in the urban schemes. The parametric system holds the 
morphological urban form shaped on a network of streets and 
open spaces. Parametricism opens the door to unlimited 
number of parameters to shape the urban fabric, where the 
model could be adapted based on the orientation of sunlight, 
thus promoting better visual characteristics [3]. Different 
parameters creating virtual diagrams and proposing formal and 
functional guidelines that are highly adaptive, create a new 
structure to architectural and urban thinking [16]. 

 

E. Kartal-Pendik Masterplan 

 Kartal-Pendik, is an abandoned industrial site in Asian 
Istanbul. An international masterplan competition was held for 
one of the largest urban renewal schemes to redevelop the city. 
Designed by Zaha Hadid, the prize-winning architect, 555-
hectare masterplan will be executed enclosing high skyscrapers, 
perimeter blocks and public spaces. The site will host 100,000 
people to work and enjoy the city, in addition to visitors 
coming for shopping and different leisure activities [17].  

 Kartal-Pendik master plan is a mixed-use urban 
project setting all programmatic functions that defines a city 
space [3]. Activating the life in the city streets is the aim of the 
project. Hadid states that plan should "animate the ground".  

She aspires to "add or scoop out a civic space around every 
tower or building" in the city [17]. The project objective is to 
project a new sub-center in Istanbul, thus decreasing the 
congestion in the city's historical side. Based on the themes of 
Parametricism, the plan didn't adapt repetitive geometrical 
units. It considered the street lines from the surrounding 
context as the main input generator of the urban network. 
Modeled by Otto's application, parametric generators could 
adapt the broadening and contracting of the streets based on 
urban climax. The main longitudinal line of circulation, placed 
at the center as the main network way, generates a series of 
smaller roads. This network shaped a hybrid-deformed grid. [3]. 
The newly defined grid is the ordering unit in the project. A 
grid that is extremely adaptive to different typological 
parameters in the urban site[18]. 

 
Figure 3: Kartal-Pendik, the path network generated 

minimised detour net [3]. 

 Towers and perimeter blocks are the main two types 
brought in the plan to generate variety throughout the project. 
At the cross-points of the main circulation line, towers are  
placed to generate a sense of direction. The perimeter blocks 
are increasing in height from the adjacent context to the center 
of the project createing a soft transition between the old fabric 
and the new high-density urban fabric.  This generated an 
overall sense of linkage despite the different types introduced. 
The model creates an interconnected network hosting multiple 
morphological fabrics and open spaces throughout the city [3]. 
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Figure 4: Kartal-Pendik Perspective [3]. 

  The masterplan is a combination of international and 
local parameters that merge to produce a coherent, easily 
differentiated skyline. Implementing the project will be likely 
based on definite guidelines and regulations to produce the 
aimed for model. The guidelines will retain the unique 
character of the project. "Ordered complexity" is positioned an 
alternative to the monotonic order planned by older 
developments and the urban chaos formulated in urban spaces 
[3]. 

 However, Hadid's architects aspire to go further in the 
project to the architectural scale benefiting the most from the 
deep relationality and the adaptations modes the design 
systems offer [3]. 

F. Parametric Urbanism as Identity Generator 

 Globalization is the new dominant feature in the 
technological age. This led to uniformity and loss of 
individuality that each place offers in an increasingly 
connected world. However, Etriken presented globalization 
under two opposite resultants: "convergence" where 
identicalness is molding the diversity present in different 
environment, and "divergence" where environments preserve 
their spatial identity. This was summarized in the words of 
Dovey: Globalization "doesn't simply iron out differences 
between cities it also stimulate them" [19]. 

 In reference to this definition, we can classify 
modernism and parametricism. Modernism realized pure forms 
present the deepest architectural meanings (Colquhoun, 17). 
They sought after the simple repetition of geometrically shaped 
units placed on a right angled grid. Regardless of the context 
these forms were placed producing a globalized uniform order. 
The universal theme they proposed destroyed the sense of 
identity the place offers [20]. 

 In a globalized era, the design themes are much more 
homogenized, where information and techniques are widely 
shared and different architectural practices and teaching tools 
are being internationally offered [13]. This leaves little space 
for national or local identity to nurture and maintain its 
uniqueness. However, parametricism relies on the individual 
identity that could be generated from regional particularity 
such as the climate and the local site conditions. Places where 
activities are carried out in the open-air are easily differentiated 
from others having all their activities in closed spaces. The 

climate have a direct relation in shaping a community, where 
each climate produce different settings whether hot, 
humid ,cold or even unstable climate. Parametricism 
uniqueness lay in its ability to identify adaptive designs to 
different climate conditions, thus creating different urban 
characters and identities to different environments.  Other 
parameters could present the unique identities of space, 
cultural parameters is a one. The business district parameters 
are different from the parameters of a university campus or the 
ones of an industrial site [20]. Thus urban design thus is not 
perceived as a fixed unit but rather a combination of different 
parameters creating a dynamic complex design scheme. The 
form is perceived as the result of multiple layers and 
interactions. It is thus individual, distinctive and totally 
dependent on site details and history [16]. 

  

G. Parametric urbanism as Urbanity Generator 

 The urban realization of parametricism isn't fully 
recognized [3]. This broad field of research need to be 
seriously considered. The significance of this approach is in the 
generated models provided by such programs rather than the 
theme of style it presents. This framework presents a deeper 
understanding that goes beyond the shape to the parameters 
that could introduce a multilayered model. This advanced 
systems have influenced the design approach, it proved its 
capability to establish better design components and buildings 
that are more efficient [21]. 

 Nevertheless, it is confirmed that, in spite of the vast 
capabilities presented by this new field to improve the quality 
of the urban life, parametric urbanism just applies limited 
parameters such as the "mix of uses" and "urban density 
strategies". The "formal, environmental and functional 
parameters" inspected don't assure a successful urban model. 
The parameters applied are vital however; they are not the only 
ones to improve urbanity. Other parameters explored by other 
researchers such as Frederico de Holanda are also vital. The 
percentage of open spaces over total study area is an example 
[21]. 

  Models offered by parametric design systems are 
simplified versions of the real components of the urban space. 
They present new ways to explore the world, assume and 
design before implementing on the actual ground in an 
irreversible state. They are the promising link between 
hypothesis and real life. Even though these programs have 
limited capacities, they are reliable tools for generating data, 
given that they assist in testing hypotheses and comparing 
information [21]. 

However, the challenge is creating quantitative parameters 
that can be investigated to attain the highest capability of an 
urban space. Thus, urbanity is not a merely qualitative field, it 
is also a model that has the capability to be considered 
quantitatively, thus improving the design components of the 
urban spaces and promoting a better environment to live in 
[21]. 
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"Cities are complex, adaptive systems with their own 
characteristic dynamics, and—if they are going to perform 
well from a human point of view—they need to be dealt with 
as such. In that light we must re-assess our current systems 
of planning, building and managing cities—the laws, codes, 
standards, models, incentives, and disincentives that 
effectively make up the “operating system” for urban growth. 
To make better cities, we need to shift to an evidence-based 
approach, able to draw on the best lessons of science and 
history about the making of good cities, from a human point 
of view" [22]. 

III. CONCLUSION 

 Parametric urbanism underlies the dream of Le 
Corbusier, "the fusion of art and technology that was the basis 
of modern movement" (Colquhoun, 17); however, Le 
Corbusier's implication was bounded by the limits of his time.  
Parametric urbanism implies a deeper realization of the 
complex order of the city. It aims to model qualitative 
measures into quantified ones enhanced by advanced 
parametric design tools, though it is still a matter of research 
that isn't fully mature. It can be developed by designing 
parametric design tools that would allow urbanity to be 
investigated in a more practical and interactive manner (Canuto 
&Amorim, 8109:16). Technology offers new ways to rethink 
the complexity of the city. This raises the question; can the city 
be fully planned by parametric design tools away from the 
direct contact with people in the city? Can we create an 
urbanity life by merely observations and research? What is the 
city that we aim for, or in other words, what is then a perfect 
city? 
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ABSTRACT 

One of the many ways of referring to a madman in Italian 
language is “folle” from the Latin verb “FOLLERE”, meaning 
to go around like the wind.1 But it is only since the late 1970s 
that a gradual and very slow process of liberation of the mad 
from segregation in mental hospitals took place. A few decades 
after the movement of Democratic Psychiatry started sensitizing 
society about what the reality of mental hospitals was and about 
their function to maintain social control over the population, we 
still keep on escaping and segregating all those who cannot 
conform to society and who cannot communicate their 
individuality through a clear and rational speech. The 
difficulties in implementing this reintegration come from the 
resistance of society that is still bound to stereotypes, 
prejudgments and a general avoidance of the mad. 

My interest in the theme of madness started because of 
many different personal experiences ranging from direct 
encounters with mad people in the public areas of my hometown 
Trieste, to indirect ones such as reading poems by Alda Merini 
about madness and about the decade she spent in an asylum of 
Milano. The research will develop from two premises. The first 
is the consideration that generally the tendency of avoiding the 
mad is still predominant in society and the second is that the 
most used media to know about the world and about other 
humans’ lives is the book. 
My research wants to explore the possibility of challenging the 
privileged sensation of safety that a book offers to its beholder 
in the understanding of a subject such as madness. The aim is to 
let the narrative structure and the visual content of the book 
create a dialogue between the mad and “The Other”, and 
ultimately let “The Other” question his role and his function in 
relation to the mad. The reader will thus be forced to navigate 
throughout a journey from sanity to insanity, or vice versa. Can 
the immersion of “The Other” into the fictional subjectivity of 
the mad change the way we consider this emblematic figure in 
society? 
 
SECTIONS 
1.THE MAD AS THE OTHER/THE MAD AND HIS  
2. GRAPHOMANIA AND HYPERGRAPHIA 
3. ETHICS, OTHERNESS AND HERMENEUTICS 
4. CASE STUDIES IN HYPERGRAPHIC PRODUCTION 
5. CONCLUSION 

                                                             
1 L. Castiglioni and S. Mariotti, IL Vocabolario della Lingua Latina, Firenze, 
 

 
THE MAD AS THE OTHER/THE MAD AND HIS OTHER  

Madness as Limit/ Identity as Limit 
“We could write a history of limits - of those obscure gestures, 

necessarily forgotten as soon as they are accomplished, through which 
a culture rejects something which for it will be the Exterior”2  

French philosopher Michael Foucault makes it evident in the Preface to 
his 1961 work The History of Madness that wondering about the role, 
the function and the historical metamorphoses of madness in Western 
culture consists in an investigation into the Limits of that same culture. 
Establishing each time this boundary is in fact a constant ongoing 
process proper to all cultures at all historical times. It is only through an 
understanding of these relations and the acknowledgement that this 
process is usually a Monologue of Reason that we could eventually 
come to challenge the general perception of madness and of mad 
people. After all, “it is true that it is society that defines, in terms of its 
own interests, what must be regarded as crime: it is not therefore 
natural.” 3 

More than defining its own identity, within a social context, it is the 
mad’s other that defines what is and is not included in the ensemble of 
generally accepted behaviors. This process of defining the Limits is 
ongoing since the Classical Age and it was systematically 
accomplished by passing everything under the ‘Gaze of Reason’. As 
Foucault exemplifies in his History of Madness, this gaze of Reason 
created a monologue according to which the mad’s madness is self-
evident: 

“The madman is the other in relation to the others, the other, in the 
sense of an exception, amongst others, in the sense of the universal. All 

forms of interiority are therefore banished: the madman is self-
evidently mad, but his madness stands out against the backdrop of the 
outside world, and the relation that defines him, exposes him wholly, 

through objective comparisons, to the gaze of reason.” 4 
In what follows I will take a broad historical overview of the way in 
which the category of ‘the mad’ and ‘the other’ were constructed. 
Rather than being exhaustive, the overview is meant to demonstrate the 
existence of this process by looking at select historical moments.  
 

The Classical World 
In pre-Homeric Greece and up to the 5th century B.C.E, we cannot find 
an equivalent term for ‘madness’ in its contemporary multitude of 
meanings because in archaic Greek societies madness was not thought 
of as a phenomenon comprehending different behavioral 
manifestations. The experience of mania (µανία) was of multiple 
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 M. Foucault, History of Madness, London, Routledge, 2006, Preface XXIX 

3
 M. Foucault, Discipline & Punish, New York, Random House, 1995, p.104 

4 M. Foucault, History of Madness, London, Routledge, 2006, p.181 
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natures, each consisting in a passion affecting the behavior of an 
individual or even of a group of people. The term for soul, psyche 
(ψυχή) meant only the vital breath, life itself. In Homer’s poems there 
was still no concept of soul as a separate entity from the physical body. 
Hence madness was often seen as happening because of divine will. 
This is exemplified for instance in Plato’s Phaedrus where Socrates 
states: “As the ancients testify, is madness superior to a sane mind 
(sophrosyne) for the one is only of human, but the other of divine 
origin.”5 Madness could also be self-induced as for instance in religious 
group rituals made in order to reach ecstatic states of mind as for 
instance in Dionysian practices. We can trace back a first division and 
so a first establishment of the limits between the rational and the 
irrational only when a moral dimension was attributed to the soul. This 
happened historically with the birth of Western philosophy. As 
Foucault points out, in Ancient Greece there was no real opposite of the 
logos before the advent of Socrates and Plato. It is only with another of 
Plato’s dialogues that a first opposition between the sophrosyne 
(σωφροσύνη) and the hubrys (ὕβρις) emerged. These were soundness 
of mind and haughtiness respectively. The attribution of an ethical 
dimension to the soul was later transposed to Ancient Rome and 
included in the mos maiorum, the ensemble of Roman socially 
accepted behaviors. This unwritten code traced new limits and evolved 
incorporating Christian values after 313 B.C.E.  

 
Middle Ages and Renaissance 

“Since none who lives from fault is free, 
We see ourselves in every man who’ll 

Say he’s wise and not a fool.”6 
In the Middle Ages the concept of madness started being used as 
a term comprehending different realities. Madness and the 
figure of the mad started being connoted by disparate and 
ambiguous meanings and those are still present in our way of 
approaching the subject today. In the reinterpretation of the 
phenomenon through Christian values, madness started being 
associated with the notions of Sin, the Fall and the End of Time. 
As Foucault explains: “Madness and the figure of the madman 
take on a new importance for the ambiguousness of their role: 
they are both threat and derision, the vertiginous unreason of the 
world and the shallow ridiculousness of men.” 7 

If on one side the figure of the mad is seen as a threat 
according to social norms and religious beliefs, on the other 
hand reflections about madness started haunting the imagination 
and the works of artists and literary writers from the Middle 
Ages onwards. It is in this period that madness started being an 
explicit subject of epic poems and satyrs such as Ariosto’s 
“L’Orlando Furioso” or the literary topos of the ship of fools. It 
is in the latter that we can best acknowledge the ambiguity and 
double nature madness acquired in this period. This is extremely 
well expressed in the 1494 book Ship of Fools (Das Narrenshiff) 
by Sebastian Brant. The satyr had a great success in the years 
immediately following Gutenberg’s invention of the printing 
press and it consisted in a critical and ironic narration about the 
ships that were carrying mad people and outsiders back and 
forth the Rein basin without scope or ultimate destination. This 
was according to Foucault one of the first forms of confinement 

                                                             
5 Plato, Phaedrus, The Internet Classics Archive, Web. 10 Dec. 2015. 
6 S. Brant, Das Narrenschiff, trans. E. H. Zaydel, New York, 1944, p.58 
7 M. Foucault, History of Madness, London, Routledge, 2006, p.13 

the mad has historically been sent through, as he states by 
saying: “His exclusion was his confinement, and if he had no 
prison other than the threshold itself he was still detained at this 
place of passage. In a highly symbolic position he is placed on 
the inside of the outside, or vice versa.”8 

In the Middle Ages we also acknowledge the existence of a 
socially recognized figure closely related to madness: the Fool. 
This had sometimes both the duty of impersonating the madman 
and also of narrating about cosmic madness. It is common 
believe that the Fool had a privileged relationship with the truth. 
It was socially accepted for him to always say what he thought, 
often by mirroring the reality of mankind with prophetic tones. 
In his analysis of the figure of the Fool in early modernity, 
Midelfort highlights the following: “Court fools, we are told, 
were always granted a license to speak the unvarnished truth to 
those in power, as if they were humble prophets, permitted to 
say things no courtier would dare to say.”9 
  

Modern Period 
“The instituting of the asylum set up a cordon sanitaire delineating 

the ‘normal’ from the ‘mad’, which underlined the Otherhood of 
the insane and carved out a managerial milieu in which that 

alienness could be handled”10  
 
The association between madness and Satanism tightened more 
and more in the period following the Renaissance, between the 
Reform and the Counterreformation. Religious persecution was 
targeting mostly those who could not unequivocally make a 
statement of faith, which in turn is an irrational act. Foucault 
states regarding this historical period: “After defusing its 
violence, the Renaissance had liberated the voice of Madness. 
The age of reason, in a strange takeover, was then to reduce it to 
silence.”11  

The remedies sought to cure many forms of madness in 
early modernity were still related to the Four Humors and other 
religious rituals. Foucault insists that the disappearance of 
leprosy from Europe historically gave both the idea of creating a 
separate space (the exclusion in the leprosarium) for the 
mentally ill and a social predisposition (the fear of other 
epidemics) for the beginning of the process of seclusion that 
emerged since the Seventeenth Century. Asylums were thus 
created and became the place of madness all over Europe ever 
since early modernity. 
 
During the Enlightenment madness began to be seen apart from 
Christian views as is evident in the words of Voltaire: “We call 
madness that disease of the organs of the brain that necessarily 
prevents a man from thinking and acting like others.”12 The 
process of medicalization of madness that started in Classical 
Greece with Hippocrates continued under the guidance of 
Reason along the Eighteenth Century. Madness stopped being 
considered of divine origin and scholars began studying the 

                                                             
8 Ibidem, p.11 
9 E. H. C. Midlefort, A History of Madness, Stanford, California, Stanford 
University Press, 1999, p.231 
10 R. Porter, Madness: A Brief History, New York, Oxford University Press, 
2002, p.122 
11 M. Foucault, History of Madness, London, Routledge, 2006, p.44 
12 Voltaire, Philosophical Dictionary, trans. Theodore Besterman, p.210 
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phenomenon in a close relationship with the body.  Curing the 
mad in the asylums involved a number of inhuman practices that 
have been practiced until the birth of modern psychological 
schools of thought and in some cases even after. In the 
Eighteenth Century madness started being documented in the 
form of autobiographical accounts of many patients’ 
experiences in the asylums. Some pioneer psychologists such as 
Philippe Pinel put forward since the end of the century a critique 
of the brutalities of some practices such as physical restraint and 
torture common in many of these institutions all over Europe. 
Indeed, “One of the characteristics of the early modern state, 
observable all over Europe, was an increasing concern about and 
even care for the troubled, dispossessed, and wretched.”13 

The rise of Capitalism and the Industrial Revolution 
had a huge effect on the quality of life in Western societies. 
Among the urbanized lower and middle classes people were 
hardly coping with the increasing working rhythms of an 
economy based on productivity and exploitation. This produced 
a vertiginous rise in the number of people interned in the 
asylums. Porter states: “Throughout Europe, it was the 
nineteenth century which brought a skyrocketing in the number 
and scale of mental hospitals. In England, patient numbers 
climbed from perhaps 10 000 in 1800 to ten times that number 
in 1900. […] Such increases are not hard to explain. Positivistic, 
bureaucratic, utilitarian, and professional mentalities vested 
great faith in institutional solutions in general -indeed quite 
literally in bricks and mortar.”14 
 

The Twentieth Century and The Present 
In many regards, the history of madness collapses and merges in 
the Twentieth Century with the history of psychiatry. The 
asylums became ever since their establishment a great 
observatory point for pioneers of this field of study. This 
fostered an ever-growing interest in the analysis of madness 
from a scientific and positivistic perspective. Many scholars 
operating in asylums and higher education institutions attempted 
to make psychiatry receive a full recognition as all other 
sciences. 15  Porter also reports in his historical analysis of 
madness that “by 1900 Pinelian optimism had thus run into the 
sands: ‘we know a lot and can do little, commented one German 
asylum doctor.” The scarce results medical doctors have 
obtained in their attempt to cure madness lead to drastic 
conclusions during the period between the two Wars consisting 
for instance in Nazi Germany to consider the mad not worth 
living and being taken care of.16  
 Sigmund Freud’s (1939) discovery of the unconscious 
opened up the path for the establishment and development of 
various schools of psychoanalytic thought regarding the 
different approaches that can be used to alleviate the distress we 
all suffer from in heavier or lighter forms. Freud’s methods were 
based on speech but as we know, not all those considered mad 
are able to converse within a logical framework. Language came 
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University Press, 1999, p.322 
14 R. Porter, Madness: A Brief History, New York, Oxford University Press, 
2002, p.112 
15 R. Porter, Madness: A Brief History, New York, Oxford University Press, 
2002, p.183 
16 Ibidem, p.186 

to be defined as an insurmountable barrier by many, and 
possible cures for the mad started to take advantage of medical 
and technological improvements involving interventions on the 
patient’s body. This resulted in the application of experimental 
medical practices such as lobotomy, the electroshock and after 
the 1940s of the prescription of chemical drugs that are still 
largely consumed at the present day.17 

Scientific and social debates regarding possible 
approaches and actual practices related to madness culminated 
in the 1960s and 70s with the birth of anti-psychiatric 
movements that had a central role in the transformation and/or 
shutting down of asylums and a progressive sensitization of 
society and states towards tolerance and understanding. In 1974, 
psychiatrists Richard Hunter and Ida MacAlpine wrote:  

“Today, it is assumed that mental pathology derives 
from normal psychology and can be understood in terms of 
faulty inter or intrapersonal relationships and corrected by re-
education or psychoanalysis of where the patient’s emotional 
development went wrong. Despite all efforts which have gone 
into this approach and all the reams devoted to it, results have 
been meager not to say inconclusive, and contrast sharply with 
what medicine has given to psychiatry and which is added to 
year by year. Patients are victims of their brain rather than their 
mind. To reap the rewards of this medical approach, however, 
means a reorientation of psychiatry, from listening to 
looking.”18 

Although the conditions of the mad have generally 
improved in many parts of the world in our closest past, debates 
about the social role and the clinical treatment of the mad are 
still ongoing at the present day. Visual culture appropriated 
especially in the Twentieth Century many of the concepts we 
relate to madness but the way we look at the mad is still socially 
biased and emotionally detached. The Mad lives and The Other, 
impassively, looks at him, avoids him, and fears him. 

 

GRAPHOMANIA AND HYPERGRAPHIA 

“I like thinking to have shown this possibility of graphic 
communication for the ‘Outcasts’ to become a subject of interest 
and discourse. Not a discourse revolving around the researcher 

but rather around the outcast. A discourse of the mentally ill 
rather than one about him”19 

In the previous chapters I outlined the historical metamorphosis 
of the mad and of his other, I then used concepts of Foucault’s 
philosophy in order to give a historical dimension to the 
research. Based on these principles we can move on to a critical 
analysis of the ways people labeled as mad visually express their 
individuality through graphic and artistic tools. The main focus 
of this chapter will be on the figure of the hypergraphic. I have 
chosen the figure of the hypergraphic because it is affected by 
the kind of madness that is most relevant to the project that is 
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18 Hunter, Richard, and Ida MacAlpine, Three Hundred Years of Psychiatry, 
1535-1860 a History Presented in Selected English Texts, Open Library, Web, 
Accessed 10 Dec. 2015. 
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 V. Andreoli, Il Linguaggio Grafico della Follia, Milano, RCS Libri, 2009, 
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going to be a publication.  
 

Defining Hypergraphia and Graphomania Between Madness and 
Otherness 

“There seems to be a continuum stretching from the general 
population who do not much enjoy writing, through creative 

writers, to hypergraphics”20  

Within a scientific discourse hypergraphia is not considered as a 
disease of its own but rather a side effect of other conditions 
such as temporal lobe epilepsy, schizophrenia and manic 
depression. It can also be drug induced and it consists in a 
conscious and irrepressible urge for writing and for filling void 
spaces. Besides cases where hypergraphia has an observable 
biological base, other individuals can present the same 
behaviors without showing any consistent change in the brain 
cortex or in the nervous system. Hence we notice how 
hypergraphia is a behavioral condition that is at the present day 
not always medically classifiable based on a biological 
perspective.  

Fluctuating between madness and otherness, 
hypergraphia acquired in different times and contexts multiple 
social attributes. It is interesting to note how in a non-medical 
context the term hypergraphia is rarely used and the term 
graphomania substitutes it in many regards. It is not certain why 
there is no consistency in the use of two different terms to 
indicate the same condition besides the fact that the term 
hypergraphia is scientifically used whereas graphomania is of 
popular use and does not often appear in scholarly or academic 
sources. The term graphomania is mainly used when it refers to 
a social phenomenon rather than a medical condition. This is 
exemplified for instance in its use by writer Milan Kundera in 
his work The Book of Laughter and Forgetting (1978). The 
author points out how graphomania is often associated with the 
desire of receiving acknowledgment for an extensive and 
prolific writing. It is in many cases also associated with the 
desire of seeing one’s name being published. On this regard 
Kundera says:  
“General isolation breeds graphomania, and generalized 
graphomania in turn intensifies and worsens isolation. The 
invention of printing formerly enabled people to understand one 
another. In the era of universal graphomania, the writing of 
books has an opposite meaning: everyone is surrounded by his 
own words as by a wall of mirrors, which allows no voice to 
filter through from outside.”21 The same author speaks about 
graphomania as a social phenomenon manifesting in extremely 
high rates within states where “The absence of dramatic social 
changes in the nation's internal life”22 and “An elevated level of 
general well being, which allows people to devote themselves to 
useless activities”23 are present.  

Kundera’s novel expresses a preoccupation about the 
increasing presence of graphomaniacs in developed countries’ 
societies not because he believes they are mentally ill but 
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because of the state of things in that particular society. It appears 
that hypergraphia and graphomania are respectively side effects 
of mental illness and of our way of living. Even provided that 
we accept them as separate terms, the first pertaining to the mad 
and the latter to the mad’s other, there is undeniable evidence 
that these mental conditions manifest themselves in many 
regards with the same modes. We should then turn to an analysis 
of these modes in order to understand hypergraphia both from a 
scientific perspective and from an analysis of content and 
aesthetics in hypergraphic production. 

Hypergraphia in Different Mental Conditions 
Epilepsy Alice Flaherty describes epilepsy as resulting from 
chronic seizures happening because of a change in the 
wavelengths produced in the temporal lobe, a part of the brain 
cortex where a crucial interaction between the limbic system 
and our rational consciousness takes place. Flaherty exemplifies 
this complex mechanism saying: “It is largely the limbic system 
that gives us the motivation to do cortical tasks, and it is the 
cortex that allows us to have cognitively complicated desires”24. 
This is an area that is particularly susceptible to electric nervous 
stimuli and it is where the limbic system interacts with 
language. The seizures can amplify creative impulses and this is 
the origin of hypergraphic activity. Temporal lobe epilepsy is 
not the only cause for hypergraphic behavior but it is the best 
understood one. Hypergraphia is an interictal symptom 25 , 
meaning it manifests between one seizure and another.  

There seems to be evidence about the connection 
between temporal lobe epilepsy and what is called the 
Geschwind Syndrome. This is usually diagnosed to people 
showing five traits: hypergraphia, a deepened emotional life 
(hyper philosophical or hyper religious), emotional volatility, 
altered sexuality and over inclusiveness of details in descriptions 
and representations. The presence of this last symptom is the 
discriminatory in the diagnosis of the syndrome. Flaherty notes 
it is a behavior that “Comes from a strong, conscious, internal 
drive -say pleasure- rather than from an external influence.”26  

Seizures can gradually alter our consciousness because 
they increase in intensity until the distinction between the real 
and the unreal fades away. In these cases the effects produced 
by the seizures are called experiential. Objects can look as if 
they are changing dimensions. For instance it is believed that 
Lewis Carrol’s Alice in Wonderland (1865) was inspired by 
epilepsy’s experiential effects on the author.27 Other experiential 
effects consist in feelings of déjà-vu, of jamais-vu (resulting in 
freshness of perception), and in feeling the presence of a double, 
an alter ego or a muse28. Right after each seizure communication 
with an epileptic becomes really hard. “The personality of the 
epileptic is adhesive to excesses in a way that makes him unable 
to track the mobility of the life-environment, unable to adapt to 
the demands of social life.”29  
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Francoise Minkowska studied the life and the works of 
Vincent Van Gogh and she believed he was an epileptic. 
Minkowska expresses how people suffering from epilepsy have 
the tendency of feeling rather than thinking30. She exemplifies 
this view by comparing Van Gogh’s work to Seurat’s. The first 
represented the dynamism of a reality that imposes itself on the 
object, the latter representing reality as the product of a rational 
thought where the object is considered solid, immobile and 
rigid. Besides the example of Van Gogh, it is generally very rare 
that an epileptic spontaneously starts drawing or painting. 
Andreoli reports that only 4% of epileptics paint while epileptic 
writers are extremely common.31  
Schizophrenia If the epileptic condition results in a 
multiplication of the ties between the perceiving subject and 
reality in an attempt to grasp (specially in hypergraphic 
production) a vertiginous and over inclusive amount of data, the 
schizophrenic way is in many regards antithetical. “The 
epileptic way is significantly different from the schizophrenic 
way. The schizophrenic breaks his ties with the environment, 
the epileptic instead multiplies them.”32 

Eugen Bleuler, who first came up with the term 
schizophrenia insisted on the centrality of autism in the analysis 
of schizophrenia. “This detachment from reality with the 
relative and absolute predominance of the inner life, we term 
autism.”33 Another key concept to understand schizophrenia is 
provided by the studies of M. Mc Reynolds who described 
mental processes leading to schizophrenia in a direct relation 
with anxiety. Mc Reynolds’ explanation starts with the 
definition of precepts. These consist in all the possible kinds of 
data we collect from our senses and from our feelings and that 
are then to be assimilated by our conscience. In schizophrenia 
new precepts cannot be assimilated harmonically with 
previously assimilated ones. This accumulation produces an 
unbearable degree of anxiety that in turn results in reactions of 
autism, dissociation and apathy. 
  “The schizophrenic has lost those mental schemes 
proper of ‘normal people’ because those schemes were not 
useful in arranging his precepts. In this way the schizophrenic is 
forced to go back to more extensive, primitive mental schemes 
through a system of ‘regression’. This is a quest for schemes 
that could be able to rearrange reality, schemes typical of 
primitive mental structures.”34  

A first attempt of studying these primitive mental 
schemes was conducted by C.G. Jung (1961). A mental scheme 
that according to Jung is common to all ancient civilizations for 
a first understanding of reality is quaternity, an element that is 
also found in many of the graphic and artistic works of 
schizophrenics. In Man and His Symbols (1964) Jung and his 
associates analyzed the visual manifestations of quaternity. 
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Usually occurring in a circular form within which squared or 
triangular elements are inserted, they refer to these as mandalas 
(from Hindu language standing for magic circle). The mandala 
stands according to Jung as a symbol for the Self as a whole. 
One of Jung’s associates reports that “The contemplation of a 
mandala is meant to bring an inner peace, a feeling that life has 
again found its meaning and order”35. 

Jung proved that the mandala is a symbol recurrent in 
creative individuals, shamans (religious symbols), and in 
schizophrenics, therefore we can say that these individuals exist 
on a continuum and that the boundaries between these three 
categories is blurred. But Jung was a psychologist and the aim 
and focus of his research was showing the humanity of the 
patient’s (the Other’s) condition not the humanity of the patient 
(the Other) himself. It is to Levinas that we need to turn to find a 
philosophy that humanizes the face-to-face encounter with the 
Other. 
 

ETHICS, OTHERNESS AND HERMENEUTICS 

Ethics and Otherness 
“Every one is really responsible to all men for all men and for 

everything.”36 
We just saw in the previous chapter that graphic expression is 
proper and sometimes an inherent feature of many forms of 
madness.  Therefore the aim of this chapter is to highlight a 
truly inclusive ethical approach in interpreting different forms of 
artistic expression regardless of one’s label as being the mad or 
as the other.  

We can say that in Western philosophy an increasing 
interest in the analysis and questioning of the relativity of social 
roles and cultural identities arouse after the end of World War 
II. Lithuanian-French philosopher Emmanuel Levinas (1995) is 
one of the philosophers who placed at the center of his 
philosophical system a mutual obligation between the self and 
the other. This was achieved by considering his ethics as the 
very metaphysics of his philosophical system. In one of his most 
influential works, Totality and Infinity (1961), Levinas questions 
the role of ethics in Western thought stating: “Western 
philosophy has most often been an ontology: a reduction of the 
Other to the Same by the interposition of a middle and neutral 
term that ensures the comprehension of being.”37 

In Western culture, such tendency is what Levinas 
came to identify as the Imperialism of the Same, which replaces 
the individual uniqueness of everyone with an abstract 
homogeneity. This in turn can only be avoided, according to 
Levinas, by giving greater emphasis to the face-to-face 
encounter as the only possible basis for a truly comprehensive 
ethic. “Only in the face to face encounter, insists Levinas, do we 
experience human others in their true exteriority, their absolute 
alterity. All other ways of encountering others reduces them to 
forms of being that are subject to appropriation and domination 
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by ontological categories.”38  
The glance in the face-to-face encounter becomes 

fundamental in Levinas for overcoming all social biases and for 
considering “the Other as not assimilable to the leveled down 
categories of history, sociology, psychology and of previous 
ethical theories themselves”39. Although reducing the essence of 
ethics to the short duration of a glance might seem trivial, it is 
indeed the only moment where our considerations about the 
other are still at what we might call a primordial and inexplicit 
stage. Levinas speaks about the face “as the scene of the saying 
before the said and this saying that is at one with the face and 
enters into a spiraling movement (un movement en vrille) with 
the said.”40 

Most of the schools of thought and perspectives in 
modern psychology focus on speech as the main media through 
which it is possible to investigate about the pathology a mentally 
ill person is suffering from. Levinas’ ethic escapes the 
discriminating factor of speech and the social biases speech 
carries along. The psychological perspective that emphasizes the 
less on speech is the biological perspective. In this regard, Roy 
Porter comments:  
“You don’t crack mental illness by decoding what the mad say: 
for, they held, mental disease had a biological base. Powerful 
psychiatric currents have furthered such tendencies to silence 
the insane, especially in institutional environments. [Ö] In any 

case, did not the methods of the natural sciences prescribe 
observation and objectivity, not interaction and 

interpretation?”41 
Whether there is always a biological cause for madness 

to manifest itself or not, our knowledge of the nervous system 
and of our cognitive processes across different cultures is at the 
present day insufficient not only to fully understand madness, 
but also to claim the right of establishing who is the mad and 
who is the other. In doing so, we would keep subjecting 
ourselves to the same socio-political self-referential values we 
are accustomed to. 

If we consider glancing at any mad person apart from 
his condition of being mentally ill, at the stage of the glance he 
would be nothing else than a generic other to us. In case we 
notice in this other a condition of psychological or physical 
distress, then the glance would instantly make us feel 
sympathetic for that person and we would then start considering 
the hypothesis of trying to help the other. The creation of this 
obligation between the self and the other can easily become 
subject of misinterpretations if we try to integrate it with pre-
existing ideologies or other forms of ethics. 
Reducing the basis of ethics from a greater ensemble of 
postulates coming from natural right and democratic principles 
to the mere moment of a glance in a face-to-face encounter 
might seem drastic and not inclusive of any substantial content. 
But as Casey states, “Kierkegaard, Heidegger, Husserl and 
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James conjoin in regarding the present moment as 
nonpunctiform, as open and extended, as capable of conveying 
content of undelimited expansiveness.”42 

Since the relation between the mad and the other cannot 
always develop based on logical speech and since in many of 
the cases of emotional and psychological distress a total and 
sympathetic identification between the mad and his other is 
impossible, the only plausible ethical system that can apply to 
all apart from social biases seems to be the one indicated by 
Levinas. However, a question presents itself here: How is any of 
this relevant to art?  

Art, Ethics and Hermeneutics 
“Art is art and as such it cannot be pathological, whether 

produced by someone who is sick or by someone who is not sick 
at all. In the assessment of the work, this factor does not 

intervene at all.”43 
Levinas ethics can provide us with an interesting framework for 
understanding artifacts regardless of the author’s label of being 
the mad or the mad’s other. In two of his essays the philosopher 
relates his ethics to some aesthetic considerations. In Reality and 
its Shadows (1948) and The Transcendence of Words (1949) he 
directly addresses art. However, one can argue against this use 
of Levinas and insist that in Levinasian ethics art is placed at a 
secondary level of significance compared to the face-to- face 
encounter with the Other because of the fact that art can be 
subject to different kinds of interpretations. These 
interpretations are in most cases biased by socially constructed 
prejudices.  

This is true to a certain extent but there are, I think, two 
convincing responses to this criticism. First, there is a 
convincing argument from the works of Levinas that the 
encounter with a work of art can be like a face-to-face 
encounter. In a recent reflection on Levinas’ ethics and art 
Benda Hofmeyr, transposes the notion of the face-to-face 
encounter and its ethical implications to the encounter with the 
work of art. Basing her work on Levinas, Hofmeyr argues 
convincingly that art is an activity capable of “giving things a 
face” and by doing so it can carry along ethical implications:   
“Like the face, I believe that art has the power to address us in 
a way that stops our indifference and inertia and enables us to 
act effectively. Moreover, it is the ethico-political responsibility 
of artistic and cultural producers to come up with strategies to 
engender others with such em-powering paralysis ñ a passivity 
that provokes a pre-conscious awareness of the power we have 
to act in a time in which Western civilization’s indifference 
towards the needs of others is rapidly becoming a global 
phenomenon.”44 

The way the work of art holds this power on us comes 
from the mimetic qualities present in many forms of artistic 
expression.  If for instance we think about a representation of an 
individuated moment in time, where representation 
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paradoxically highlights the absence of its referent (reality), we 
are captured by an experience similar to that of the face-to-face 
encounter where the shadow of being reveals being itself. At 
this regard Hofmeyr refers to Levinas’ considerations stating: 
“Face-to-face with a work of art we are therefore not free but 
immobilized -held fast by something addressing us. It is not 
about comprehending what is revealed but about being 
captivated by that which is precisely incomprehensible.”45 

Second, in regards to the criticism that interpretations 
of works of art are merely prejudiced and prevent a true face-to-
face encounter, we can refer to the works of German 
philosopher Hans-Georg Gadamer, who in his major work Truth 
and Method (1960), analyzed and indicated the role of prejudice 
as fundamental in hermeneutics. For Gadamer the notion of 
prejudice does not necessarily carry a negative connotation but 
it is instead the essential starting point of each interpretation. 
The more accurate is the perception of us and of our socio-
political situatedness, the more our interpretation of any work of 
art can extend and keep into consideration different influencing 
factors.  

A comprehensive interpretation is in Gadamer’s 
hermeneutics only possible by acknowledging the specificity of 
our way of perceiving things, the specificity of our prejudice in 
building our perspective in relation to the subject, to an other, or 
to a work of art. Besides the role of prejudice in our assessment 
of the work of art, Gadamer seems to confirm the fact that “the 
work of art, is not an object that stands over against a subject for 
itself. Instead the work of art has its true being in the fact that it 
becomes an experience changing the person experiencing it.”46 
 

STUDIES ON HYPERGRAPHIC PRODUCTION 

 “Graphic language is therefore a parameter of the mentally ill, 
it is almost a mirror which can seize his features. But it is 

necessary not to expect seeing too much in it.”47 
As Andreoli highlights in his work, an analysis of the visual 
manifestations of these conditions can provide us with an 
interesting insight of the inner world of hypergraphics. The 
framework of this general overview will move in parallel for 
both epilepsy and schizophrenia and will include considerations 
about content, aesthetics and dynamics of their graphic 
production.  
In Temporal Lobe Epilepsy We learn from Francoise 
Minkowska’s studies on epilepsy that although in this condition 
writing is more common than drawing and painting, 
representation is not at all involved in a precise reproduction of 
shapes. We have seen how the epileptic is someone who is very 
bound to reality and who is guided by feelings more than by 
rationality. It is not surprising that the content of graphic 
production in epilepsy does never involve abstract images.48 
Typical of the epileptic’s depiction of images is according to 
Andreoli the absence of perspective, of horizontal movement 
(resulting in an ascending and descending dynamism) and of a 
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high degree of mannerism, ornamentation and complexity.49 
On the other hand, writing in epileptic hypergraphia is 

accessible in terms of meaning although it presents complex and 
intricate narrative threads. Narration does not flow in a chaotic 
way; we know instead that the typical process of narration in 
hypergraphia consists in what psychiatry named flight of ideas50. 
This is the correspondent of what in literature is called free 
association, a narration scheme used for instance in the Ulysses 
by James Joyce and in the novels of Marcel Proust. 
Alice Flaherty describes the aesthetics of this condition as 
follows: “Hypergraphic handwriting tends to have distinctive 
physical characteristics. Hypergraphics often use highly 
elaborate or stylized scripts, even mirror writing like that used 
by Leonardo da Vinci. For emphasis, they frequently write in all 
capitals or in colored inks. They may not confine themselves to 
the main text, but may add exuberant annotations, drawings in 
the margins, and illuminated initials.”51  

Darin T. Okuda and Steve S. Chang have conducted a 
research entitled Hypergraphia in the Age of Computers in 2004 
where they describe the development of hypergraphia in a 
temporal lobe epilepsy patient who used (a part from hand 
writing) computer technology to enhance his writings. This 
involved the use of many different fonts, dingbats, color-coding, 
graphs, charts, and animated clips. The patient wrote incessantly 
about his condition to let the doctors know about his symptoms 
in great detail.52 

We have seen how in temporal lobe epilepsy 
hypergraphia is identified as an interictal symptom between one 
seizure and another. This creates an explosive dynamic ranging 
from being barely able to communicate (or write), where the 
handwriting looks trembling, to moments of sumptuous and 
frantic production. 
In Schizophrenia In terms of meaning, graphic production in 
schizophrenia is far less accessible than in epilepsy, presenting a 
high degree of symbolism and distorted metaphors. The tone is 
characterized by emotional distance as for instance in the case of 
mathematician Theodore Kaczynski’s Unabomber Manifesto. 
For these reasons it is less common that a schizophrenics’ works 
are published and in many cases schizophrenics are not really 
able to write due to the degenerative nature of schizophrenia.53 
In many instances the writings of hypergraphics look childish 
and nonsensical because, as Arieti mentions, “Those we might 
consider manifestations of irrationality are instead archaic forms 
of rationality.”54 

Andreoli points out how particularly in schizophrenia 
nosology goes hand in hand with its graphic translation if we 
conduct a static analysis of the condition (as opposed to a 
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dynamic analysis). Typical of schizophrenia are according to 
Andreoli 55  horror vacui, stereotypy, graphic dissociation, 
symbolic language. “In mental illness symbolic language is 
predominant, a language that has more magical than semantic 
functions, corresponding more to a kind of magical thinking 
than to a rational one. It is more mystical than historical.”56 
Many schizophrenic patients show a stylistic evolution, as 
Andreoli exemplifies in his studies by means of comparison of 
several artworks done at different times by the same patient.   

  

CONCLUSION 

After having analyzed the general characteristics of madness, 
some of its visual manifestations and having highlighted the 
importance of the mad’s graphic language as a media able to 
reintroduce an ethical dimension into the relation with the mad, 
I have clear guidelines for proceeding to the executive part of 
the project. 

Researching provided me with a theoretical framework 
for creating a publication in which the mental sanity of the 
author/protagonist is not certain. In all the cases I took into 
consideration during the research I never came across a case in 
which the subject fluctuating between madness and otherness is 
a graphic designer. 

Thus I decided to take advantage of this opportunity to 
create a book about the activity of a hypergraphic/graphomaniac 
designer. 

I hope the publication could let one wonder about the 
binary sanity/insanity and at the same time could highlight how 
much graphic design practice can reflect but also challenge the 
dominant ideologies in society, with an emphasis on the 
relationship between the mad and the other. 
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Nabaa, a complex mixture of social, economic and political 
characteristics that constitute a unique community located in the 
northern suburbs of Beirut. Nowadays it is considered as the 
home of different nationalities, incomes classes and sectarian 
groups.  The name Nabaa signifies in Arabic a spring and it is 
was named as such because of the presence of a water source that 
allowed people migrating from the south to water their land. But 
we cannot mention Nabaa without referencing Bourj Hammoud, 
the district to which Nabaa is considered as the non-Armenian 
neighborhood. The population that is now considered as the 
current settlers of Nabaa is affected by several historical and 
political turnovers that led to the creation of Bourj Hammoud 
and the formation of Nabaa. This population is diverse and its 
distribution among the buildings gives a sense of an interesting 
yet almost imposed hierarchical order. The paper will follow the 
process of tackling such social organization with a general 
introduction of the street representing the variation in the 
population, classified in residential buildings and following a 
certain hierarchy.  Then, an investigation was held of two 
residential buildings found expressive of such hierarchy. 
Afterwards, a study of the exterior treatment of the façades, signs 
of refugees, a study of the interior adaption of the space, 
depiction of the settlement, entrances of the apartments, were 
conducted to better explore the differentiation of this hierarchy. 
Moreover, an investigation on the relationship between the 
tenants and the current renters was executed, in terms of rules 
and regulations, services, prices and number of people staying in 
one apartment. Other aspects were also considered, such as 
political and religious ones, and if these notions played a role in 
the classification. All these studies were conducted through a 
double comparison, in order to understand better the depth of 
the hierarchy and how does it work between the locals and the 
outsiders.  

 

I. HISTORICAL BACKGROUND 

During the end of the nineteenth century, the Ottoman 
Empire was held responsible of several massacres against the 
Armenian people, leading to the flee of Armenian families to 
countries such as Lebanon and Syria. In the 1920’s, Lebanon 
was under the French mandate, to deal with this overflow of 
refugees, the French authorities established a hospital that 
would accommodate the incoming refugees for several days 
and examine them for search of any diseases that they might 
have. This area was later called as Qarantina. To contain the 
flow of refugees, a temporary camp was set in the location, and 
with time, authorities considered of having temporary shelters. 

But, since these shelters became vulnerable to climatic 
conditions, and the period of the migration was undefined, 
permanent settlements were later considered to house the 
Armenian population.  

 

Later on, the newly formed Armenian quarter turned into an 
important industrial district that housed several utility 
workshops and industries. This spatial transformation was the 
result of the know-how abilities and low income labor that came 
with the Armenian refugees in their settlement period. During 
the 1940’s, many Armenian families went back to their country, 
they ended up selling their houses to Palestinian refugees, 
fleeing the Israeli occupation,  and Lebanese families coming 
from the south and Bekaa regions to Burj Hammoud searching 
for job opportunities. Hence, more settlements were needed to 
accommodate for the increasing population, leading to the 
growth of the Nabaa neighborhood.  

 

In the period ranging from 1975 to 1990, the civil became a 
turnover for Burj Hammoud and Nabaa, in terms of population 
shift and delocalization. Families migrated from the south and 
Bekaa regions, mostly Muslim Shiite, and went to settle in the 
Southern suburbs of Beirut. During this period, factors such as 
the Israeli invasion, crossing of Syrian troops, creation of 
different political parties, became the main causes of the escape 
of these families. Moreover, Syrian workers started coming 
over to Nabaa, for better work opportunities and for its close 
location to the different industrial districts, settling inside the 
houses later abandoned by the Lebanese families.    

 

After the war, a phase of reconstruction was undergoing in the 
country. Major Private Sectors were taking in charge of most of 
the reconstruction projects. This action bolstered more Syrian 
workers to cross over Lebanon and start working for these 
companies. As for settlement, Nabaa was their main target, 
because of the affordable accommodation, the ongoing shift in 
population of different nationalities and the presence of 
numerous market spaces. With the blast of Syrian war back in 
2011, families joined their relatives in Lebanon and started 
crossing over for safety and protection.  
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   Figure 1. Maps showing the historical evolution of the Bourj Hammoud 
district with the Nabaa Neighborhood 

       

II. SITE APPROACH 

This brief historical background of Bourj Hammoud 
and Nabaa, along with the major political and economic 
phases, have helped in shaping Nabaa and its social structure. 
As a result, the people currently living there, can be classified 
into four main categories. One group composed of Lebanese 
mostly probable Muslim Shiite, another of Christian 
Armenians, a third group of Palestinians and the final group is 
made of Syrians. From the first site visit, while walking 
through the narrow streets and based on the initial 
observations of the neighborhood, one could sense that there 
might be a trace of a social classification in the buildings of 
Nabaa between the Lebanese and non-Lebanese residents. 

To begin with, the street was located at a walking 
distance from the mosque of “Imam Ali Ben Moussa” and 
about eight blocks away from the main bridge (see Fig.2).   

Figure 2. Maps showing street location in Nabaa quarter 

 

At first, just by looking on the street level, we cannot 
but notice the kids playing around, of Syrian nationality based 
on their accent, in this narrow street. Their parents would be 
looking through the windows of their houses that were either 
located on the ground floor or first floor. The buildings of this 
street looked as if one was glued to the other and the balconies 
protruding from the buildings were so close that they were 
almost touching. From the balconies located on the upper 
floors, some locals started discussing between each other the 
purpose of the site visit and asking some questions. From this 
point on, the existence of a social pattern started to appear by 
locating the Lebanese residents on the upper floors and the 
Syrian refugees on the lower floors. 

The lower floors of the buildings, because of their proximity, 
received little light, and were most of the time shaded. Even 
the entrances of the buildings with the stairs location, in the 
absence of artificial light, were barely visible. In terms of rain 
water, whenever there were showers along with the absence of 
an effective sewage system, water would reach high levels of 
the ground floor and cover large portions of the apartments. 
These conditions make it difficult for residents to live 
comfortably during all the seasons, and this is one reason for 
Lebanese people to stay on the upper floors and for the Syrian 
refugees to settle on the lower floors. 

  

III. RESIDENTIAL CASE STUDIES 
 

FIGURE 3. MAP SHOWING LOTS 1145 AND1142 OF THE CASE STUDY BUILDINGS 

 

         Figure 4. Records of building lot 1142 showing existing apartments 

 

After tackling the street and the distribution of 
residents in one building, two case studies were chosen for the 
subject, which were the two buildings located one next to each 
other that occupy lots 1142 and 1145 (see Fig.3). These 
buildings exist on one side of the street, almost the highest 
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buildings present, and they both contain Lebanese residents on 
the highest floors, and Syrian refugees, families and workers 
on the lower floors distributed among the rest of the 
apartments.  

On lot 1142, the Em Fadi building exists, named as such 
because of the Em Fadi Market on the ground floor. Em Fadi 
was a resident of the building and an owner of the market, and 
now she runs the market with her son Fadi (see Fig.4).  

The building is composed five floors with the stairs acting as 
the central core of the building.  The ground floor is made of 
the market and two apartments that are currently housed by 
Syrian refugees. First there were Syrian workers living in 
these houses, and after the crisis in Syria, they brought their 
family so they could stay with them. The apartment is 
considered over populated compared to its area. Entering 
wasn’t an option because of the presence of unveiled women 
in the house, but from the sight of the number of children, 
there were approximately seven people living in each 
apartment.  

The first floor is composed of one single apartment, currently 
occupied by several Syrian workers, some of them have 
brought their families to live with them, and others are willing 
to. They are taking advantage of the space given, by 
increasing the members of the family living inside. 

The second floor is made of two similar apartments, both 
occupied by Syrian refugees and workers. The number of 
residents is about six people, living in each apartment. When 
one worker came to Lebanon, he then brought his family with 
him, and later his other relatives followed to live with him in 
the same building.  

The third floor is composed of two similar apartments that 
have small balconies looking towards the street, from the 
family of Zeinoun. One apartment is occupied by an old 
Lebanese lady living with her son, whom originally are from 
the south. The old lady was a bit resent, alone in the house, but 
she said that, they chose to settle on this floor for its spatial 
qualities and light conditions. And now since her husband 
lives in the southern suburbs of Beirut, her son is living with 
her temporarily.   

On the last and fourth floor, there are two apartments. It 
looked as one on plan, but arrangements were made in order to 
make it two apartments to accommodate more people, in 
coordination with the owners of the building. In one 
apartment, a Lebanese couple is settled, from a long time. The 
man is called Hussein Issa, and he lives with his wife. They 
helped me in clarifying some elements about the strict rules 
applied by the owners over the Syrian tenants such as time 
limits, movement restrictions and contact with the other 
tenants. These directions, for them, help regulate the income 
flow of refugees in order to keep order and safety among the 
community, since they have been hearing a lot of crimes 
committed by Syrians coming to Lebanon in this period.  

On lot 1145, the Em Hani building exists, named it after the 
Em Hani’s house on the last and fourth floor. Em Hani is a 
Christian woman who married a Muslim, and settled in Nabaa. 
Couldn’t get enough information because of their 
unavailability, but according to the Syrian residents in the 
building, they were the building representatives. Now the 
building is similar to Em Fadi’s, with its central stair 
circulation, dividing each floor into two apartments, so in 
total, there are nine apartments, two on each floor, ranging 
from ground floor to the third floor, and the last floor is one 
apartment. The distribution of Syrian individuals in one 
apartment ranges from five to seven people. Whereas in the 
last floor, where the residents are Lebanese, the number is 
three.  

According to these two buildings, the ratio of Lebanese 
residents to Syrians is about one to five. This unequal 
distribution in the buildings shows the continuous flow of 
Syrian refugees towards Nabaa. But what is more significant 
is that as we move towards the upper floors, the inhabitants of 
the existing apartments appear to be Lebanese and as we get 
closer to the ground floor, Syrians workers along with their 
families seem to reside there, showing this sense of dominance 
from the locals over the outsiders, from terms of choosing the 
best apartments to live in and the number of people living 
inside one space. The Lebanese chose the upper floors, 
maintaining a confrontable density of users leaving the 
Syrians on the lower floors, overcrowded and unable to live 
restfully. Hence, it was evident the sense of authority in the 
building exercised by the locals over the foreign tenants.   

Moving on to the different exterior markers in the 
interior acting as signs of whether Syrian or Lebanese people 
were inhabiting the space. 

 

IV. ARCHITECTURAL ANALYSIS 

On the architectural level, the windows on the lower 
floors were mostly closed and you rarely see anyone on the 
balconies, except for Lebanese citizens. In terms of how the 
apartment entrances were treated, on the lower floors, shoes 
and slippers rested outside Syrian apartments, which was a 
rare site on the entrances of Lebanese houses. Another marker 
relative to functionality, was the placement of wooden stops in 
front of the door steps in order to prevent the rats from 
entering the houses, which didn’t exist on the upper floors. 

But, the most important feature in the building was the central 
stair circulation that had a long landing acting as entrances 
towards the apartments (see Fig.5). The stair circulation acted 
as an additional feature towards the comfort for the apartments 
on the upper floors but not on the lower floors, since it 
tightened the space in front of the apartments. Moreover the 
circulation acted as a reason for locals to move and occupy the 
upper floors. First, in terms of daylight, the higher you are the 
better daylight you get. From the look of the ground floor, 
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how it was dark and gloomy, it was more reasonable to choose 
the upper floors. Daylight increased gradually while going up 
the stairs. And second, in terms of ventilation, the ground floor 
received little wind currents, whereas on the upper floors, one 
can feel the smooth breeze that ventilated the spaces.  

 

Figure 5. Pictures showing the change in the level of daylight in the building 

  

Figure 6. Pictures showing the different entrances to the apartments with the 
stair circulation  

 

After discussing the exterior treatment of the building and the 
treatment of the spaces outside the entrances, there will be a 
shift towards the treatment inside the apartments, between 
families and workers, whether the space is considered as 
temporary shelter or a permanent house. 

When entering the house of Hussein and his wife, the couple 
living on the upper floor of the building of Em Fadi, it felt as 
visiting a close relative. Hussein had been living in Nabaa 
with his wife for many years now, their apartment is about 
fifty meters squares. Their house was composed of a living 
room, a bedroom, a kitchen and a bathroom, not spacious, but 
enough for two people. They didn’t seem to be bothered and 
they were managing themselves. They considered the 
apartment as their home, with their pictures decorating the 
walls and the tables, with coaches and carpets filling up the 
spaces. They like the neighborhood, but they started to feel a 
bit alone, after the flow of Syrian refugees. Some details in 
their houses such a vase of plastic flowers and a picture of a 
religious shrine hanged on the wall were enough proof that 
they consider this apartment as a permanent house. 

 

Moving on to an apartment of a Syrian worker who brought 
his family recently. Mahmoud had spent almost a decade in 
Lebanon because of the work opportunities present. But when 
the crisis worsened in Syria, he asked for his family to join 
him. When visiting them, they were drinking tea on the floor, 
their house wasn’t too much different of the Lebanese one. It 
was maintained and taken care of. Mahmoud bought most of 
his furniture from here. And according to him, he was picky a 

bit in choosing the furniture, which was a sign of attachment 
to the apartment slowly becoming his home. What was 
striking, was that he even thought of buying pictures of flower 
vases, in order to add some decoration and finesse to the walls 
(see Fig.7).  This delicate touch was a true indicator of 
considering the apartment as a house. And according to 
Mahmoud, is that as long as there is wok in Lebanon, he will 
stay in the country and think of making the apartment a 
permanent household.  

 

Figure 7. Pictures showing the interior of a Syrian worker apartment 

 

As for the Syrian workers, based on the short visit inside the 
apartment, they didn’t seem to care about the place they were 
staying in. They had their matts packed on the corner and the 
rest of the furniture was chosen randomly. For them it was all 
about the work, where they spent most of their time. They 
didn’t bother to think of how the inside would look like, with 
respect to their limited source of income. They thought of it as 
a temporary shelter to spend the nights in, a small 
requirement, easily replaceable, compared to their job duty. 

Regarding the control and the relationship between the 
residents inside the building, through conducting different 
interviews between the residents and the tenants, and based on 
the little feedback received, there was this sense of inequality. 
The Syrian population was almost five times the Lebanese 
population in these buildings. They had lacked the freedom 
movement, under a direct pressure from the owners whom 
they were placed under their responsibility. This means that 
whenever the owners wanted to rent a Syrian migrant an 
apartment, they had to give all the necessary information to 
the municipality, with all the details as precautions and they 
would become the acting agents.  

 

V. POPULATION DISTRIBUTION 

Based on the historical events that were described at 
the beginning of the research, according to the testimonies 
provided by the current Lebanese residents and the thorough 
analysis on the social and architectural levels, the scenario 
goes as follow. Many families who migrated from the south 
and the Bekaa, and settled in Nabaa, left their homes during 
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the 1970’s. As a result, many apartments were left empty. 
Some were located on the upper floors of the building, so the 
current Lebanese residents thought it would be a good idea to 
shift their houses upwards and become settlers of these floors.  
And, since there were Syrian workers coming in that period, 
they seized the opportunity of the available spaces in the 
buildings of Nabaa and settled in the houses that were 
evacuated in the lower parts of the building (see Fig.8). 

 

Figure 8. Diagram shows the movement of the Lebanese residents, when some 
of them leave their houses, then the rest move upwards and later the Syrian 
residents would occupy the lowest floors 

 

 

VI. CONCLUSION 

 To sum up, Nabaa is a case of a mixed neighborhood, 
a testimony of a differentiated community living together 
peacefully. This structure is rarely to be found in other regions 
of Beirut, where people from different religious, political and 
economic backgrounds meet in one place. Some buildings act 
as an evidence to such way of living, representative of the 
social structure of the district. Nevertheless, even in such 
areas, especially in the case of residential buildings, one could 
find a certain social hierarchy constructed by the different 
nationalities present. A specific classification that relates to 
the social context of the residents, their income                        
and nationality. Historical turnovers, major political events, 
signs and indicators never fail to create such social structure. 
With the presence of social hierarchy, even in communities 
such as Nabaa, the once mixed social gathering could turn into 
a classified, forcibly oriented social fabric, guided by rules and 
limitations replacing what was once a liberated quarter. 
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Abstract-The purpose of this project is to produce and 
recover the maximum amount of energy, from municipal 
solid waste and waste water treatment sludge, by syngas 
production via gasification and the combined heat and 
power cogeneration. 

I. INTRODUCTION 

Lebanon is currently facing a serious energy problem in 
addition to a solid waste management crisis. The current 
demand for electricity in the Lebanon is around 2,300 MW 
[1]. Electricité Du Liban, EDL, is struggling to ensure the 
continuous delivery of power with its maximum production 
in the range of 1,500 MW [2]. The Lebanese energy sector 
suffers from crippling inefficiencies in its infrastructures 
including power plants, transmission and distribution 
networks[2]. In spite of the efforts, the electricity network 
does not represent a reliable source for the industrial and 
commercial sectors, where most beneficiaries have been 
compelled to install and use their own private generators to 
overcome the electricity shortages and ensure the continuity 
of their operations. To add to that Lebanon has recently been 
facing a dire solid waste crisis, due to poor governance of the 
sector and to the shutdown of the Nemeh landfill. Based on 
the state of the energy and waste management sectors in 
Lebanon, this project opts to solve a part of the problem. 
Gasification of biomass accompanied with a combined heat 
and power cogeneration cycle (CHP) would tackle the two 
problems at hand simultaneously. Gasification is a technique 
used for reducing the volume of the organic portion of solid 
waste in a cost efficient manner whilst producing synthesis 
gas or syngas to power gas turbines to fuel a CHP cycle. 

This paper presents a complete design of gasification plant 
developed to be implemented in Lebanon. 

II. GASIFICATION 

Gasification is the process of partially combusting a 
carbonaceous fuel in the presence of a hypo-stoichiometric 
amount of oxygen at an elevated temperature. [3]Due to this 
partial combustion a gas stream that is rich in H2 and CO is 
generated, i.e. syngas or synthesis gas. Thus this makes 
gasification an energy-efficient technique for reducing the 
volume of MSW and the energy recovery in the form of 
hydrogen fuel. 
However, the gasification step itself is only the last step in a 
gasification system. In a typical gasification system the raw 
material i.e. Organic-MSW (O-MSW) and Waste Water 

Treatment-sludge (WWT-sludge) undergo the following 
steps: dehydration, pyrolysis, and gasification. 

1) In Dehydration, whatever amount of moisture left in the 
feed or any other volatile liquid would evaporate due to 
the high temperature. Commonly this step occurs at a 
temperature range between 100oC and 160oC [3]. 

2) Pyrolysis or De-volatilization or thermal cracking is the 
thermal break down of bonds to produce char, tars, CO, 
CO2, H2O, NOx, SOx, H2S, and NH3 alongside a 
multitude of other products. Char is the carbon rich solid 
that remains after pyrolysis and is an integral part of the 
gasification process. The typical range of temperature 
that pyrolysis takes place at is between 550oC and 700oC. 
The operating temperature generally depends on the Ash 
melting temperature [3]. 

3) Char gasification occurs at high temperatures exceeding 
950oC and could reach up to 1200oC [3]. Moreover, char 
gasification could be summarized in nine chemical 
reactions six of which are exothermic and the rest are 
endothermic reactions. This mix of endothermic and 
exothermic reactions is crucial for the gasification 
system, as we would dedicate a portion of the produced 
fuels and char to completely combust thus releasing heat 
to sustain the high temperature required for pyrolysis, 
i.e. designing an auto-thermal reaction system. This 
controlled combustion is achieved by varying the O2 or 
air flow into the reactor, and maintaining oxygen at 
hypo-stoichiometric levels. 

The reactions of char gasification are: 

 Combustion reaction: 

C + O2     CO2   (Exothermic)   (1) 

 Methanation reaction: 

C + 2 H2  CH4 (Exothermic)   (2) 

 Shift conversion reaction: 

CO + H2O  CO2 + H2 (Exothermic)    (3) 

 Water-gas reaction: 

C + H2O  CO + H2 (Endothermic) (4) 

 Boudouard reaction: 

C + CO2  2CO (Endothermic)  (5) 
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 Combustion reaction of CO: 

CO + 12 O2  CO2 (Exothermic) (6) 

 Combustion reaction of H2 : 

H2 + 12 O2  H2O (Exothermic)  (7) 

 Combustion reaction of CH4 : 

CH4 + 2O2  CO2 + 2H2O (Exothermic)  (8) 

 Steam methane reforming reaction: 

CH4 + H2O CO +3H2 (Endothermic) (9) 

III. GASIFICATION SYSTEM SELECTION 

There are multiple types of gasifier systems that are currently 
employed in the industry. In this project the type of gasifier 
that was deemed most suitable and efficient for the 
parameters of MSW in Lebanon, i.e. high moisture content 
[4], is the bubbling fluidized bed gasifier. In a bubbling 
fluidized bed gasifier the oxidant, i.e. air or oxygen, also 
plays the role of the fluidizing agent and is fed to the bed at 
the bottom of the gasification unit through a distributor plate. 
The bottom of the unit contains packing material usually 
silica sand particles and the waste is fed into the bottom of 
the bed of the unit to be mixed into the inert silica sand. The 
fluidizing agent should maintain a specific superficial 
velocity greater than the fluidization velocity of the bed to 
keep the bed in a fluidized state, which enhances reaction 
kinetics by increasing surface area of contact as well as heat 
and mass transfer parameters [5]. The optimal gasifying 
agents were found to be steam and air simultaneously. The 
optimal ratios of air to biomass and steam to biomass are 1:1 
and 1.2:1, and the optimal temperature is 800oC. This high 
temperature will not consume energy to achieve as the reactor 
will be operating under auto thermal conditions as a fraction 
of the fed reactants into the gasifier will undergo complete 
combustion to liberate heat [6]. The gasification process was 
simulated using the ASPEN PLUS® simulation environment, 
the kinetic reaction rates presented in Table 1 and the feed 
conditions presented in Table 2. With the aforementioned 
conditions the process was capable of generating 1224.87 
kmol/hr of H2 gas alongside an array of gases such as H2S, 
SO2, NO2, CH4, CO, and CO2. The ASPEN PLUS® 
simulation of the process is presented in Figure1. 

 

Table 1 Reaction Rate Kinetics 

Table 2 Reactor Parameters 

 

   

 

 

IV. SYNGAS PURIFICATION 

The syngas obtained from the gasification process should be 
scrubbed and purified. Acid gas removal is an integral part of 
our process to minimize hazardous emissions and prevent 
equipment corrosion and erosion. The major corrosive and 
acidic constituents of the syngas obtained are mainly 
hydrogen sulfide, carbon dioxide, sulfur dioxide, nitrogen 
dioxide, and ammonia. 
The main reason behind the scrubbing of acidic gas is to 
minimize the environmental impact of the process. 
Moreover, the syngas is scrubbed to avoid undesired 
incidents such as corrosion of the pipelines and units 
downstream. In fact, CO2 corrosion is also a major issue in 
the oil and gas industry because it is the main cause of 
equipment failure. The basic CO2 corrosion reaction starts by 
the dissolution and hydration to form carbonic acid as seen in 
the reaction equations (10) and (11) [7].  

𝐶𝐶𝑂𝑂2 (𝑔𝑔)→𝐶𝐶𝑂𝑂2(𝑎𝑎𝑞𝑞) (10) 

𝐶𝐶𝑂𝑂2+𝐻𝐻2𝑂𝑂→ 𝐻𝐻2𝐶𝐶𝑂𝑂3  (11) 

Reaction name Reaction rate (s-1) 

Boudouard 𝑟𝑟1 =
𝑘𝑘21𝑝𝑝𝐶𝐶𝐶𝐶2

1 + 𝑘𝑘22𝑝𝑝𝐶𝐶𝐶𝐶2 + 𝑘𝑘23𝑝𝑝𝐶𝐶𝐶𝐶
 

Water-gas 𝑟𝑟2 =
𝑘𝑘31𝑝𝑝𝐻𝐻2𝐶𝐶

1 + 𝑘𝑘32𝑝𝑝𝐻𝐻2𝐶𝐶 +  𝑘𝑘33𝑝𝑝𝐻𝐻2
 

Methanation 𝑟𝑟3 =
𝑘𝑘41𝑝𝑝𝐻𝐻22

1 +   𝑘𝑘42𝑝𝑝𝐻𝐻2
 

Combustion (CO) 𝑟𝑟4 = 𝑘𝑘5𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛1𝐶𝐶𝐶𝐶2𝑚𝑚1 
Combustion (H2) 𝑟𝑟5 = 𝑘𝑘6𝐶𝐶𝐻𝐻2𝑛𝑛2𝐶𝐶𝐶𝐶2𝑚𝑚2 

Combustion (CH4) 𝑟𝑟6 = 𝑘𝑘6𝐶𝐶𝐶𝐶𝐻𝐻4𝑛𝑛3 𝐶𝐶𝐶𝐶2𝑚𝑚3 
Shift conversion 𝑟𝑟7 = 𝑘𝑘81𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛4𝐶𝐶𝐻𝐻2𝐶𝐶𝑚𝑚4 −  𝑘𝑘82𝐶𝐶𝐶𝐶𝐶𝐶2𝑛𝑛5 𝐶𝐶𝐻𝐻2𝑚𝑚5 
Steam methane 

reforming 𝑟𝑟8 = 𝑘𝑘9(𝑃𝑃𝐶𝐶𝐻𝐻4 −  𝑃𝑃𝐶𝐶𝐶𝐶𝑃𝑃𝐻𝐻2
3

𝑘𝑘𝑒𝑒𝑒𝑒2𝑃𝑃𝐻𝐻2𝐶𝐶
) 

Parameter  

Temperature (oC) 800 oC 

Pressure (kPa) 101.325 kPa 

Mass flow (kg/hr) 19.96 kg/hr 

Figure 1 ASPEN PLUS Simulation of Gasification 
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The CO2 corrosion will lead to the production of FeCO3 that 
will have different behaviors depending on its environment. 
H2S corrosion is also problematic. A proposed mechanism 
for H2S corrosion will lead to two different paths and end 
with the formation of FeS. Furthermore, the corrosion rates 
for H2S and CO2 will vary as a function of the pH and the 
temperature of the system. 
SO2 and NO2 corrosion are also important issues [8]. SO2 
plays a very important role in atmospheric corrosion in urban 
and industrial atmospheres; also it is mainly corrosive in the 
presence of moisture, as it will lead to the formation of 
H2SO4, a very hazardous component that can have severe 
effects on the health [9][10] . When H2SO4 comes in contact 
with carbon steel, it will cause the formation of ferrous 
sulfate [11]. 

𝐻𝐻2𝑆𝑆𝑂𝑂4+𝐹𝐹𝑒𝑒→𝐹𝐹𝑒𝑒𝑆𝑆𝑂𝑂4+𝐻𝐻2 (12) 

However the corrosion rate of SO2 decreases when it comes 
in contact with stainless steel due to the anti-corrosive 
properties of stainless steel. 
After surveying multiple techniques for the removal of acid 
gas, adsorption through an activated carbon column was 
found to be the most efficient in order to minimize energy 
consumption of the process.  
The design of the adsorption column depends on many 
factors including the densities of the fluidizing agent and the 
adsorbent material, the void fractions, adsorption isotherms, 
and pressure drop through the bed. Moreover, the particle 
size distribution is used to specify the particles uniformity. 
For the rate of adsorption will increase as the particle size 
decreases.  
The activated carbon adsorption process primarily relies on 
the diffusion and adsorption kinetics of chemical compounds 
through and on the activated carbon; and thus modeling this 
process mathematically should be done based on a mass 
balance that factors in the rates of mass diffusion, convection, 
and adsorption in the column. After performing a mass 
balance on the system the resultant equation is presented 
hereafter [9], 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 = 𝐷𝐷𝑒𝑒 (

𝑑𝑑
𝑑𝑑0
)
𝑛𝑛−1 1

𝑟𝑟2
𝜕𝜕
𝜕𝜕𝑟𝑟 (𝑟𝑟2 𝜕𝜕𝑑𝑑𝜕𝜕𝑟𝑟)  (13) 

The above equation is a second order partial differential 
equation of Concentration C with respect to time (t) and 
radius (r) of the activated carbon bed [9]. 

Where, 
𝐷𝐷𝑒𝑒 = 𝜀𝜀𝑃𝑃𝐷𝐷𝑃𝑃

(1−𝜀𝜀𝑃𝑃)𝜌𝜌𝑃𝑃𝑛𝑛𝑛𝑛
 𝐶𝐶01−𝑛𝑛    (14) 

 
Where, 

 𝜀𝜀𝑃𝑃 : Porosity of the adsorbent bed 
 𝜌𝜌𝑃𝑃: Density of adsorbent (kg/m3) 
 n: Fruendlich isotherm constant 
 k: Fruendlich isotherm constant 
 DP: Diffusivity (m2/s) 

The Fruendlich isotherm is a mathematical relationship of the 
maximum concentration of a particular contaminant that 
could be adsorbed; it assumes that the adsorbent has a 
heterogeneous surface composed of adsorption sites with 
different adsorption potentials and based on empirical data 
[7]. 

𝑥𝑥
𝑚𝑚 = 𝐾𝐾𝐶𝐶

1
𝑛𝑛  (15) 

 Where, 
 x: Amount of solute adsorbed (mg) 
 m: Mass of adsorbent (mg) 

The next step in modeling the physical adsorption process of 
an activated carbon bed, is to solve the above partial 
differential equation (PDE) for each compound based on its 
given constants. To solve the aforementioned PDE the 
mathematical modeling software MATLAB was employed 
and the PDEPE function was used. The results of the 
MATLAB simulation are represented in Figure 2.  Moreover 
the Freundlich isotherm constants employed are presented in 
the table below. 

Table 3 Freundlich Isotherm Constants  

  

 H2S SO2 NO2 CH4 CO2 CO H2 

Dp 

cm2/s 

33000 94 106 0.188 0.106 0.22 1.6 

K 0.012 0.759 0.025 0.006 0.067 0.189 0.011 

n 0.81 0.93 1.46 1.48 2.05 1.34 0.9 

Figure 2 Change in Concentration of SO2 through the activated carbon bed 
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V. COMBINED HEAT AND POWER 

COGENERATION 

Implementing a combined heat and power cogeneration cycle 
(CHP) in this process requires the presence of several 
elements. Those elements are a Gas turbine, a Heat Recovery 
System and a Steam turbine. After purification, the gas 
produced due to gasification would mainly contain hydrogen. 
Hydrogen would be sent to be combusted inside the gas 
turbine in order to generate electricity. The gases coming out 
of the gas turbine aren’t combustible but are at a high 
temperature of around 1000 oC. Thus to make use of the heat, 
a heat recovery system should be implemented. Hence the 
high temperature of the flue gases will be used to produce 
steam using a heat recovery steam generation unit (HRSG), 
and thus generating more electrical power via a steam 
turbine. The steam coming out of the turbine, will be 
condensed back to water, recycled and used again. Hence a 
closed steam cycle would be formed.  [16] 
Various types of HRSG are present. For this process it was 

determined that a once through steam generation unit 
(OTSG) would be optimal because it’s easy to operate and 
maintain and has a lower cost than traditional HRSG units.  
OTSG is a unit with a bundle of tubes. Water passes through 
the tubes and gets transformed into steam after being exposed 
to flue gases that enter the OTSG unit from below and exit as 
stack into open air from above [17]. 

Using Aspen HYSYS®, the temperature, pressure and flow 
rates of entering and exiting fluids are determined. Hence a 
heat and mass balance on the OTSG gives the size of the 
proposed unit. The unit consists of 10 entry passes, where the 
inlet water is distributed equally. Steam exits from the lower 
part of the OTSG unit and is sent to a steam turbine as 
mentioned previously [17]. 

The complete results of the complete design process of the 
OSTG unit is presented in Table 4. 

This project shows a promising solution to the two problems 
Lebanon has been facing for the last 40 years. The project 
aims at generating electricity using waste. Although one CHP 
power plant can’t cover Lebanon’s need, but constructing 
several CHP power plants in several locations would help 
close the gap between supply and demand of electricity.  

Table 4 Specifications of OSTG unit 

 

 

 

 

 

 

 

 

 

The net power generation by the implemented CHP cycle is 
presented in Table 5. Assuming that the plant operates for 24 
hours a day, then the produced energy over a year (330 days) 
is 88,625 MWh/year. According to statistics conducted by 
the World Bank, the average consumption of electricity in 
Lebanon per capita is 3500 kWh per capita in one year [1]. 
Hence from this designed plant some 25,321 people would 
be provided with a 3500 kWh over a year. Assuming an 
average household contains four people, then process could 
provide electricity for up to 6300 households.  

Table 5 Summary of Power Production 

VI. PROPOSED PLANT LOCATION 

The plant location is a critical part of the process, there are 
many factors that have to be taken into account when 
choosing the preferable location. Although the plant should 
not be very far from Beirut for transportation of solid waste, 
it should be distant from residential areas as well as 
agricultural lands, urban areas and cities. Furthermore, the 
land should be in the coastal area in order to make sure that 
no major topographical limitations exist in that location such 
as mountains or sharp slopes and to be able use the sea water 
as a cooling fluid in the plant. These specifications were 
translated to the following four constraints: 

1. Three kilometers away from the sea 
2. Two hundred meters from agricultural land 
3. Two hundred meters away from main roads(primary 

and secondary) 
4. Plant area is greater than or equal to ten thousand 

square meters 

In order to meet the constraint set, a program, geographic 
information system (GIS), was used. The constraints were 

Specifications Value 

Number of tubes 1130 

Tubes/row 10 

Number rows 113 

Pipe inner diameter 5.4 cm 

Pipe  thickness 0.5 cm 

Pipe Length 8 m 

Transverse pitch 3 cm 

Longitudinal pitch 3 cm 

OTSG height 12 m 

OTSG length 10m 

OTSG width 3 m 

Unit  Produced (MW) Consumed (MW) 
Pumps  0.5 

Compressors   14.87 
Gas turbine 20  

Steam Turbine  6.56  
Total 26.56 15.37 11.19 MW 

Figure 3 Schematic of an HRSG 
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inputted into the software which allowed it to optimize the 
location and give the best fit locations.  

The approximate location of one of the areas that was found 
by GIS to meet the applied constraints is in the village of 
Damour, which lies south of Beirut. Hence, and according to 
the calculations mentioned in the previous pertaining to the 
amount of power generated, the neighboring towns such as 
Saadiyat, Damour and Mechref could be provided with 
electrical power from the plant. 

VII. ECONOMIC FEASIBILITY 

A rough economic analysis was performed on the entering 
and leaving materials of the process and yields the following. 
For every 1 ton of biomass processed and gasified this would 
provide 100 $ which is the price paid by municipalities for 1 
ton after checking what other companies in Lebanon are 
charging for it [15].  27.944 (wet) tons/hr of biomass and 
sludge are taken by the process. Hence a profit of 
$22,131,648 per year is obtained.  
In addition a profit is gained from electricity which is being 
sold to neighboring areas. 1kWh of electricity costs 5 cents 
[15]. The process provides a net of 84,189.6 MWh per year. 
Hence a profit of around 4,000,000 $ is made from the 
electricity each year.  Thus, this amounts to a gross revenue 
of $ 26M per year. 

VIII. CONCLUSION 

The gasification of municipal solid wastes and waste water 
treatment sludge is a green process that not only produces 
syngas and power however, also aids in minimizing solid 
waste volume which is a troubling aspect of waste 
management. Furthermore, at the beginning of this project 
we set forth to recover as much power as possible from 
otherwise useless waste. 
Our plant turned out to be producing around 11 MW of net 
electric power, which could power around 6000 households 
in Lebanon, and is comparable to a small scale electric power 
plant.  

IX. REFERENCES 
[1] World Bank, Energy efficiency study in Lebanon (2009) 
[2] V. Ganapathy, ABCO Industries Heat Recovery steam generation: 
understand the basics (1996) 
[3] Nikoo, M., & Mahinpey, N. (2008). Simulation of biomass gasification 
in fluidized bed reactor using ASPEN PLUS. Biomass and Bioenergy, 1245-
1254. 
[4] Merhebi, F., Sabbagh, B., Moussallem, M., Rizkallah, M., Khalil, S., 
Seoud, J., . . . Khayat, Z. (2014). Lebanon Environmental Assessment of the 
Syrian Conflict & Priority Interventions. Beirut: Lebanese Ministry of 
Environment. 

[5] Mumbai CII Naoroji Godrej Centre of Excellence. (2013, February). A 
Practical Course on Industrial Mixing Technology & Equipment. Retrieved 
from Mixing Experts: http://www.slideshare.net/mixing-expert2014/mixing-of-
liquids-solids-and-high-viscosity-materials?qid=fa129bc1-782f-4d43-94ce-
feb4f569d4f8&v=default&b=&from_search=1 
[6] Hamad, M., Radwan, A., Heggo, D., & Moustafa, T. (2012). Hydrogen 
rich gas production from catalytic gasification of biomass. Renewable 
Energy, 1290-1300. Retrieved December 6, 2015. 

[7] Koteeswaran, M. (2010, June 1). CO2 & H2S Corrosion in Oil Pipelines. 
Retrieved November 30, 2015, from 
https://www.scribd.com/doc/262135811/CO2-H2S-Corrosion-in-Oil-

Pipelines  
[8] Sulfur Dioxide - Acid Rain. (n.d). Retrieved December 1, 2015, from 
http://corrosion-doctors.org/AtmCorros/sulfur-diox.htm  
 [9] Material Safety Data Sheet. (1999). Retrieved December 1, 2015, from 
http://avogadro.chem.iastate.edu/MSDS/H2SO4.htm  
 [10] BRITISH STAINLESS STEEL ASSOCIATION Making the Most of 
Stainless Steel. (2015). Retrieved December 1, 2015, from 
http://www.bssa.org.uk/topics.php?article=37  
[11] Panossian, Z., Lira de Almeida, N., Ferreira de Soussa, R., De Souza 
Pimenta, G., & Schmidt Marques, L. (2012, May 1). Corrosion of carbon 
steel pipes and tanks by concentrated sulfuric acid: A review. Retrieved 
December 1, 2015, from 
http://www.sciencedirect.com/science/article/pii/S0010938X12000595 
 [12] Kalusche, H. (2015). Hydrogen sulphide safety and health issues. 
Retrieved November 30, 2015, from 
http://el.erdc.usace.army.mil/workshops/04jun-wots/kaluschue.pdf  
[13] Hendriks, C. (1994). Carbon Dioxide Removal from Coal-Fired Power 
Plants. Retrieved December 1, 2015, from 
https://books.google.com.lb/books?id=8xJJCAAAQBAJ&pg=PT27&lpg=
PT27&dq=NO2 and SO2 removal by amine 
solvent&source=bl&ots=ezK0RF39au&sig=K_9H0SB7UiLdr76rdEie5oV
UpnQ&hl=en&sa=X&redir_esc=y#v=onepage&q=SO2&f=false 
 [14] Matt Nash,waste [mis] management ( September 2015) 
http://www.executive-magazine.com/special-report/wastemismanagement 

[15] Liban, E. D. (n.d.). Lebanon Electricity Tarrifs. Beirut: Dynamic 
Eneregy & Water Solutions. 

[16] V. Ganapathy, (2003) Technical Documentation: Integrated 
Gasification Combined Cycle Systems (IGCC) with Carbon Capture and 
Storage (CCS).    
[17] Emad Hamid ,   Mike Newby,   Pericles Pilidis, (2011)  THE 
PERFORMANCE MODELLING OF A SINGLE AND DUAL PRESSURE 
UNFIRED ONCE THROUGH STEAM GENERATOR. 



145

Design of a Biomass to Gasoline Conversion Plant in 
Lebanon 

 
Hanadi Abi Ghanem, Yara Beaini, Mohammad Itani, Tarek Lahoud, Malak Wehbe 

Department of Chemical and Petroleum Engineering 
American University of Beirut 

Beirut, Lebanon 
hka21@mail.aub.edu, yhb03@mail.aub.edu, mmi20@mail.aub.edu, tfl00@mail.aub.edu, mkw03@mail.aub.edu 

Abstract - With the recent increased interest in waste treatment 
in Lebanon, the process of production of gasoline from biomass was 
studied for the country. Simulations were used to assess the 
feasibility and operation of this process. Design wise, the process 
proved to be possible since methods were found to perform all the 
different stages of the process. The inlet feed was determined based 
on the biomass production in Lebanon, with a value of 150 
tons/hour. Based on this biomass feed, the process yielded a 
gasoline production of 4710 barrels/day. The stages involved in this 
process are: the conversion of biomass to syngas through 
gasification, syngas cleaning and conditioning, conversion of 
syngas to methanol (MeOH), and finally the use of the MTG 
process to convert MeOH to gasoline using DME as an 
intermediate. The byproducts generated include sour gas, steam, 
waste water and ash. The design of the units employed in the 
process was also carried out and this paper includes the dimensions 
of a PBR and a distillation column. As for the plant location, the 
area of Sibline in South Lebanon was shown to be a suitable site for 
the construction of the plant. Safety and environmental 
considerations of gasoline were screened, displaying the 
complexities of using this fuel. At this phase of the project, the study 
is focused on the design considerations of the plant; only a 
preliminary economic analysis was performed. It will be further 
studied later along with energy consumption, after including 
optimization measures and heat integration.  

 
I. INTRODUCTION 

Lebanon currently produces around two million tons of waste 
per year, half of which is organic. This quantity is expected to 
reach 2.22 million tons by 2020 [1]. Lebanon’s waste 
management program relies on the collection and dumping of 
waste in landfills. Ideally, landfills should be confined spaces 
with a sealed liner to prevent seepage and leaching of 
contaminants to the ground. However, due to the lack of 
regulation in Lebanon, the integrity of the current landfills, and 
the new ones to be built, is questionable [2]. A very minor share 
of the country’s waste is recycled or composted while a 
significant one ends up in uncontrolled dumpsites all over the 
country, most of which are located in close proximity of rivers, 
springs and streams and practice open burning [3]. 

Better waste management policies can be very beneficial for 
Lebanon. Recycling, construction of sanitary landfills and 
energy generation from waste are all viable options. The 
production of gasoline from biomass via gasification is one way 

of generating energy from waste. In addition to treating waste, 
this process could provide Lebanon with gasoline. The country 
is a heavy consumer of this fuel, all of which it imports, with a 
consumption of 140,000 MT in 2008 that has been increasing 
ever since [4] [5]. 

 
II. LITERATURE REVIEW 

The process of going from biomass to gasoline consists of four 
major steps: (a) biomass conversion to syngas, (b) cleaning and 
conditioning of the syngas, (c) syngas conversion to MeOH and, 
(d) MeOH conversion to gasoline. The intermediate formed 
compound, syngas, is a mixture of carbon monoxide, carbon 
dioxide and hydrogen with a desired ratio of H2/CO of more than 
2 and a desired ratio of CO2/CO of 0.6 [6]. 

 
A.  Biomass to Syngas 

Biomass can be converted to syngas either through biological 
or thermal pathways [7]. Biological processes, like anaerobic 
digestion or biophotolysis, involve the action of biological 
organisms. These processes are extensively time consuming and 
do not produce syngas at once, they produce biogas which then 
has to turned into syngas, which increases capital cost [8]. 

As for thermal processes, the main process that produces 
syngas is gasification, which takes place at very high 
temperatures reaching 1,000°C. Gasification uses a gasifying 
agent which can be oxygen, air or steam, and is chosen based on 
the required composition of the final product. It consists of four 
steps: drying, pyrolysis, gasification and combustion, occurring 
in series and breaking down biomass to eventually yield syngas 
[9]. 
 
B. Cleaning and Conditioning 
The syngas produced contains various contaminants like 
particulate matter, tar, sulfur, alkali metals and hydrogen 
chloride. Before being further processed into MeOH, the 
contaminants’ levels of syngas need to be as shown in Table 1 
[9]. 

TABLE 1: CONTAMINANT CONCENTRATIONS IN SYNGAS 

Contaminants Concentration (mg m-3) 
Particulate Matter (Char, Ash) < 0.02 

Tar < 0.1 
Sulfur (H2S, COS) < 1 

Nitrogen (NH3, HCN) < 0.1 
Alkali Halides (Primarily HCl) < 0.1 



146

The methods of cleaning of syngas differ for cold and hot gas 
streams and are chosen according to the syngas production 
method [9]. Syngas should also be conditioned to the conditions 
of the downstream processes using heaters and compressors. 
 
C. Syngas to Methanol 

The production of MeOH from syngas can be done either via 
the formation of methyl formate or using steam. The first 
method involves the following reactions: 

Carbonylation of MeOH:  
CO + CH3OH ⇌ HCOOCH3                     (1) 

Hydrogenation of methyl formate: 
HCOOCH3 + 2H2 ⇌ 2CH3OH                    (2) 

These reactions are performed on an alkoxide catalyst 
(RONa), which is poisoned by CO2 and H2O, abundantly present 
in the feed. Removing these compounds involves many 
technical and economic difficulties [10]. 

The formation of MeOH from syngas using steam, on the 
other hand, involves two different reactions: 

MeOH steam reforming:  
CO2 + 3H2 ⇌ CH3OH + H2O                     (3) 

Water-gas shift:  
CO + H2O ⇌ CO2 + H2                         (4) 

This process yields more MeOH than the first one. However, 
it needs high operating temperature and pressure and produces 
incompressible gases, which have to be purged downstream 
[11][12]. 
 
D. Methanol to Gasoline 

This step can be mainly performed through either the MTG 
process or STG+ process. The MTG (MeOH to Gasoline) 
process consists of two stages. The first stage is converting 
MeOH to dimethyl ether (DME) and the second one is 
converting DME to gasoline using a catalyst [14]. This process 
has a high yield of fuel, reaching 80%, can reach complete 
conversion, is energy efficient and produces gasoline of a good 
quality with a low concentration of contaminants. Its drawbacks, 
on the other hand, are induced by its use of a catalyst: catalyst 
aging and coking are inevitable and have to be dealt with. 

The STG+ process is also very close to the MTG one but 
involves more treatment of the produced gasoline to enhance its 
quality. This process also has a high yield of fuel and is able to 
convert syngas to gasoline without producing intermediate 
liquids. However, it is still in its early development stages with 
many aspects still unclear [14]. 

 
III.       STAGES OF PRODUCTION 

The simulation of the four stages involved in gasoline 
production from biomass used the Peng Robinson fluid package. 
The feed was considered as the organic waste of the whole 
country, which is approximately 150 tons/hour. The block flow 
diagram of the plant is shown in the appendix. 
A. Biomass to Syngas 

The thermal process of gasification was chosen over the 
biological ones. Biological processes are slow and may take up 
to 20 days to complete the reaction; hence, going with 
gasification would save us time and expenses. The gasification  

TABLE 2 - BIOMASS COMPOSITION 

Element C O H N S ASH 
Percentage 48.038 38.393 5.899 1.124 0.178 6.368 

 
plant includes the pretreatment of biomass using magnetic 
separators and shredders to reduce the particle size to be in the 
range of 0.25 mm and 0.55 mm to be used in the plant. The 
biomass feed used in this process was made up of the elemental 
composition shown in Table 2 [11]. 

Gasification takes place in a single unit in practice. This unit 
is divided into four main chambers, as shown in Fig. 1, each with 
its own operating temperatures and reactions. The pressure 
throughout the unit is maintained at about 300 kPa. For 
simulation purposes, each of these chambers was modelled 
separately using Aspen PLUS. 

Drying is necessary to reduce moisture to acceptable levels of 
about 10%-20%. This is done by adding heat from downstream 
streams to heat the feed to around 100˚C which removes water 
irreversibly. The process continues until a temperature of 200˚C 
is reached. Biomass then undergoes slow pyrolysis. The 
residence time in this part of the reactor is between 5 to 30 
minutes, with a low heating rate and at a temperature of 600˚C. 
Pyrolysis breaks down biomass into non-condensable gases 
(such as CO, CO2, H2 and CH4), bio-oil and char [9]. These 
products enter the gasification section where char is the major 
component that reacts.  

Gasification requires a gasifying agent to allow the reaction to 
take place in the form of a fluidized bed. Steam was chosen as 
the gasifying agent for the purposes of this simulation. The 
operating temperature is in the range of 800˚C and 1000˚C [9]. 
The reactions taking place in the gasification chamber are shown 
below in (5) to (14) [12]. 

C + CO2 ⇄ 2CO                             (5) 
C + H2O ⇄ CO + H2                         (6) 

C + 2H2 ⇄ CH4                             (7) 

 

Figure 1 - Combustion Unit 
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2CO + O2 ⇄ 2CO2                           (8) 
2H2 + O2 ⇄ 2H2O                           (9) 

CH4 + 2O2 ⇄ CO + 2H2O                   (10) 
CO + H2O ⇄ H2 + CO                       (11) 

CH4 + H2O ⇄ CO + 3H2                     (12) 
H2 + S ⇄ H2S                               (13) 

0.5 N2 + 1.5 H2 ⇄ NH3                      (14) 
Finally, the combustion stage is necessary to provide some of 

the energy required by the previous stages. Since combustion is 
the only exothermic reaction of all four stages, the hot gases may 
be used in drying, pyrolysis and gasification reactions. 

 
B. Syngas Conditioning and Cleaning 

Raw syngas from gasification is produced at 900ºC and 303.4 
kPa. This stream is imported into Aspen HYSYS with the same 
composition and conditions. However, before downstream 
processing of this gas, it should be conditioned and cleaned from 
contaminants such as hydrogen sulfide (H2S), and NH3 through 
scrubbing. The feed to the scrubbing section has to be at 60ºC 
and 7300 kPa [13]. The change from the initial conditions is 
achieved by using a series of heat exchangers for cooling as well 
as compressors for raising the pressure to the required value. 
Flash drums were used where necessary to remove any liquid 
water formed from cooling and compressing the stream.  

The scrubbing of H2S is carried out in an absorption column, 
in which chemical absorption takes place using methyl 
diethanolamine (MDEA). The streams leaving the absorption 
column are: sweet syngas (containing only 7.26 ppm H2S) and 
rich amine. The rich amine stream is fed into a regenerator to 
recover MDEA and recycle it back to the system. It is important 
to regenerate the amine and keep it in a closed cycle as it is toxic, 
hazardous, as well as an expensive specialty chemical. The sour 
gas leaving the top of the regenerator, is mainly composed of 
CO2 and H2S and is a by-product of the process.  

For downstream processing, the H2:CO and CO2:CO ratios in 
the scrubbed syngas must be adjusted. These ratios can be 
explained by studying the reactions involved in MeOH synthesis 
shown later. To attain these ratios the clean syngas undergoes a 
water-gas shift reaction shown in (4). This is done by passing 
the syngas stream over a bed of iron oxide-chromium oxide 
catalyst in a packed bed reactor (PBR). The syngas stream is 
introduced into the PBR at at 317.2ºC and 9500 kPa. A ratio of 
5:1 of steam to syngas was found to yield a ratio of 2.877 for 
H2:CO and 0.6002 for CO2:CO, which satisfies the requirements 
for MeOH synthesis. 

 

C. Syngas to Methanol 
This step is also modelled on Aspen HYSYS. The reactions 

involved are shown in (3) and (4). These take place over 
Cu/Zn/Al oxide catalyst in a PBR. This step operates under 
isothermal conditions for which the allowable temperature range 
is between 180℃ and 280℃ according to Bussche and Froment 
[14]. The inlet pressure used is in the range of 75 bars to 82 bars. 
The conditions that were used for design purposes were 245℃ 
and 7600 kPa. At such conditions, the reaction occurs in the 

vapor phase and therefore, the effluent is composed of a mixture 
of MeOH, H2O and unreacted gases. 

The effluent stream is cooled down to 60ºC, allowing the 
separation of MeOH and H2O from the unreacted gases via a 
distillation column. The liquid mixture of MeOH and H2O is 
then introduced to another distillation column, where MeOH is 
recovered as a liquid stream from the top with 95% purity due 
to the presence of some CO2 in the system, while H2O leaves as 
the bottoms at 99.9% purity. The column is operated with a 
pressure gradient of 1255 to 1290 kPa with 23 trays. 

 
D. Methanol to Gasoline (MTG) 

This procedure is developed by the international company 
Exxon Mobil. The main idea is to polymerize MeOH into 
alkanes with the help of a catalyst. Typically, zeolite catalysts 
are employed, which are adsorbents and catalysts found in 
around 40 different forms. They would be used at the second 
stage of the process. The first stage involves the conversion of 
MeOH to DME through dehydration as shown in (15). 

2CH3OH ⇋ (CH3)2O + H2O                   (15) 
The reaction is equilibrium limited and has a conversion of 

around 84% at optimal conditions [15]. A minimum operation 
pressure is 1500 kPa. The reactor is operated adiabatically. It 
may be operated isothermally but a medium would be required 
to remove the heat generated. The reaction occurs over high-
purity 𝛾𝛾-alumina catalyst, and in order to prevent catalyst 
deactivation and degradation, a maximum temperature of 400℃ 
is to be used throughout the whole reactor. The catalyst pellets 
are 3mm in diameter and have a bulk density of 940 kg/m3. The 
DME produced is then depressurized to 5000 kPa before being 
fed to the next stage going from DME to gasoline.  

In the second stage of the process, DME is reacted over 
ZSM-5 zeolite catalyst, on which chain growth of molecules is 
sterically hindered, hence only allowing for the production of 
gasoline and lighter molecules. The kinetic models proposed can 
be grouped into lumped models which are a compromise 
between simplicity for modelling purposes and representation of 
the reality of the process. Detailed reactions of the 
transformation of MeOH to gasoline involve a large number of 
equations which include the intermediate carbene; therefore, it 
is very difficult to estimate the rate constants for each reaction 
[16]. For design purposes, a molecular model involving lumped 
parameters, shown in (16) to (19), is used. The rate constants of 
these reactions and the associated parameters are determined 
experimentally by fitting the results of mass fractions of various 
lumps to the corresponding mass conservation equations.  

 A → C                                    (16) 
  2C → D1                                 (17) 

 A + D1 → D2                              (18) 
C + D1 → D3                              (19) 

The lumped model can be described as having MeOH-DME 
mixture, also known as oxygenates, as a single species (A). The 
oxygenates, mainly DME, react to form light olefins, ethylene 
and propylene (C) which oligomerize to form products in the 
gasoline range (D1). These products can further react with 
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MeOH/DME or light olefins to produce heavier products of 
gasoline, D2 and D3, respectively [17]. For simulation purposes, 
certain assumptions had to be made to apply these kinetics for 
gasoline production: 
1. Catalyst deactivation was not considered in this model. 
2. The reactor was modeled as isothermal and a fixed bed. 
3. Oxygenates (A) were modeled as DME due to its higher 

composition in the inlet stream. 
4. Water was used to balance reactions where necessary. 
5. Lighter hydrocarbons are assumed to be produced in (17), 

followed by heavier ones in the following two reactions due 
to greater branching. 

6. Light olefins (C) were modeled as propene, the lighter 
hydrocarbons in the gasoline range (D1) are represented as 
cyclohexane, the middle hydrocarbons in gasoline (D2) are 
modeled as cycloheptane and the heaviest hydrocarbons in 
gasoline (D3) are modeled as cyclodecane. 

The effluent stream is passed through a 3-phase separator 
followed by a series of distillation columns to get the desired 
composition and grade of gasoline. 4710 barrels/day of gasoline 
are produced in this plant, which can be sold in the market after 
adding certain agents to ensure that the gasoline abides by the 
EPA standards. 

 
IV. DESIGN CONSIDERATIONS 

Mass and energy balances were performed on each of the 
major unit operations in order to design them, including the PBR  
and the distillation column. The general mass and energy 
equations at steady state are given in (20) and (21). 

0 = ṁin − ṁout + ṁgenerated − ṁconsumed                (20) 
Where, dm

dt  is the mass accumulation (kg/s), ṁin and ṁout are 
the mass flows going into and out of the unit (kg/s) respectively, 
and ṁgenerated is the rate of mass generation (kg/s).  

0 = Ėin − Ėout + ∑ Q̇j + Ẇs                    (21) 
Where, dE

dt  is the energy accumulation term (W), Ėin and Ėout 
are the energy input and output of the unit (W) respectively, ∑ Q̇j 
is the net energy produced by the unit (W) and Ẇs is the shaft 
work produced by the unit (W). 
 
A. Packed Bed Reactor 

The design of a PBR requires using the Ergun equation along 
with the overall component mole balance equation in (22). 

dFA
dW = rA

′                                     (22) 
Where, FA is the flowrate of component A (kmol/s), W is the 

catalyst weight (kg) and rA
′  is the specific reaction rate (kmol/kg 

catalyst.s). These equations were applied to the MeOH synthesis 
reactor and yielded the parameters shown in Table 3. 
 
B. Distillation Column 

The conventional mass and energy balances along with the 
Erbar-Maddox correlation relating the minimum and actual 
reflux ratios to the minimum and actual number of stages of the 
column were used for the design of the distillation column. The  

TABLE 3 – DIMENSIONS OF MEOH-SYNTHESIS PBR 

Tube outer diameter (𝑑𝑑0) 0.0381 m 
Tube inner diameter (𝑑𝑑𝑖𝑖) 0.0313 m 

Total number of tubes per vessel (𝑁𝑁𝑡𝑡) 2500 
Tube volume 0.0146 m3 

Tube length (L) 13 m 
L/𝑑𝑑0 341.2 

Surface area of tubes in a vessel (𝐴𝐴𝑜𝑜) 3889 m3 
Shell diameter (𝐷𝐷𝑠𝑠) 2.73 m 

L/𝐷𝐷𝑠𝑠 ~5 
 

dimensions shown in Table 4 were obtained for the column 
separating water from MeOH. 
 

V. OTHER CONSIDERATIONS 
After modelling the plant, certain aspects have to be taken into 

account to assess the consequences of the implementation of 
such a plant. These include: by-products of the processes, plant 
location, safety considerations and environmental impact. 

 
A. By-Products 

There are several by-products of the previously mentioned 
processes that require further treatment. The first one is the sour 
gas produced from the regeneration of the rich amine in the 
scrubbing section of the plant. This stream is mainly composed 
of CO2 and H2S, with 86 wt% and 12 wt%, respectively. It is 
sent for further waste processing in a Claus process. This process 
converts H2S into elemental sulfur in the presence of air as 
shown in (23) and (24). Fig. 2 shows the block flow diagram of 
the Claus process. 

H2S +  1.5 O2 → SO2 + H2O                 (23) 
2H2S +   O2 → 2S +  2H2O                  (24) 

The second by-product is unreacted DME from the MTG. 
This can be obtained from the 3-phase separator following the 
second PBR in the process. DME is then separated from the 
mixture of gases and can be used as a fuel after undergoing 
necessary treatment. 

Ash is another by-product of the gasification process. It can 
be used in the manufacture of cement concrete, roofing material 
and bricks. EPA supports the use of ash in an encapsulated form 
due to the various benefits this has, such as lowering the 
greenhouse gas emissions, reducing the cost of ash disposal and 
improving the strength and durability of material [18]. 

 
TABLE 4 – DIMENSIONS OF MEOH-WATER COLUMN 

Number of stages (N) 52 
Reflux Ratio (R) 0.52 

Column Diameter (Dc)  4.8 m 
Column height (H)  52 m 
Pressure drop (ΔP)  330 kPa 

Number of holes per tray (Nh) 17,472 
Residence time (τ)  9.6 h 
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Any steam leaving the plant can be used as a heat source for 
heat exchangers elsewhere in the plant. This is done by carrying 
out heat integration calculations on the whole plant. 

 
B. Scale of Biomass to Gasoline Plants 

There is no current plant on a commercial scale converting 
biomass to gasoline, neither is there one converting biomass to 
methanol. However, several projects have demonstrated the 
biomass to methanol conversion on a pilot scale such as the 
Hynol project in the US, the Bio-Meet and Bio-Fuels projects in 
Sweden and the BGMSS project in Japan. These showed many 
problems associated with that conversion including its high 
energy consumption [19]. 

Each of the stages of production is available individually on 
a commercial scale. Gasification was used to produce 
combustible gases from organic feeds using blast furnaces since 
180 years. Gasifiers are also used in Swedish strategic 
emergency plants. At present, there are about 64 gasification 
plants around the world operating on coal [20]. As for scrubbing, 
it is commonly used in the cleaning process of sour gas in the oil 
and gas industry. Dow Chemical and Union Carbide developed 
a CO2 scrubbing process using MEA in the 1970s and 1980s. 
Since then, 21 commercial plants have been built, including 10 
large plants and 11 skid-mounted ones [21]. Syngas to methanol 
plants also do exist on the commercial scale, but not all of them 
necessarily use the same process as the one described in this 
paper. One of these plants is located in Trinidad and Tobago, 
operational since 2004, and producing 1.7 million tons/year 
[22]. As for MTG process plants, they are as well available on 
the commercial scale. The JAMG plant in Shanxi, China, is an 
example of such plants, operating since 2009 and producing 
2,500 barrels/day of gasoline [23]. 

  
C. Plant Location 

Three potential locations of the gasoline production plant were 
screened using a selection matrix. The screened locations were 
the vicinities of Akkar in North Lebanon, Zahle, in Bekaa, and 
Sibline in South Lebanon, all of which are close to continuous 
sources of water due to the plant’s constant need for H2O. The 
selection matrix included ten factors, with a weight of 10% each: 
marketing area, raw materials, transport, availability of labor, 
utilities, environment, local community, land, climate and  

politics. The selection matrix showed that Sibline, in South 
Lebanon, would be the best match for the plant construction. 
 
D. Safety Considerations 

Gasoline is a highly flammable fuel that requires extensive 
precautions to deal with to isolate it from any ignition sources. 
Its Threshold Limit Value (TLV) is 300 ppm as an eight-hour 
time weighted average (TWA). The NFPA diamond of gasoline 
is shown in Fig. 3 [24]. 
 
E. Environmental Related Issues 
Gasoline has serious environmental impacts on its surrounding 
due to the extensive list of pollutants it emits. Three of these 
pollutants are the weightiest due to their impact on the 
environment: CO, hydrocarbons and NOx. CO is the product of 
incomplete combustion of gasoline and can be life threatening 
at very high levels. Hydrocarbons, under sunlight, are precursors 
to the formation of ozone, which is detrimental to health at 
ground levels. As for NOx, which are produced by the 
combustion of gasoline, they contribute to the formation of acid 
rain as well as ground-level ozone. Other pollutants also include 
CO2, SO2, PM and VOCs [24]. 

  
VI. ECONOMIC ANALYSIS 

Since the aim of the paper is primarily the modeling and design 
of the biomass to gasoline process, a mere preliminary economic 
analysis on the operating costs was conducted. Initially, this 
analysis resulted is a loss of $300,000/day. However, with 
governmental support eliminating the tariff of sea water usage, 
profit will be generated, as shown by Table 5. 

Optimization, heat integration and control of the units are not 
performed yet. However, when performed, they will help in 
further reducing the operating costs of the plant. 

 
TABLE 5 – PRELIMANARY ECONOMIC ANALYSIS 

Utility Cost ($/day) 
Water 27,700 
Steam 278,000 

Sea water 0 
Power 362,000 

Profit from MSW  654,000 
Profit from gasoline  365,000 

Total  351,000 
 

 

Figure 2 - Claus process schematic diagram 

Figure 3 - Hazards of Gasoline 
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VII. CONCLUSION AND RECOMMENDATIONS 

In conclusion, it seems like, design wise, the process of 
converting biomass to gasoline through the thermal pathway of 
gasification is feasible. The units involved and their dimensions 
are achievable. The by-products of the process are also 
manageable and a suitable location to operate the plant is 
available. Although the process gets rid of Lebanon’s waste, its 
product has emissions with a serious environmental impact. 
Safety wise, gasoline can also sensitive to deal with. At the 
current stage, governmental support is needed for the plant to be 
able to generate profit and break even. 

It is recommended that the plant would be constructed since it 
can efficiently deal with more than half of Lebanon’s waste 
while at the same time, provide it with its main transportation 
fuel. Stringent regulations have to be put on the plant’s process 
to insure the production of a high quality gasoline with the least 
environmental impact. It would also be strategic for the public 
sector to operate the plant since this would imply a lower cost of 
utilities as well as cheaper gasoline for citizens.  
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Abstract - The project at hand deals with the conversion of a 
biomass and sludge feed to gasoline via a series of reactions and 
processes. First, the biomass is pretreated, then it undergoes 
anaerobic digestion whereby different types of bacteria degrade it 
to produce biogas, which is a mixture of methane (60%), carbon 
dioxide (40%) and traces of other compounds such as hydrogen 
sulfide and ammonia. These sulfur and nitrogen compounds cause 
catalyst poisoning and corrosion, thus a desulfurization process is 
designed via the use of Fe(III)EDTA solution. Next, the biogas is 
converted to syngas, which is a mixture of carbon monoxide and 
hydrogen, through the process of reforming. Thus, upon the arrival 
to the reformer units, the carbon dioxide is removed via the first 
dry reforming reaction with a conversion of 21% and with a H2/CO 
ratio of 1. The latter stream enters the steam reformer and achieves 
a conversion of methane equal to 46% and a H2/CO ratio of 2:1. 
This stream is then taken to the MDEA unit to clean the syngas 
from any remaining carbon dioxide. Then, the syngas is converted 
to syncrude via Fischer Tropsch reaction. This step is followed by 
a hydrocracking process whereby fuel gas, LPG, gasoline, diesel 
and waxes are produced in the first stage, and whereby diesel and 
waxes are hydrocracked into gasoline in the second stage. 
Hydrocracking achieves a 92.21% conversion of waxes into 92% 
pure gasoline. The end result is the production of 137.1 kg/hr of 99% 
pure gasoline. 

I. INTRODUCTION 

Energy requirements are increasing with the decrease in the 
abundance of reserves and an increase in the prices of energy 
sources and raw materials. Fossil fuels serve as a major source 
of energy in Lebanon whereby 29% of this energy is consumed 
by the electricity sector and 36% is consumed by the 
transportation sector [2]. Since Lebanon is not an oil producing 
country, it imports about 96% of its primary energy from abroad. 
Gasoline is among the most demanded because it is used for 
fueling internal combustion engines for cars, motorbikes, trucks 
and other transport vehicles. The fact that at least 75% of 
households own a car in Lebanon justifies the large demand for 
gasoline [2]. Aside from the deficit of energy sources in 
Lebanon, the country has been facing a garbage crisis due to the 
accumulation of 10,000,000 tons in a sanitary landfill near the 
town of Naameh [3]. Up until July 17, 2015, the landfill was 
receiving 45% of Lebanon garbage which is estimated to be 
4,000 Ton/day, equivalent to 1.5 million tons/year, including 
domestic, industrial and medical waste [4].  

We, as engineers, are expected to find practical and efficient 
solutions to these problems. One way to do this is to use the 
excessive waste that is accumulating in Lebanon and transform 
it through a series of treatments and reactions beginning with 
Anaerobic Digestion to produce biogas, a mixture of methane 
and carbon dioxide, then transform the biogas to synthesis gas, 
referred to as syngas which is a mixture of hydrogen gas and 
carbon monoxide, via a Reforming process, and finally the 
syngas is converted to gasoline by the Fischer Tropsch 
technology. A further Hydrocracking step is needed to achieve 
better yield of gasoline.  
 

II. METHODS 

A. Biomass Pretreatment 
The chosen feed constituted of 75% slaughterhouse wastes, 

15% food wastes and 10% cow manure which resulted in an 
overall waste composition of 23.5% carbohydrates, 12.18% 
proteins, 60% fats and the rest is ashes [7]. The loading rate for 
the solid biomass was chosen to be 10000 kg/hr, similar to the 
loading rate used in the A.D. plant in Sidon, Lebanon. The 
loading rate of the mixed sludge stream was chosen to be 14400 
L/hr, equivalent to the amount of sewage produced in Lebanon 
[8]. 

Biomass underwent a pretreatment process before entering 
the Anaerobic Digestion (A.D.) plant to ensure uniform particle 
size and to aid the hydrolysis step of A.D. in particular. It was 
mechanically treated to obtain smaller biomass substrate shards 
that result in easier flow and better enzymatic activity in the A.D. 
process due to the increase in the substrate surface area. The 
substrate was also heated up to 125℃. 

 
B. Biomass to Biogas 

Biomass can be converted to a gas mixture mainly composed 
to carbon dioxide and hydrogen via different pathways, the most 
important of which are Anaerobic Digestion and Gasification.  

Gasification is a process that converts biomass to producer gas 
in the presence of an oxidizing agent, such as steam, air or 
oxygen, at high temperatures (>700oC). Producer gas is a 
mixture of carbon dioxide, hydrogen carbon monoxide, nitrogen, 
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Abstract - The project at hand deals with the conversion of a 
biomass and sludge feed to gasoline via a series of reactions and 
processes. First, the biomass is pretreated, then it undergoes 
anaerobic digestion whereby different types of bacteria degrade it 
to produce biogas, which is a mixture of methane (60%), carbon 
dioxide (40%) and traces of other compounds such as hydrogen 
sulfide and ammonia. These sulfur and nitrogen compounds cause 
catalyst poisoning and corrosion, thus a desulfurization process is 
designed via the use of Fe(III)EDTA solution. Next, the biogas is 
converted to syngas, which is a mixture of carbon monoxide and 
hydrogen, through the process of reforming. Thus, upon the arrival 
to the reformer units, the carbon dioxide is removed via the first 
dry reforming reaction with a conversion of 21% and with a H2/CO 
ratio of 1. The latter stream enters the steam reformer and achieves 
a conversion of methane equal to 46% and a H2/CO ratio of 2:1. 
This stream is then taken to the MDEA unit to clean the syngas 
from any remaining carbon dioxide. Then, the syngas is converted 
to syncrude via Fischer Tropsch reaction. This step is followed by 
a hydrocracking process whereby fuel gas, LPG, gasoline, diesel 
and waxes are produced in the first stage, and whereby diesel and 
waxes are hydrocracked into gasoline in the second stage. 
Hydrocracking achieves a 92.21% conversion of waxes into 92% 
pure gasoline. The end result is the production of 137.1 kg/hr of 99% 
pure gasoline. 

I. INTRODUCTION 

Energy requirements are increasing with the decrease in the 
abundance of reserves and an increase in the prices of energy 
sources and raw materials. Fossil fuels serve as a major source 
of energy in Lebanon whereby 29% of this energy is consumed 
by the electricity sector and 36% is consumed by the 
transportation sector [2]. Since Lebanon is not an oil producing 
country, it imports about 96% of its primary energy from abroad. 
Gasoline is among the most demanded because it is used for 
fueling internal combustion engines for cars, motorbikes, trucks 
and other transport vehicles. The fact that at least 75% of 
households own a car in Lebanon justifies the large demand for 
gasoline [2]. Aside from the deficit of energy sources in 
Lebanon, the country has been facing a garbage crisis due to the 
accumulation of 10,000,000 tons in a sanitary landfill near the 
town of Naameh [3]. Up until July 17, 2015, the landfill was 
receiving 45% of Lebanon garbage which is estimated to be 
4,000 Ton/day, equivalent to 1.5 million tons/year, including 
domestic, industrial and medical waste [4].  

We, as engineers, are expected to find practical and efficient 
solutions to these problems. One way to do this is to use the 
excessive waste that is accumulating in Lebanon and transform 
it through a series of treatments and reactions beginning with 
Anaerobic Digestion to produce biogas, a mixture of methane 
and carbon dioxide, then transform the biogas to synthesis gas, 
referred to as syngas which is a mixture of hydrogen gas and 
carbon monoxide, via a Reforming process, and finally the 
syngas is converted to gasoline by the Fischer Tropsch 
technology. A further Hydrocracking step is needed to achieve 
better yield of gasoline.  
 

II. METHODS 

A. Biomass Pretreatment 
The chosen feed constituted of 75% slaughterhouse wastes, 

15% food wastes and 10% cow manure which resulted in an 
overall waste composition of 23.5% carbohydrates, 12.18% 
proteins, 60% fats and the rest is ashes [7]. The loading rate for 
the solid biomass was chosen to be 10000 kg/hr, similar to the 
loading rate used in the A.D. plant in Sidon, Lebanon. The 
loading rate of the mixed sludge stream was chosen to be 14400 
L/hr, equivalent to the amount of sewage produced in Lebanon 
[8]. 

Biomass underwent a pretreatment process before entering 
the Anaerobic Digestion (A.D.) plant to ensure uniform particle 
size and to aid the hydrolysis step of A.D. in particular. It was 
mechanically treated to obtain smaller biomass substrate shards 
that result in easier flow and better enzymatic activity in the A.D. 
process due to the increase in the substrate surface area. The 
substrate was also heated up to 125℃. 

 
B. Biomass to Biogas 

Biomass can be converted to a gas mixture mainly composed 
to carbon dioxide and hydrogen via different pathways, the most 
important of which are Anaerobic Digestion and Gasification.  

Gasification is a process that converts biomass to producer gas 
in the presence of an oxidizing agent, such as steam, air or 
oxygen, at high temperatures (>700oC). Producer gas is a 
mixture of carbon dioxide, hydrogen carbon monoxide, nitrogen, 

2 
 

sulfur, char and alkali compounds. It requires an extensive 
cleaning process to prevent plugging of downstream equipment 
due to the deposition of char, corrosion as a result of alkali 
compounds sticking on metal surfaces, the formation of 
ammonia from nitrogen which when combusted results in 
nitrogen oxide which is polluting and the poisoning of the 
catalyst due to presence of sulfur.  

Anaerobic Digestion is the biological process that converts 
organic matter into biogas under the action of “close-knit” 
communities of bacteria in the absence of oxygen [5]. AD 
pathways involve complex biological steps: hydrolysis, 
acidogenesis, acetogenesis and methanogenesis. The 
temperature conditions for A.D. can either be chosen as 
mesophilic conditions, i.e. a temperature range of 20-37oC, at 
which the residence time is 15-30 days, or they can be chosen as 
thermophilic conditions, i.e. a temperature range of 50-65oC, at 
which the residence time is 12-14 days.  

A.D. rather than Gasification was selected as the method of 
choice for the conversion of biomass to biogas. A.D. is less 
energy intensive than gasification since it requires significantly 
lower temperature conditions: the operating temperature for A.D. 
range from 20-65oC whereas the operating temperature for 
Gasification needs to be greater than 700oC. Moreover, A.D. 
does not result in ash and char formation as opposed to 
Gasification. This implies that a less expensive cleaning process 
for the gas produced in A.D. is required.  

The kinetic constants corresponding to A.D. were obtained 
from experimental studies that rely on calculator blocks. The 
latter have FORTRAN program which calculates the products 
released at each step [7]. These calculator blocks take different 
variables, such as flow rate, volatile fatty acid and ammonia 
concentrations and temperature. Moreover, this study provides 
the reaction rates by using the power law, which includes 
specific growth rate of microorganisms and ammonia 
inhibitions [7].  

A.D. was modeled according to wet digestion because the 
feed chosen contained high moisture content. Second, A.D. 
reactions were carried in three stage Continuously Stirred Tank 
Reactors (CSTRs) operating at thermophilic conditions (55℃) 
with a total retention time of 12 days to optimize conditions for 
each step of the A.D. In CSTR 1, hydrolysis reactions occur. In 
CSTR 2, acidogenesis and acetogenesis took place, and in CSTR 
3 acetogenesis and methanogenesis to benefit from the 
synergetic relationship between hydrogen producing bacteria, 
(acetogens) and hydrogen scavenging bacteria (methanogens). 
The A.D. process was modeled on Aspen Plus with the Non-
Random Two Liquid Model (NRTL) chosen as the fluid 
package.  

A nutrient-rich digestate, typically used as a bio-fertilizer, 
resulted from the A.D. process, and it was subjected to 
dewatering and water treatment. 

C. Biogas Treatment: Desulfurization 
   Hydrogen sulfide (H2S) formed during A.D. process should be 
removed from the biogas mixture to prevent catalyst poisoning 
in the upcoming reforming process and to reduce risk of 

corrosion. Chemical oxidation using iron-chelated solution was 
chosen as the desulfurization method. Iron (III) held in Ethylene 
Diaminetetraacetic Acid (EDTA), a chelating solution, was 
capable of converting H2S into elemental sulfur in a packed 
column [20]. The reaction that takes place between Fe 
(III)EDTA and H2S is: 

4Fe(III)EDTA+H2S→4Fe(II)EDTA+4H++S 
 

   Using Iron (III) solution has various advantages. First, Iron (III) 
solution has a removal efficiency of 97%. Second, Iron (III) 
solution does not react with carbon dioxide and methane which 
are the primary components of biogas, so there is no loss of CO2 
and CH4 that are used to produce syngas. Third, Iron (III) can be 
regenerated. Finally, the method is a low cost H2S removal 
system.  
   The kinetic framework for the design of the proposed 
desulfurization method relies on absorption- reaction-transport 
model. This means that mass transfer is modeled in parallel to 
the chemical reaction [5]. This process was applied in an 
industry sized column packed with bio-balls, with diameter of 5 
cm, and with a diameter of 0.5 m and a height of 0.8 m. The 
absorption column was considered to be a packed bed reactor 
since absorption and chemical reactions were taking place in 
series [5]. The rate constant of this process includes the rate of 
mass transfer of H2S from the bulk gas to the gas-liquid interface 
and from the gas-liquid interface to the bulk liquid, and the 
reaction rate. It was found to be 5.7 seconds according to the 
following equation: 
   The chelated iron process is applied in an industry sized 
packed column with a diameter of 0.5 m and with a height of 0.8 
m. The column is packed with bio-balls, with diameter (dp) of 5 
cm, for removing entrained droplets from the gas stream. The 
absorption column is considered to be a packed bed reactor since 
absorption and the reaction are taking place in series [9]. 

The stream containing Fe(II)EDTA solution and sulfur was 
sent to a sedimentation tank. The sulfur settled at the bottom of 
the tank, and the Fe(II)EDTA solution was taken to another unit 
to regenerate Fe(III)EDTA by oxidizing it with air according to 
the following reaction: 

4Fe(II)EDTA+O2+4H2O→4Fe(III)EDTA+4OH- 
The reaction follows second order kinetics with respect to 

Fe(II)EDTA and first order kinetics with respect to oxygen in 
the air [20]. This results in a k value of 5.56× 10−3 m6/mol2.s and 
activation energy equal to 27.2 kJ/mole. 

Desulfurization is modeled on Aspen Plus using the NRTL 
fluid package. 

D. Biogas to Syngas 
To convert the resulting biogas to syngas, a reforming process 

is implemented to produce gases with high hydrogen yield for 
fuel cells and gas engines and to obtain a pre-determined H2/CO 
ratio for further industrial processes, like gasoline production in 
Fischer Tropsch reactors. There are three types of reforming 
processes: dry reforming, steam reforming and autothermal 
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reforming. Dry reforming is the most commonly used process in 
the industry which results in the almost 100% conversion of 
carbon dioxide, a greenhouse gas.  However, coke formation 
that results in catalyst poisoning is an issue in dry reforming. 
Steam reforming requires low operation temperatures, and it 
gives the best H2/CO ratio for fuel production. However, it 
results in high percentages of air emissions, and it initially 
requires high capital costs. Autothermal reforming requires an 
oxygen production plant which is expensive. Moreover, in the 
case of autothermal reforming commercial and scientific 
experience is limited.  

In this project, dry and steam reforming are coupled in series 
to achieve a desirable H2/CO ratio of 2 suitable for of two for 
gasoline production out of Fischer Tropsch technology. The 
types of reforming processes were chosen based on the energy 
requirements, the capital and operational costs and the 
environmental impact.  

Dry reforming occurs in a homogeneous fixed bed according 
to the following heterogeneous catalytic reaction: 

                 CH4+CO2→2H2+2CO       ∆𝐻𝐻2980 =+247 KJ/mol 
 

   The reaction is highly endothermic; it requires an excessively 
high temperature to reach a high conversion. Coke formation 
inhibits the activity of the catalyst particles by filling their active 
sites at relatively high temperatures, between 500ᵒC and 600ᵒC. 
This results in a pressure increase inside the reactor’s tubes. 
Coke formation and consumption are described by the following 
reactions: 

C+H2O↔CO+H2 

C+CO2↔2CO 
  
Nevertheless, one advantage of resorting to this method is the 

low H2/CO ratio obtained, ranging between 0.8 and 1.2. This 
allows the production of liquid oxygenated products such as 
aldehydes and alcohols from biogas streams. Moreover, water 
gas shift (WGS) and reverse WGS reactions usually accompany 
all types of reforming reactions, but at different rates. These 
reactions are described below: 

CO+H2O↔CO2+H2 
 
Steam reforming is a heterogeneous catalytic reaction that 

takes place in a packed bed tubular reactor (PBR). Coke 
formation also occurs but at higher temperature and remains less 
drastic than in the case of dry reforming. WGS reactions take 
place, leading to the following overall exothermic reaction: 

CH4+2H2O↔CO2+4H2 
 
The choice of the catalyst influences the rate of the reaction, 

the level of coke accumulation as well as the operating 
conditions such as temperature and pressure. Nickel based 
catalysts were chosen for both dry and steam reforming because 
they are used extensively in industry due to their low cost (100 
to 150 times less expensive than the Ruthenium based catalysts). 
However, the temperature and pressure conditions have to be 

accommodated in order to avoid carbonaceous accumulations 
and thus poisoning of the catalyst. 

The reforming process is modeled on Aspen Hysys using Peng 
Robinson (PR) as the fluid package. 

E. Treatment of Syngas 
    The syngas was treated to remove the carbon dioxide. Methyl 
Diethanolamine (MDEA) is a tertiary amine, used in industrial 
setups for its selectivity towards carbon dioxide. It was 
therefore used to treat acid gas and clean it with greater 
efficiency than pure water scrubbing. It is also resistant to 
degradation and is less corrosive than primary and secondary 
amines [4]. 

F. Syngas to Syncrude 
 To convert the treated syngas to the desired product which is 

gasoline, two types of processes can be used: Fischer Tropsch 
Synthesis (FTS) that produces syncrude which can be upgraded 
to gasoline and ExxonMobil process which converts syngas to 
methanol followed by the conversion of methanol to gasoline. 
In case of the ExxonMobil process, the thermodynamics are not 
in favor of methanol production, thus   a high operating pressure 
(10 MPa) is required to drive the reaction. Whereas in the case 
of FTS, the process is almost free of thermodynamic limitations, 
thus low pressures (1 MPa) are used. In addition, FTS gives high 
conversion of syncrude to hydrocarbons without the need to pass 
through an intermediate as opposed to the ExxonMobil process 
which necessitates the passage of syncrude to an intermediate 
(methanol) to produce gasoline. In addition, the process of 
converting methanol to gasoline is a licensed technology by 
ExxonMobil, thus the access to scientific literature is limited. 
On the other hand, FTS is a well-established technology. 
However, the ExxonMobil process produces gasoline-range 
hydrocarbons rich in aromatics which meets the market 
requirements, whereas the FTS gasoline product has low quality 
for marketing and needs to be further refined to meet the market 
requirements. Thus, the resulting costs for gasoline production 
via ExxonMobil process are lower (0.82US$/L) compared to 
those needed for gasoline production via FTS (0.88 US$/L) [1]. 
Based on this comparative analysis between the two methods, 
FTS was selected as the method for the conversion of syngas to 
gasoline.  

 During FTS, syngas is converted into a mixture of 
hydrocarbons, oxygenates, water and carbon dioxide by a series 
of chemical reactions. The mixture of hydrocarbons and 
oxygenates is referred to as synthetic crude oil or syncrude, 
which like conventional crude oil requires refining to be used in 
the market as chemicals or motor fuels.  

Reactions that take place during the conversion of syngas over 
FTS heterogeneous transition metal catalyst are divided into: 
main reactions, side reactions and reactions responsible for 
catalyst modification [1]: 

 
Main Reactions: 
Paraffin Formation    (2n+1)H2+nCO→CnH2n+2+nH2O          
Olefin Formation       2nH2+nCO→CnH2n+nH2O                 
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Water Gas Shift         CO+H2O↔CO2+H2                         
 
Side Reactions: 
Alcohol & Ether        2nH2+nCO→CnH2n+2O + (n-1)H2O     
Alcohol & Ketone     (2n-1)H2+nCO→CnH2nO + (n-1)H2O   
Carboxylic acid         (2n-1)H2+nCO→CnH2nO + (n-1)H2O   
& Ester  
Boudourad Reaction  2CO→C+CO2 

 

Catalyst Modification: 
Catalyst Oxidation      MxOy+yH2↔yH2O+xM 
Catalyst Reduction     MxOy+yH2↔yCO2+xM 
Bulk Carbide              yC + xM↔MxCy 
Formation  

Where n is the carbon number 
 
   FTS can be simplified by the combination of these reactions: 

FT                             CO + (1+m/2n)H2→(1/n)CnHm+H2O 
WGS                         CO+H2O↔CO2+H2 

Where n is the average number of carbon atoms, and m is the 
average number of hydrogen atoms.  
   FTS produces a wide range of hydrocarbons. However, 
modeling all the resulting products is usually impractical and 
time consuming. Therefore, existing kinetic model based on 
Anderson-Schulz-Flory (ASF) distribution was used for 
modeling a realistic and consistent product distribution from 
FTS. The options chosen for the optimum production of gasoline 
are summarized in Table 1: 

TABLE I 
SUMMARY OF FTS CONDITIONS 

Factor Choice 
Catalyst Iron 
Reactor Fluidized Bed Reactor 

Temperature  315℃ 
Pressure 2.0 MPa 

H2/CO Ratio 2/1 

 

G. Syncrude to Gasoline 
 Products obtained from FTS consisted mainly of paraffins 

and olefins with carbon numbers ranging from 1 to 130. Thus, 
the wide range of hydrocarbons required further treatment to 
maximize the production of gasoline which is the end product. 
Thus, hydrocracking unit is used to crack long hydrocarbon 
molecules into smaller ones that specifically fall in the range of 
gasoline formation. Gasoline cuts contain hydrocarbons ranging 
from C5 to C12, so the feedstock into the hydrocracking unit 
contains hydrocarbons ranging from C13 to C24, which were 
cracked into smaller molecules and later on combined with the 
gasoline produced directly from FTS to get the final yield of 
gasoline out of the plant. 

A catalyst consisting of 80 wt% zeolite and 20 wt% binder on 
Silica-Alumina with a density of 860 kg/m3 was chosen. The use 
of maximum amounts of zeolite allows low operating 
temperatures resulting in low production of undesired gaseous 
products such as C1 to C3 hydrocarbons. Both FT and 

hydrocracking were modeled on Aspen Hysys using Soave-
Redlich-Kwong (SRK). 

 
H. Process Flow Diagram 

 
The process can be summarized in the following block flow 

diagram.  
 
 
 
 

 
 
 
 
 

 

 
 

III. RESULTS 

The plant was done on an industrial scale whereby the feed 
chosen was representative of the wastewater and the biomass 
amounts produced in Lebanon as a whole and the equipment 
sizes were scaled up.  
A. Results of Anaerobic Digestion 

During hydrolysis, complex organic compounds are 
biologically degraded to simpler intermediates by the addition 
of water and under the action of extra-cellular enzymes 
produced by enzyme secreting and fermentative 
microorganisms [6]. Hydrolysis is considered to be the rate 
limiting step [6]. Then, these intermediates undergo 
acidogenesis to obtain fatty acids: acetic acid, iso-butyric acid 
and iso-valeric acid, along with hydrogen gas, carbon dioxide 
[6]. Glucose, which was modeled as dextrose, is converted into 
acetate, butyrate and propionate, and glycerol is converted into 
propionate.   

Finally, the biogas produced had a composition of 40wt% 
CO2, 60 wt% CH4, and traces of ammonia, hydrogen and 
hydrogen sulfide. 

 
B. Results of Desulfurization 
  The Fe(III)EDTA solution had no effect on the other 
components of the biogas, as predicted, and was efficient in 
converting H2S into sulfur. The mole flow of H2S decreases 
from 12.2928 kmol/hr to 0.03 kmol/hr (99.7% removal). 
 
C. Results of Reforming 
  The inlet stream to the reforming unit was heated to 500℃ 
using a furnace to avoid coke accumulation, then fed to a packed 
bed reactor (PBR) operating isothermally and at a pressure of 1 
bar. The conversion was 21.55% for the dry reforming reaction 
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Biogas + H2S 
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and 11.44% for the WGS reaction. This low conversion was 
expected due to the relatively low inlet temperature. The outlet 
stream entered the steam reforming PBR at a temperature of 750℃ 
and a pressure of 1 bar. A 46% conversion for the steam 
reforming reaction and a 7.974% conversion for the WGS 
reaction were obtained. The outlet H2/CO ratio of the syngas 
reached a desirable value of 2.096 for the FT inlet and the stream 
was cooled to 15℃ to separate water form syngas.  
 
D. Results of FT 
The stream entering the FT reactor is free of carbon dioxide via 
MDEA cleaning. Results showed that an optimal temperature of 
315℃ produced rapidly a great amount of hydrocarbons in the 
light gas and gasoline cuts, leaving little amount of heavy 
paraffins, at a pressure of 2 MPa. The hydrocracking unit 
resulted in a 44% increase in the production of gasoline, and the 
final product distribution after hydrocracking had between 58.8 
and 60.6% of gasoline.  
 
E. Results of Hydrocracking 

   The hydrocracking unit yielded an increase in the conversion 
in the gasoline cut up to 92.21% with traces of impurities mainly 
consisting of the unreacted hydrogen and heavier uncracked 
molecules. Different hydrocarbons with different carbon 
numbers yielded a different conversion percentage of their 
respective cracked molecules. The conversion ranges between 
84.66% for C14 and 99.94% for C24. The final aim was to send 
the end product to the export line and sell it as a transportation 
fuel. In order to do this, the temperature and pressure needed to 
be reduced to atmospheric conditions appropriate for 
transportation and storage. First, the hydrocracking products 
which came out of the hydrocracking unit at a very high pressure 
of 9.999 MPa were depressurized. The stream is liquid, therefore 
control valves were used in order to release some of the pressure 
and conduct separation. For safety reasons, the depressurization 
process needed to be done in four steps by using four control 
valves, each reducing the inlet pressure of the incoming stream 
by 1/3. The final stream had a pressure of 1 atm. This stream 
was combined with the stream of gasoline from the FTS section, 
and the outlet stream was cooled to room temperature (25℃). 
 

IV. CONCLUSION 

  Although different operating conditions were tested during the 
implementation of the simulation, to try to optimize the results 
of yields and conversions mentioned above, the latter remain not 
optimal. Future work include the designing of the units, the 
optimization of the plant, and heat integration of the streams, the 
application of process control strategies to finalize a P&ID, the 
evaluation of a HAZOP study and finally, rendering the entire 
project an actually profitable one.  
 
  Some current recommendations can be suggested starting with 
the reforming process, where the dry reformer can be operated 
at a higher temperature, thus increasing the conversion. 

Knowing that the latter will poison the catalyst due to the 
considerable rate of coke accumulation, a catalyst regeneration 
unit can be added to the plant. Moreover, one important product 
of the FT process is the LPG, which can be sold or burnt for 
internal energy requirements. The gasoline obtained can also be 
further treated or mixed with additives to yield a higher octane 
number especially that the price of gasoline is decreasing 
nowadays. Finally, a major quantity of water is obtained out of 
the plant’s flash separators, and can be used either as a coolant 
in heat exchangers, or as a water makeup stream in the MDEA 
cleaning process, depending on its purity, i.e. the level of 
contaminants in it. 
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 ai: gas-liquid interfacial area per volume of bed (m2/m3) 
 𝐶𝐶𝐹𝐹𝐹𝐹(𝐼𝐼𝐼𝐼𝐼𝐼)𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸: concentration of Fe(III)EDTA in bulk 

liquid (mole/m3) 
 𝐸𝐸𝐻𝐻2𝑆𝑆 : the liquid film enhancement factor 
 𝑓𝑓𝑙𝑙: ratio of volume to liquid to the reactor 

volume.constant (m3/mol.s) 
 k1,d: rate constant for dry reforming reaction 

(mol/kgcat.s)  
 k2,d: rate constant for WGS reaction for dry reformining 

(mol /kgcat.s) 
 k1,s: rate constant for steam reforming reaction 

(mol/kgcat.s) 
 k2,s: rate constant for WGS reaction for steam 

reformining (mol/kgcat.s) 
 K1,s: equilibrium constant in R1,s (bar-1) 
 K2,s: equilibrium constant in R2,s (bar0) 
 KCO2,1,d : adsorption coefficient of CO2 in R1, d (bar-1) 
 KCO2,2,d: adsorption coefficient of CO2 in R2, d (bar-1) 
 KCH4,1,d: adsorption coefficient of CH4 in R1, d (bar-1) 
 KH2,2,d: adsorption coefficient of H2 in R2, d (bar-1) 
 KCO,s: adsorption coefficient of CO in steam reforming 

reactions (bar-1) 
 KH2,s: adsorption coefficient of H2 in steam reforming 

reactions (bar-1) 
 KCH4,s: adsorption coefficient of CH4 in steam 

reforming reactions (bar-1) 
 KH2O,s: adsorption coefficient of H2O in steam 

reforming reactions (bar-2) 
 Kp1: equilibrium constant in R1,d (bar2) 
 Kp2: equilibrium constant in R2,d (bar2) 
 kFT is the Fischer Tropsch rate constant 

(𝑘𝑘𝑘𝑘𝑘𝑘𝑙𝑙.𝑘𝑘3.𝑠𝑠.𝑀𝑀𝑀𝑀𝑀𝑀) 
 kg is the gas film mass transfer coefficient (m/s) 
 kL is the liquid film mass transfer coefficient (m/s)  
 kr is the reaction rate constant (m3/mol.s) 
 PCH4 is the partial pressure of CH4 (bar) 
 PCO is the partial pressure of CO (bar) 
 PH2 is the partial pressure of H2 (bar) 
 PH2O is the partial pressure of H2O (bar) 
 Rdes: rate constant corresponding to the Desulfurization 

process (seconds) 
 R1,d: rate expression for dry reforming reaction 

(mol.s/kgcat) 
 R2,d: rate expression for WGS reaction for dry reformer 

(mol.s/kgcat) 
 R1,s: rate expression for steam reforming reaction 

(mol.s/kgcat) 
 R2,s: rate expression for WGS reaction for steam 

reformer (mol.s/kgcat) 
 rFT is the Fischer Tropsch rate constant (kmol/m3.s) 
 T is the temperature (K) 

 

The kinetic model for the Desulfurization process using 
Fe(III)EDTA solution is given as: 

          𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑 = ( 1
𝑘𝑘𝐺𝐺×𝑎𝑎𝑖𝑖

+ 𝐻𝐻𝑑𝑑
𝑘𝑘𝐿𝐿×𝑎𝑎𝑖𝑖×𝐸𝐸𝐻𝐻2𝑆𝑆

+
𝐻𝐻𝑑𝑑

𝑘𝑘𝑟𝑟×𝑓𝑓𝑖𝑖×𝐶𝐶𝐹𝐹𝐹𝐹(𝐼𝐼𝐼𝐼𝐼𝐼)𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸
)
−1

  

(1) 

The kinetic model corresponding to the Dry Reforming 
process is described using the following equations: 
 

𝑅𝑅1,𝑑𝑑 =
𝑘𝑘1,𝑑𝑑𝐾𝐾𝐶𝐶𝐶𝐶2,1,𝑑𝑑𝐾𝐾𝐶𝐶𝐻𝐻4,1,𝑑𝑑𝑃𝑃𝐶𝐶𝐶𝐶2𝑃𝑃𝐶𝐶𝐻𝐻4(1− 𝑃𝑃𝐶𝐶𝐶𝐶

2 𝑃𝑃𝐻𝐻2
2

𝐾𝐾𝑃𝑃1,𝑑𝑑𝑃𝑃𝐶𝐶𝐶𝐶2𝑃𝑃𝐶𝐶𝐻𝐻4
)

(𝐷𝐷𝐸𝐸𝐷𝐷1𝑑𝑑)2   
 

(2) 

 

𝑅𝑅2,𝑑𝑑 =
𝑘𝑘2,𝑑𝑑𝐾𝐾𝐶𝐶𝐶𝐶2,2,𝑑𝑑𝐾𝐾𝐻𝐻2,2,𝑑𝑑𝑃𝑃𝐶𝐶𝐶𝐶2𝑃𝑃𝐻𝐻2(1−

𝑃𝑃𝐶𝐶𝐶𝐶𝑃𝑃𝐻𝐻2𝐶𝐶
𝐾𝐾𝑃𝑃2,𝑑𝑑𝑃𝑃𝐶𝐶𝐶𝐶2𝑃𝑃𝐻𝐻2

)

(𝐷𝐷𝐸𝐸𝐷𝐷2𝑑𝑑)2   
 
(3) 

 
𝐸𝐸𝐸𝐸𝐷𝐷1d=1+ 𝐾𝐾𝐶𝐶𝐶𝐶2,1,d𝑀𝑀𝐶𝐶𝐶𝐶2+ 𝐾𝐾𝐶𝐶𝐻𝐻4,1,d 𝑀𝑀𝐶𝐶𝐻𝐻4 

 
(4) 

𝐸𝐸𝐸𝐸𝐷𝐷2d=1+ 𝐾𝐾𝐶𝐶𝐶𝐶2,2,d 𝑀𝑀𝐶𝐶𝐶𝐶2+ 𝐾𝐾𝐻𝐻2,2,d 𝑀𝑀𝐻𝐻2 

 
(5) 

𝐾𝐾𝑀𝑀1,d=6.78∗1014𝐹𝐹−25966/𝑅𝑅𝐸𝐸 

 
(6) 

𝐾𝐾𝑀𝑀2,d=56.4971 𝐹𝐹−3658/𝑅𝑅𝐸𝐸 

 
(7) 

k1,d= 1.29∗106 𝐹𝐹−102065/𝑅𝑅𝐸𝐸 (8) 

𝑘𝑘2,d= 0.35∗106 𝐹𝐹−81030/𝑅𝑅𝐸𝐸 (9) 

𝐾𝐾𝐶𝐶𝐶𝐶2,1,d=2.61∗10−2 𝐹𝐹37641/𝑅𝑅𝐸𝐸 (10) 

𝐾𝐾𝐶𝐶𝐻𝐻4,1,d=2.60∗10−2 𝐹𝐹40684/𝑅𝑅𝐸𝐸 (11) 

𝐾𝐾𝐶𝐶𝐶𝐶2,2,d=0.5771 𝐹𝐹9262/𝑅𝑅𝐸𝐸 (12) 

𝐾𝐾𝐻𝐻2,2,d=1.494 𝐹𝐹6025/𝑅𝑅𝐸𝐸 (13) 

The kinetic model for the Steam Reforming process is given 
using the following expressions: 

 
𝑅𝑅1,s= (𝑘𝑘1,s/𝑀𝑀𝐻𝐻2

2.5) 

(𝑀𝑀𝐶𝐶𝐻𝐻4𝑀𝑀𝐻𝐻2𝐶𝐶−(𝑀𝑀𝐻𝐻2
3𝑀𝑀𝐶𝐶𝐶𝐶/𝐾𝐾1,S))/(1/𝐸𝐸𝐸𝐸𝐷𝐷𝑑𝑑2) 

 

(14) 

𝑅𝑅2,s= (𝑘𝑘2,s/𝑀𝑀𝐻𝐻2) (𝑀𝑀𝐶𝐶𝐶𝐶𝑀𝑀𝐻𝐻2𝐶𝐶 – (𝑀𝑀𝐻𝐻2𝑀𝑀C𝐶𝐶2/𝐾𝐾2,s)/(1/𝐸𝐸𝐸𝐸𝐷𝐷𝑑𝑑2) 
 

(15) 

𝐸𝐸𝐸𝐸𝐷𝐷𝑑𝑑= 1+ 
𝐾𝐾𝐶𝐶𝐶𝐶,s𝑀𝑀𝐶𝐶𝐶𝐶+𝐾𝐾𝐻𝐻2,s𝑀𝑀𝐻𝐻2+𝐾𝐾𝐶𝐶𝐻𝐻4,s𝑀𝑀𝐶𝐶𝐻𝐻4+𝐾𝐾𝐻𝐻2𝐶𝐶,s𝑀𝑀𝐻𝐻2𝐶𝐶𝑀𝑀𝐻𝐻2 

(16) 

𝐾𝐾1,s=𝐹𝐹(−26830/𝐸𝐸+30.114)  (17) 

𝐾𝐾2,s = 𝐹𝐹(4400/𝐸𝐸−4.036)  (18) 

𝑘𝑘1,s=1.17∗1015𝐹𝐹−240100/𝑅𝑅𝐸𝐸  (19) 

𝑘𝑘2,s=5.43∗105𝐹𝐹−67130/𝑅𝑅𝐸𝐸  (20) 
 

𝐾𝐾CH4,s= 6.65*10-4 𝐹𝐹(−38280)   (21) 
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𝐾𝐾H2O,s= 1.77*105 𝑒𝑒88680   (22) 
 

𝐾𝐾CO,s= 8.23*10-5 𝑒𝑒(−70650)   (23) 
 

𝐾𝐾H2,s= 6.12*10-9 𝑒𝑒(−82900)   (24) 
 
The kinetic model for Fischer Tropsch Synthesis is described by 
the following equations: 
 

𝑟𝑟𝐹𝐹𝐹𝐹=(𝑘𝑘𝐹𝐹𝐹𝐹𝑃𝑃𝐶𝐶𝐶𝐶𝑃𝑃𝐻𝐻2)/(𝑃𝑃𝐶𝐶𝐶𝐶+𝑎𝑎𝐹𝐹𝐹𝐹𝑃𝑃𝐻𝐻2𝐶𝐶) 
 

(25) 

𝑘𝑘𝐹𝐹𝐹𝐹= 83127.305e −85000/𝑅𝑅𝐹𝐹 
 

(26) 

𝑎𝑎𝐹𝐹𝐹𝐹=0.00463e 8800/𝑅𝑅𝐹𝐹 
 

(27) 
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Abstract – This work describes the preliminary design of a plant 
used by a Lebanese industrial company to produce diesel fuel using 
biomass formed by municipal waste and wastewater sludge as a 
main feedstock. It mainly investigates the application of the 
anaerobic digestion treatment method in the process, as a possible 
pathway toward fuel from organic waste. Once methane is 
produced from the digester, the gas to liquid (GTL) process is 
implemented to get diesel as a final product. This process is 
simulated using Aspen HYSYS and Aspen PLUS software 
packages and is found to produce 3100 kg/h of diesel along with 581 
kg/h of naphtha by treating about 472 tons/day of organic 
municipal solid waste and sludge. A detailed economic analysis 
shows that the total capital cost of the plant is $72.3 million with 
annual net earnings of $4 million. Therefore, the plant needs 18 
years to return on its capital investment. 

I. INTRODUCTION 

Diesel fuel in general is any liquid fuel used in diesel 
engines, whose fuel ignition takes place, without spark, as a 
result of the compression of the inlet air mixture and then 
injection of fuel. Synthetic diesel fuels can be made from any 
carbon-containing feedstocks, such as natural gas, coal and/or 
biomass through the Fischer-Tropsch (FT) process. This type of 
fuels is mainly composed of straight-chain alkanes (C9 – C20). 
While FT fuels made from natural gas bring no discernible 
greenhouse gas benefit relative to petro-diesel, the FT fuel made 
from biomass can provide a lifecycle carbon dioxide emission 
benefit. Moreover, the cetane numbers1 of the FT synthetic fuels 
can reach up to 75 as compared to those of petro-diesel which 
range between 45 and 50 [1] [2]. This indicates that FT synthetic 
fuels has a much better combustion efficiency than petro-diesel 
fuels. 

The raw materials used in this process consist of organic 
municipal solid waste (OMSW) and sewage sludge, both from 
Lebanese sources. To obtain a rough estimate of these materials, 
data is collected from a waste plant in Saida and a report 
submitted by the Lebanese Environment Ministry in 2010. The 
Saida Waste Plant data shows that organic waste is at a rate of 
124.5 t/d. This number is assumed to represent 10% of the total 

                                                             

 

 
1 An important indicator of a fuel’s combustion efficiency, showing the 

ignition properties of diesel fuel relative to cetane as a standard.  

Lebanese organic waste equivalent to the population percentage 
in Saida and its neighborhood. As for sewage sludge, available 
numbers are limited to 2010 at 310 t/d [3], so it is estimated that 
this waste generation is proportional to the population growth 
from 2010 to 2014 where production would be equal to 326.6 
t/d.  

The common first step to the different pathways to diesel is 
to produce methane and/or synthetic gas (syngas) from the 
biomass. The chosen process begins by treating the waste using 
an anaerobic digester which produces methane in majority, 
along with some impurities. The methane produced is sent to a 
purification unit to remove the carbon dioxide and the hydrogen 
sulfide. Next, the methane is transformed into syngas – a gas 
mixture of carbon monoxide and hydrogen – using an 
autothermal reformer. The syngas is converted into a wax of 
hydrocarbons using the Fischer-Tropsch process. The diesel and 
wax fractions are separated from the other hydrocarbons and 
finally sent to a hydrocracker to upgrade the fuel quality. The 
flow diagram of this process, drawn on VISIO®, is attached at 
the end of this paper.  

II. BACKGROUND 

A. Diesel 

The FT reaction can be conducted at either high (HTFT) or 
low temperature (LTFT). These processes happening under 
different conditions result in diesel fuels having different 
properties. Table 1 provides a comparison between the two 
diesel fuels, and shows that LTFT fuels tend to have a lower 
density than HTFT-based ones because they contain less 
aromatics. Also, LTFT diesels have high cetane numbers (75-87) 
while HTFT diesels are more aromatic with lower cetane 
numbers (45-52) [2] [4]. In countries where the density of fuel 
is regulated, it might be difficult to market LTFT diesel as diesel 
fuel because of its low density. In Lebanon, such regulations are 
either weak or missing and are assumed to be inexistent. 
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Table 1 - Selected properties of each of the HTFT and LTFT – based diesel fuels 
[4]. 

Properties HTFT LTFT 
Density at 288 K (kg/L) 0.809 0.769 
Sulfur (mass %) <1 <5 
Aromatics (mass %) ≈25 <1 
Flash point (K) 351 331 
Viscosity at 313 K (m2/s) 2.14×10-6 2×10-6 

B. Different Options for the Process 

Figure 1 summarizes the two investigated general processes 
to get to diesel from biomass using anaerobic digestion. Route 
(C) is the common process used in the industry to produce diesel 
fuel from natural gas. Route (B) has only been implemented on 
a small scale; and as the project seeks to produce diesel on an 
industrial scale, combining routes (A) and (C) seems more 
attractive. Moreover, the methanol produced in route (B) would 
not have been enough to produce diesel fuel in large quantities 
in the transesterification phase, and thus make-up methanol 
would have been needed – which makes this process less 
appealing. Therefore, the chosen process follows route (C) after 
producing the syngas using route (A). 

III. METHODOLOGY 

The process is designed and simulated using data and 
information found in the literature concerning each process step. 
The simulation is conducted using Aspen PLUS and Aspen 
HYSYS software packages developed by Aspen Tech®. 

IV. PROCESS STEPS 

A. Anaerobic Digestion and Biogas Purification 

Rajendran et al. [5] proposed a process simulation model2 
for the anaerobic digestion (AD) of biomass using Aspen Plus. 
This model accounts for the composition of the biomass, from 
carbohydrates to lipids and proteins, and the inhibitions such as 
pH, ammonia, temperature and others. These inhibitions require 
FORTRAN or MATLAB calculators to be included in the 
Aspen Plus model. Since this is out of the scope of the project, 
these inhibitions are ignored and the reactions are input as the 
simplified first order kinetics rates as given by the authors.  

The AD system is modeled on Aspen Plus in two different 
reactors representing the four major steps in an anaerobic 
digestion as follows: 

• Hydrolysis step: modeled as a fractional conversion 
reaction in a stoichiometric reactor where the 
macromolecules are digested, in the presence of water, 
to micromolecules  

                                                             

 

 

2 Model can be found online: http://hdl.handle.net/2320/12358 

• Acidogenesis, Acetogenesis and Methanogenesis 
steps: Modeled as three sets of kinetic reactions in a 
constantly-stirred tank reactor (CSTR) 

When run, the model specifies a required volume of 13,000 
m3 for the minimum necessary residence time of 8 days. The 
volume is considerably high and thus it was divided to ten 
reactors each with a volume of 1500 m3. The typical reactor is a 
big chamber 6.7 m high, 6.7 m wide, and 33.7 m long with 
concrete walls. The biomass is fed into the reactor chamber with 
a percolate spraying over it which is then drained and 
recirculated again. In order to control the temperature at 55oC, 
four heating pipes inside the chamber are advised.  

The biogas resulting from this anaerobic digestion has a 
flow rate of 149 t/d and composed of 54% methane, 43% CO2, 
1% H2S and 2% as other minorities. To help purify the biogas 
before entering the autothermal reactor, impurities are removed 
by amine absorption. 

B. Autothermal Reformer and Air Separation Unit 

Reforming of methane is undertaken to produce syngas 
suitable for the FT process. This part usually represents the bulk 
in terms of energy usage and total cost for Gas-to-Liquids (GTL) 
processes. Syngas is composed mainly of H2 and CO, with the 
presence of CO2 and CH4 in low quantities. Autothermal 
Reforming (ATR) was chosen as the reforming method, as it can 
produce a syngas with a H2/CO ratio close to 2.15 – a value 
proven to be ideal for FT synthesis [6]. ATR is a stand-alone 
process in which methane conversion is achieved in one reactor. 
This reactor consists first of a partial oxidation section where the 
methane-steam mixture is partially burned with pure oxygen 
which provides the heat required for the main endothermic 

Figure 1 - Block-flow diagrams of the two main routes to diesel fuel. 
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reforming reactions to occur in the subsequent catalyst bed 
section. The reactions that take place are listed in Table 2. 

Many modelling attempts of the ATR reactor are reported 
in the literature. In most cases, it is deemed that reactions (5)-(9) 
have no significant rates and are ignored; as some of them are 
also nothing but combinations of the others. Successful models 
have been reported in the literature when approximating the 
entire reaction scheme with reactions (1)-(4) [7] [8]. Thus, in 
this work only reactions (1)-(4) are modeled. 

Kinetics for such reactions are widely available. Xu and 
Froment (1998) established kinetics for the steam reforming 
reactions over a Ni-based catalyst that are used widely in the 
modeling of steam reforming synthesis. The kinetics of Trimm 
and Lam (1980) are considered to be the most rigorous in their 
description of methane combustion over Ni catalysts [9]. 

The most used catalyst in the ATR process is a Ni-based 
catalyst stabilized on an alumina carrier (Ni/Al2O3) [8]. Several 
companies produce such catalysts with a shape optimized for 
minimal pressure drop. 

The process is simulated on Aspen HYSYS, whereby a 
syngas with an H2/CO ratio of about 2.18, which is close to the 
ideal ratio, is produced. CO2 constituted an acceptable fraction 
of 5%, while the water produced is eventually removed using a 
flash separator and recycled to the inlet of the ATR reactor in 
order to be mixed with the original methane stream. 

ATR synthesis requires pure oxygen to be fed to the reactor. 
Air is usually 79% nitrogen by mole and providing air instead 
of pure oxygen would imply the presence of large amounts of 
nitrogen in the syngas product stream. Although nitrogen is an 
inert that can act as a heat sink, its presence is generally 
undesirable in the industry as it lowers the reactivity of syngas 
and imposes undue restrictions in the optimization of general 
Table 2 - ATR reaction scheme. 

Exothermic 
Combustion 4 2 2 2+2 CO +2CH O H O→  (1) 

Endothermic 
steam reforming 
reactions 

4 2 2O CO+3CH H H+ ⇔  (2) 

4 2 2 22 4CH H O CO H+ ⇔ +  (3) 

Water-gas shift 
reaction 2 2 2CO+H O CO H⇔ +  (4) 

CO2-reforming 
reaction 4 2 22 2 2CH CO CO H⇔+ +  (5) 

Carbon 
deposition 22CO C CO⇔ +  (6) 

Methane 
cracking 4 22 2CH C H+⇔  (7) 

Carbon 
gasification 

2 2C H O CO H+ ⇔ +  (8) 

2 2C O CO+ ⇔  (9) 

process schemes. Pure oxygen is not usually available in 
Lebanon and its importation and transportation costs could be 
significant. Therefore, it is decided that an air separation unit 
(ASU) is to be run alongside the main process to provide pure 
oxygen. ASU is a relatively mature technology and many 
companies provide licenses for ASU plants. The Linde® process 
is the one used to recover oxygen with 99% purity. Although the 
process is relatively simple, it is energy extensive as it involves 
severe cooling and cryogenic distillation. 

A design of the ATR reactor gives a volume of 50 m3 with 
a cylindrical shell height and diameter of 5 m and 3.6 m 
respectively. The conical head and bottom angles are 45º and 
60º respectively. 

C. Fischer-Tropsch (FT) Reactors 

The FT process transforms the syngas into hydrocarbons. 
This synthesis route has a large number of byproducts and 
intermediates including alkyls and alkenyls. It is highly 
exothermic and thus requires constant heat removal. Also, the 
set temperature, reactor type and H2 to CO ratio of the syngas 
are important parameters to consider in order to be able to 
increase specific selectivity. The product required in this case is 
diesel (C9-C20).  

There are two types of FT synthesis: Low Temperature 
Fischer Tropsch (LTFT) and High Temperature Fischer Tropsch 
(HTFT). Fe-catalyzed HTFT tends to give more light 
hydrocarbons (C1-C10) and aromatics (more than 70 wt%) while 
Fe- and Co-catalyzed LTFT tend to give more paraffins as 
distillates and waxes (more than 65 wt% for the Fe-catalyzed 
and more than 75 wt% for the Co-catalyzed). The most 
appropriate type for diesel production is therefore the LTFT [10]. 

The Co-catalyzed LTFT has a higher selectivity for diesel 
and waxes than Fe-catalyzed LTFT. Although cobalt is more 
expensive than iron, it is less prone to degradation. Co catalysts 
work at temperatures in the range of 225°C, while Fe catalysts 
require temperatures in the range of 340°C, thus making Co 
catalysts more suitable to LTFT synthesis. Finally, Fe-catalyzed 
LTFT has an activity towards a water gas shift (WGS) side 
reaction (reaction (4) in Table 2) that leads to inhibition of the 
synthesis whereas Co has a neglected activity towards this 
reaction [10]. 

Three types of reactors are possible: fluidized bed, fixed 
bed, and slurry reactors. Fluidized bed reactors cannot be used 
for this process because there would be a liquid phase 
production that can cause the agglomeration of the catalyst and 
by that the loss of fluidization. Slurry reactors are preferred over 
fixed bed reactors because temperature would be easier to 
control. Also, the catalyst can be fed and suspended inside the 
reactor which makes its regeneration process more practical. 
Moreover, the slurry reactors cost less than fixed bed ones [11]. 

To simulate the LTFT synthesis on ASPEN HYSYS, the 
following overall typical FT reaction (10) is used: 

	 2 22.15CO H Hydrocarbons H O+ +→ 	 (10) 
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In parallel, the WGS reaction (4) can also occur. However, under 
normal FT operating conditions, cobalt-based catalysts have a 
low WGS activity and therefore only reaction (10) occurs. 
Reaction (10) shows that to ensure high conversions under Co-
catalyzed FT, the ratio of H2 to CO should be about 2.15 [2]. 
The overall rate of the reaction was obtained by Yates and 
Satterfield [12]. To implement the FT reaction in Aspen HYSYS, 
the Anderson-Schulz-Flory (ASF) distribution [11] is used: 

	 ( )2 11 n

nW n α α −= − 	 (11) 

Where Wn is the weight fraction of the hydrocarbon of n carbons, 
α is the chain growth probability and n the number of C atoms 
in a given hydrocarbon. When plotting the hydrocarbon weight 
distribution Wn as a function of the probability of chain growth 
α, Figure 2 is obtained. 

Recent studies report a Co-catalyzed FT synthesis with an 
α between 0.85 and 0.95 [13]. An α value of around 0.9 should 
be assumed because at this chain growth probability both diesel 
and waxes are formed in large quantities. 

Research has shown that Co-catalyzed LTFT is more likely 
to form paraffins without olefins. As a matter of fact, SASOL® 
reports a weight fraction of paraffins more than 90% in the 
product stream coming out of their Co-based slurry FT reactor 
[14]. Also, experiments showed that a ratio of H2/CO equal to 
two or higher is responsible of reducing the amount of olefin 
products to approximately zero [15]. Since in this case this ratio 
is about 2.18, olefins in the products are neglected when 
implementing the FT reaction. 

The ASF equation (11) is used to obtain an Excel® 
spreadsheet which assumes a certain mass flow rate of CO 
considered as the base reactant and predicts the mass flow rates 
of all the reactor products. The assumed mass flow rate is 100 
kg/h. The available n-alkanes in the Aspen HYSYS database are 
the first 30. Using equation (11) with an α of 0.9, the weight 
percentages of the 30 n-alkanes in the product stream are 

predicted with the requirement that 80% of CO must be 
converted [16]. After summing the mass flow rates of the n-
alkanes, a conversion of about 78.15% is found which is close 
to the commercially-obtained conversion. Once the mass flow 
rates are predicted, the molar flow rates of the n-alkanes are 
calculated and the stoichiometric coefficients of the reactants 
and the products are found by applying atom balances on the 
carbon, hydrogen and oxygen atoms. 

To simulate the slurry phase reactor in Aspen HYSYS, the 
CSTR model is used. When simulating the FT reaction and 
applying it to the CSTR, two product streams are obtained; one 
vapor containing n-alkanes in the diesel range and below and 
one liquid containing all the wax products. Two CSTRs in series 
are implemented and they ensure an overall CO conversion of 
95.2% and the product stream composition is given in Table 3. 
After designing the two slurry phase reactors, their volumes are 
found to be 24.63 m3 and 9.354 m3 with lengths of 8.5 m and 6.1 
m along with diameters of 1.9 m and 1.4 m respectively. 

The products are then separated using a series of vapor-
liquid-liquid (VLL) separators, flash separators and distillation 
columns. At the end, 581 kg/h of naphtha are produced in this 
process. Water accounts for 5146 kg/h with 99.6% purity. The 
diesel and wax streams are then mixed and sent to be upgraded 
in the hydrocracker. 

D. Hydrocracker 

This process upgrades the waxes into a commercial-grade 
product: diesel and light distillates. It produces high quality 
distillates and isomers of diesel. Even the n-alkanes in the diesel 
range produced by FT reaction have to go through the 
isomerization phase and their cracking can be limited according 
to the temperature and pressure conditions in the hydrocracker 
along with the chosen catalyst. Having more isomers enhances 
the combustion properties of the diesel and hence its cetane 
number. 

The catalysts of this process are generally metals with a 
hydrogenation or dehydrogenation function (i.e. bifunctional 
metals). The LTFT waxes contain negligible traces of sulfur; 
hence, the use of catalysts formed of noble metals such as 
platinum and palladium is appropriate [17]. Hydrocracking is 
generally done in packed bed catalytic reactors, also called 
trickle bed reactors. This type of reactors consists of a liquid 
phase and a vapor phase flowing in a countercurrent motion 
through a fixed bed of catalyst [18]. 
Table 3 - FT product stream composition. 

Alkanes Range Mass Percentage 

Liquid Petroleum Gas (LPG) (C1-C4) 10.89 
Naphtha (C5-C8) 15.05 
Diesel (C9-C20) 48.5 
Wax (C21-C30) 25.56 
Wax and Diesel Mixture 74.07 

 

Figure 2 - Weight factor as a function of the probability of chain growth 
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In order to simulate the hydrocracker in Aspen HYSYS, 
the kinetics found in reference (Pelligrini, Gamba, Calemma, & 
Bonomi, 2008) are used. These kinetic parameters and 
expressions are derived using the Soave-Redlich-Kwong (SRK) 
fluid package and working on the overall hydrocracking reaction 
which is given as follows: 

 n C iso C Cracking Products− −⇔ →  (12) 

The Aspen HYSYS database does not contain the alkane 
isomers in the C11-C29 range. Therefore, it is assumed that 
reaction (12) can be simplified to the following reaction in the 
simulation: 

 n C Cracking Products− →  (13) 

 In the product stream, alkanes in the diesel range from C9 
to C20 are present along with the remaining H2 that did not react. 
The final production rate of this process is about 3100 kg/h 
diesel including the n-alkanes and their isomers with 99.6% 
purity. The recovered H2 is then recycled to the trickle bed 
reactor. In addition to diesel and naphtha, the process also 
produces liquefied petroleum gases (LPGs) with a rate of 500 
kg/h. 

V. HEAT INTEGRATION 

Heat integration is implemented to make use of the streams 
that need to be cooled and this is by transferring their energy 
potential to the streams that need to be heated. As a result, six 
heat exchangers are needed in addition to one heating unit to 
supply the required extra heating of 1117 kW. The duty of the 
heat exchangers sums up to 4260 kW transferred from the hot 
streams to the cold ones. However, if no heat integration was 
implemented the amount of heat transferred should have been 
5377 kW. This lead to a 79% saving in the total energy 
consumed by the process. 

VI. PLANT LOCATION AND LOGISTICS 

 Several factors come into play when deciding on the 
location of an industrial plant. The decision could have great 
implications on costs associated with logistics, labor, 
maintenance, and licensing procedures. Seeing as most of the 
Lebanese terrain is mountainous; a property generally 
undesirable for a plant location as it presents transportation and 
climate-related complications, this lowers down the number of 
possible areas to two – the Bekaa Valley and the coast. These 
two areas present suitable geography for plant installation and 
material transportation. The coast represents the bulk in 
population density and thus the most availability of municipal 
waste which constitutes the main raw material for the plant. The 
presence of the mountains between Bekaa and the coast implies 
increased costs of transportation between the two areas. Thus, it 
seems that setting the site location on the coast would be the 
most beneficial as the main market and the source of raw 
materials exist in this area. The Zehrani area was finally chosen 
for the plant, and it is the easiest to access and is close to both 
the sources of raw materials and the main market for diesel fuel. 

The location is also far enough from residential areas, and the 
costs of land acquisition for this area are reasonable. 
Table 4 - The plant annual revenues. 

Products Production 
(kg/year) 

Price 
($/kg) 

Revenue 
($/year) 

Diesel 24,448,000 0.679 $16,600,192 
Naphtha 4,650,400 0.443 $2,060,127 
LPG 4,000,000 0.422 $1,688,000 
Nitrogen 4,950,000 0.45 $1,237,500 

Raw Materials Usage 
(ton/year) 

Price 
($/ton) 

Revenue 
($/year) 

Waste 155,760 80 $2,227,500 
Total Revenue $35,036,619 

VII. ECONOMIC ANALYSIS 

After calculating the preliminary design parameters of all 
the units present in the process, the total cost of equipment 
(abbreviated as E) including shipping is estimated to be 12.2 
million dollars. This estimate helped in determining the total 
capital investment (TCI) of this chemical plant. The TCI 
required for a new design can be broken down into fixed capital 
investment (FCI) and working capital (WC), which can be 
approximated to be equal to 504% and 89% of E respectively 
[20]. These sum up to give a total capital investment of $72.3 
million. 

The operating costs of the plant are calculated on the 
assumed basis that the plant operates for 8,000 hours per year 
and are divided into direct (labor, utilities, maintenance…) and 
indirect (property taxes, insurance…) costs. They are found to 
be equal to $30.7 million per year. As for the revenues, they sum 
up to $35 million per year [13] and are summarized in Table 4 
[21] [22]. 

The annual gross earnings (pre-tax) are calculated by taking 
the difference between the total annual revenue and the annual 
product cost (operating). For the plant at hand, the annual gross 
earnings are $4.3 million. In order to get the net annual profit, 
taxes should be accounted for. Seeing as this project is utilizing 
municipal waste and wastewater sludge, the Lebanese central 
bank offers the first ten years tax free and the following years 
15% taxes. This results in $4 million as net earnings. The return 
on investment (ROI) is then calculated and is found to be equal 
to 0.055 which reflects that every year, 5.5% of the initial capital 
investment is compensated. Thus, in total, this plant needs 
approximately 18 years to return all of its capital investment. 

Usually, a breakeven period larger than five years is 
unfavorable to investors and thus if looking only at the numbers, 
this project is infeasible. But, seeing as it is utilizing local waste 
and making a small profit on the side by selling fuel, it may be 
of interest to the government acting as its main investor. 
Therefore, this project can be considered feasible if its future 
investors favor sustainability over large profits.  
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VIII. CONCLUDING REMARKS 

 This work described a preliminary design of a process that 
transforms organic municipal solid waste and sludge into diesel 
fuel using anaerobic digestion and Fischer-Tropsch synthesis. 
About 3100 kg/h of diesel and 581 kg/h of naphtha are produced 
from 472 tons/day of waste, according to computer simulation 
data. Commonly, anaerobic digestion is used only as a waste 
treatment method with the main objective of producing organic 
fertilizers with the methane burned or sold. The work 
investigated the possibility of combining anaerobic digesters 
with a typical gas-to-liquid (GTL) plant, whereby the former 
would provide the necessary methane for the latter. Although 
the anaerobic digesters provided pure methane for the GTL 
process and in turn alleviated the need for secondary reforming 
– whereby the bulk of energy use is concentrated – the 
economics of the plant imply large capital investments with a 
large breakeven period of time. Thus, it would seem that the 
construction of such a plant would only be successful 
commercially if it was backed up by governmental support 
combined with a good market for diesel. A better way to produce 
fuels from waste would be the gasification process, whereby the 
gasification reactions allow for the elimination of the reforming 
section by directly transforming the waste into syngas. However, 
anaerobic digestion presents an advantage over gasification by 
the ability to produce high-quality organic fertilizers, which 
could be very useful for the Lebanese agriculture. 
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Abstract- Pharmaceutically active compounds are considered to 

be unregulated trace level contaminants with potential chronic 
toxicity. Since the long term effects of these compounds on the hu-
man health and the environment are to date unknown, the re-
moval of theses contaminants through conventional water and 
wastewater treatment is a crucial step. The large number of phar-
maceuticals detected, their diversified properties, and their occur-
rence at trace-level have posed a unique challenge for the removal 
of these compounds from water. Several conventional and non-
conventional “polishing” methods, such as filtration, advanced 
oxidation and membrane systems, have been used to reduce the 
concentrations of pharmaceuticals in water. Adsorption using ac-
tivated carbon has proven to be a suitable treatment for the re-
moval of trace-level organic compounds. The proposed research 
aims at assessing the effectiveness of activated carbon (derived 
from waste biomass) in removing trace pharmaceuticals from wa-
ter. This will be achieved by conducting several bench scale ad-
sorption experiments at different temperature and pH values, and 
for a number of common pharmaceuticals. The data generated 
will then be used to derive the appropriate kinetic and thermody-
namic models.   

 
I.  INTRODUCTION 

A. Pharmaceutically active compounds 
Pharmaceuticals have been identified as emerging contami-

nants in the aquatic environment. These organic compounds 
have been found to be present in surface and ground water bod-
ies at low concentration levels (ng/L up to µg/L), hence their 
detection and quantification require the presence of highly 
complex analytical methods [1]. Some of these compounds are 
identified as endocrine disruptors even at low concentrations. 
In fact, the presence of pharmaceutically active compounds in 
water sources is of concern due to their adverse effects on hu-
man health upon consumption, such as antagonizing hormones, 
obstructing metabolic processes and causing problems in the 
reproductive system [2]. Some studies have investigated the 
possible effects on human health and aquatic organisms upon 
consumption of water containing low concentrations of phar-
maceuticals. But these studies have not yet identified the risks 
associated with the persistent exposure to random combina-
tions of these compounds and their toxicological significance 
remains, to date, an unanswered question. In addition, the in-
creasing demand and ubiquitous consumption of pharmaceuti-
cally active compounds, has lead the level of exposure to in-
crease, causing a larger threat to human health [2]. Conse-
quently, their removal from drinking water and wastewater has 

become crucial [3] [4]. However, the removal of pharmaceuti-
cals from water is typically challenging for several reasons. 
First, a large number of compounds is detected due to relatively 
high consumption of pharmaceuticals. Secondly, the variety in 
their physical and chemical properties creates a unique chal-
lenge. Finally, these compounds are present at very low con-
centrations. However, activated carbon has proven to be suita-
ble for the removal trace-level organic contaminants from wa-
ter [5].  

 
B.  Activated Carbon Adsorption 
Adsorption on activated carbon is generally used to remove 

natural and synthetic organic substances present in water and 
it is considered to be well suitable for the removal of low con-
centrations of these contaminants. Moreover, AC adsorption 
can eliminate a wide range of low to medium molecular mass 
compounds without generating by-products. Adsorption using 
AC is an effective process due to its high surface area and high 
pore volumes, in addition to the presence of varied functional 
groups [1]. 

The adsorption process has several advantages, such as: ef-
ficiency at low concentration of both organic and inorganic 
contaminants, possibility of regeneration and reuse, applicabil-
ity both for continuous and batch processes. Due to its porous 
structure and surface chemistry properties, it is well suited to 
remove organic compounds. Moreover, activated carbon is a 
high binding adsorbent with relatively low cost, which let to it 
becoming a common adsorbent for the elimination of various 
organic contaminants in water [2]. 

Activated carbon can be produced at low capital cost from 
numerous carbon materials, such as wood [6], lignin, coal, co-
conut shells [7] [8], cork powder waste and polyethylene- ter-
ephthalate from used plastic bottles [8].  In fact, the latter car-
bonaceous material is an appealing and economic alternative 
for water treatment, waste disposal and recycling.  

Wastewater treatment plants effluents are the main source of 
pharmaceuticals in surface waters. Consequently, several steps 
have been added to wastewater treatment to remove these com-
pounds and avoid the contamination of the aquatic environ-
ment. In the wastewater treatment adsorption onto activated 
carbon is one of the most applicable technologies in terms of 
efficiency, ease in operation, low capital cost and energy re-
quirements [3] [9]. The efficiency of activated carbon to re-
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move organic compounds has been investigated in several wa-
ter treatment plants and it has been shown to be dependent on 
the target compound and the frequency of carbon regeneration 
or replacement [10]. 

 
C.  Removal of pharmaceuticals using activated carbon 
In most of the studies that consider the adsorption of phar-

maceuticals, a broad range of compounds were individually 
tested using different AC dosages in bench scale experiments 
[11] or in full-scale facilities [12] [8] [13]  

Reference [13] studied the removal of β-blockers (propran-
olol and metoprolol), from hospital wastewater in a pilot scale 
treatment plant. The results showed that powdered AC could 
achieve high efficiency removal of the latter micro-pollutants 
(up to 100 % removal). A recent study was carried out on the 
adsorption of several pharmaceuticals (Carbamazepine, 
Ciproflocaxin, Citalopram, Metoprolol, Oxazepam, Sertralin) 
by GAC in water originating from sewage plants [9].  The au-
thors indicated that despite the high solubility of these com-
pounds and their dissimilar chemical structures, GAC provided 
high percentage removal of the investigated compounds (>90 
%). Hence, activated carbon was shown to be a cost effective 
system and a competitive alternative to treatment with ozone. 
Reference [7] evaluated the adsorption of two pharmaceuticals, 
(Naproxen and Carbamazepine) onto two common activated 
carbon made from different material (Coal and coconut shell). 
The authors confirmed that both types of activated carbon were 
capable of almost completely removing both compounds (>90 
% removal).  

The purpose of this study is to comprehensively evaluate the 
potential of application of biomass waste-derived activated 
carbon for the removal of pharmaceuticals from water. The low 
cost high value carbonaceous adsorbents are prepared from ol-
ive stones and date pits. This strategy enables us to assess the 
potential possibilities for waste recycling by its application for 
the purification water with low contaminant concentration. 
Three pharmaceuticals from three different functional classes 
were chosen as target compounds: carbamazepine (anti-epilep-
tic agent), ampicillin (antibiotic) and diltiazem hydrochloride 
(calcium channel blocker). The three targeted compounds are 
used worldwide and have been recognized as important organic 
pollutants increasingly found in wastewater from urban areas. 
Their persistence through wastewater treatment processes 
would lead to their continual introduction to the environment. 
Also, these compounds have noticeably different physiochem-
ical properties in terms of log Kow, pKa and water solubility. 
Hence, they are considered representative of most pharmaceu-
tically active compounds in terms of their adsorption charac-
teristics.  

 
II. MATERIAL AND METHODS 

A.  Material 
The chemicals were used in this study as received and with-

out further purification. Carbamazepine ampicillin, trime-
thoprim-13C3 and atrazine-13C3 were purchased from Fluka 
Analytical. Diltiazem hydrochloride was purchased from 

United States Pharmacopeia (USP). High performance liquid 
chromatography grade methanol was purchased from Fluka 
Analytical and Oasis hydrophilic-lipophilic (HLB) cartridges 
were purchased from Supelco. The two types of activated car-
bon were prepared from date pits and olive stones obtained 
from a local farm. Also activated charcoal obtained from 
Sigma was used in this study to highlight the adsorption poten-
tial of the activated carbon prepared in our laboratory.  The 
contaminated water studied was prepared by spiking distilled 
water samples with a known concentration of pharmaceutical.  

 
B. Preparation of adsorbent by H3PO4 activation 
The carbon precursor was washed with distilled water repet-

itively and dried in an air oven at 60°C for 24 hours. The pre-
cursor was mixed with  H3PO4 (85%) at an impregnation ratio 
of 3 to 1. The mixing was stirred for 24 hours using a magnetic 
paddle in order to ensure complete incorporation of H3PO4 into 
the precursor.  After complete mixing, the impregnated mate-
rial was dried overnight at 120 °C. The carbonization of the 
dried material was done at 550 °C under nitrogen flow (150 
cm3/ min). The carbonized product was then cooled at the room 
temperature and washed with distilled water to remove phos-
phate ions. Finally the washed product was dried at 110 °C for 
24 hours. 

 
C.   Characterization of the adsorbent 
 Nitrogen adsorption desorption technique is performed us-

ing a Nova 2200e high speed surface area analyzer 
(Quantachrome instruments) to measure the specific surface 
area (SSA) according to the BET theory while the pore size and 
volume are calculated by the BJH method. The structural char-
acterization of the adsorbents is carried out using a Thermo Ni-
colet 4700 Fourier Transform Infrared Spectrometer equipped 
with a Class 1 Laser; also, powder X-ray diffraction (XRD) 
spectra are recorded on a Bruker D8 Dicover X- ray Diffrac-
tometer. Scanning electron microscopy is carried out on a 
Tescan Scanning Electron Microscope at high voltage of 30 kV 
after coating the samples with a thin layer of gold.  

D.    Contaminated sample preparation  

Stock solution of pharmaceutical was prepared by dissolving 
2.5 ppm of standards pharmaceutical high-performance liquid 
chromatography grade methanol. Dissolved samples were 
stored at -20°C and used within months of preparation. The 
sample solutions for adsorption tests were prepared by adding 
the stock solution to ultrapure water to achieve the desired con-
centration.  

E.    Batch adsorption experiment 

All adsorption experiments are performed in autoclavable 
bottles under shaking thermostatic water bath operating at 120 
rpm in dark. An initial amount of adsorbent is added to the con-
taminated solution prepared in the laboratory, at set pH and 
temperature. When equilibrium is reached, samples are taken 
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out and filtered at using 0.45 µm filter. A filter control test was 
performed to assess potential losses to analytes during filtra-
tion. Recoveries close to 100% were observed. The amount of 
pharmaceutical compounds adsorbed at equilibrium, qe 
(mg/g), is calculated by  

𝑞𝑞" = 	  
𝐶𝐶& − 𝐶𝐶" 𝑉𝑉

𝑊𝑊
 

where Co and Ce are the initial and equilibrium concentra-
tions (mg/L) respectively, V the volume of the solution (L) and 
W the weight of activated carbon (mg).  

The effect on adsorption of temperature and adsorbent dos-
age are studied. Also, the effect of the contaminated solution 
pH is investigated after adjustment using dilute HCl and NaOH 
solutions and a portable pH meter (LoviBond SensoDirect 
pH110).  

F.    Analytical technique 

Samples are extracted using a solid phase extraction (SPE) 
with Oasis hydrophilic-lipophilic (HLB) cartridges, according 
to the EPA method 1694 for the analysis of pharmaceuticals 
and personal care products in environmental samples. Namely, 
the cartridge is conditioned using methanol, distilled water and 
acid water; then the sample is spiked with the surrogate stand-
ard trimethoprim-13C3. Later, the spiked sample is loaded onto 
the cartridge at a rate of 5-10 mL/min using a multi-position 
extraction manifold. Analytes are then eluted with 13 mL of 
methanol. The concentration of the extract is done to near dry-
ness under a gentle stream of nitrogen in a water bath held at 
50 ± 5 °C followed by the addition of the internal standard at-
razine-13C3 and 3 mL of methanol. 

Pharmaceuticals concentration will be determined using liq-
uid chromatography with tandem mass spectrometry 
(LC/MS/MS). Previously determined chromatographic gradi-
ents and LC conditions will be set according to the polarity of 
the different pharmaceuticals as defined in the standard EPA 
method 1694 for pharmaceuticals and personal care products 
analysis in environmental samples with high performance liq-
uid chromatography combined with tandem mass spectrometry 
(HPLC/MS/MS). 

III.   RESULTS AND DISCUSSION 
A.   Adsorbent characterization 

Scanning electron microscopy (SEM) images reveal the po-
rous structure of the adsorbent precursor. SEM images ob-
tained are shown in figure 1. The examination of raw date 
stones shows interconnected porosity and formation of aggre-
gates.  After chemical activation, the porosity is more devel-
oped and elliptical macropores are formed. The images indi-
cate that the chemical activation of date pits creates a regular 
macroporosity and a relatively homogeneous surface. Physical 
sorption of pharmaceuticals is more likely to occur onto highly 

porous activated carbon. Hence, the adsorption capacity of ac-
tivated date pits is expected to be higher than that of natural 
date pits.   Accordingly, preparation of highly porous activated 
carbon from low cost agricultural bio- mass presents an eco-
nomically and environmentally viable application for water pu-
rification.  

   
 

           

Figure 1. SEM image of raw and activated date pits. 

 
 

 
Figure 2. FT-IR image of raw and activated date pits. 

The FT-IR spectrum of the adsorbent precursor shows the 
presence of different functional groups namely alkene, aro-
matic, alcohol, ester, ether and hydroxyl. The sample shows IR 
bands at 3400- 3600 cm-1 which are attributed to -OH stretch-
ing of hydroxyl groups. The sample also shows peaks at 2926 
at 2870 which correspond to C-H stretching in alkyl groups. 
The bands appearing at 1400-1600    cm-1 are ascribed to C=C 
stretching in aromatic rings, at the ones at 1000-1200 cm -1 are 
attributed to C-O stretching in ether groups. Finally, the bands 
appearing at 1600-1700 cm-1 correspond to the carbonyl group. 
IR spectrum of the activated carbon exhibits the same shape, 
which means that both materials have the same functional 
groups. The peaks observed at 2926 and 2870 cm-1 in the raw 
precursor disappear once the material is impregnated with 
H3PO4. Also, the bands between 500 and 1000 cm-1 attributed 
to aromatic C-H bending and O-H group stretching show a 
higher intensity. Hence, the aromaticity of the material in-
creases during activation.  
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B.   Adsorption of carbamazepine  
A preliminary adsorption experiment was conducted in or-

der to test the adsorptive capacity of the chemically activated 
adsorbent. The effectiveness adsorption effectiveness of the 
prepared activated carbon was compared with the commer-
cially available activated carbon (activated charcoal purchased 
from Sigma). The contaminated sample was spiked with an in-
itial carbamazepine concentration of 100 µg/L, and the adsor-
bent was added. The prepared and the commercial activated 
carbon achieved 99.6 % and 99.8 % removal, respectively. 
These results reveal that the adsorbent prepared from date pits 
can be a promising alternative to the highly expensive activated 
carbon commercially available.  

 
C.   Adsorption isotherm 
Collected adsorption data at various adsorbent dosage rang-

ing between 1 to 50 mg/L are fitted with two most commonly 
used adsorption models, namely Langmuir and Freundlich 
[14]. 

The Langmuir isotherm equation is represented by:  

   𝑞𝑞" = 	   *+,-./01
23./01	  

  (1) 

where qmax is the monolayer adsorption capacity of the ad-
sorbent (mg/g) and KL is the Langmuir equilibrium constant 
(L/mg).  

The Freundlich isotherm is represented by the equation:  

   𝑞𝑞" = 𝐾𝐾5𝐶𝐶"
2 6  (2) 

where n is the heterogeneity factor and 𝐾𝐾5 is the Freundlich 
constant (L/g). 

 

D.   Adsorption kinetics 

The adsorption kinetics are studied at 25 °C. The adsorption 
kinetics are monitored over 96 hours and the experimental re-
sults are fitted to four kinetic models, first, second, pseudo-
first, and pseudo- second orders [15].  

The first order equation is: 

	 	 	 𝐶𝐶7 = 𝐶𝐶8𝑒𝑒:.7 	 	 (3)	 

where Ct is pharmaceutical concentration (µg/L) at time t 
(min), Ci the initial pharmaceutical concentration ((µg/L) and 

k1 the first order rate constant (min_1).  

The second order equation is:  

   2
0;
= 2

0<
+ 	  𝐾𝐾>𝑡𝑡  (4) 

with k2 being the second order rate constant (L mg_1 

min_1).  

The pseudo-first order equation is expressed as:  

  𝑞𝑞7 = 𝑞𝑞" 1 − 𝑒𝑒:ABC7   (5) 

where qe  is the adsorption capacity of the prepared activated 
carbon at equilibrium (mg g_1), qt is the amount of pharma-
ceutical adsorbed (µg/g) at time t (min) and k1’ is the pseudo-

first order rate constant (min_1).  

The pseudo-second order equation can expressed as:  

   𝑞𝑞7 =
.DC*1D7
23.DC*17

  (6) 

where k2’  is the pseudo-second order rate constant (g mg_1 

min_1).  

IV.   CONCLUSION 

Pharmaceutically active compounds are serious emerging 
contaminant which are continuously introduced to surface wa-
ter at low concentrations due to their persistence through mu-
nicipal water recycling processes. Accordingly, in order to 
minimize environmental and human exposure, advanced treat-
ment is essential to provide further reduction of these emerging 
contaminants. The main goal of this study is to examine the 
effectiveness of adsorptive treatment with activated carbon as 
an advanced treatment for the removal of pharmaceuticals from 
water. The activated carbon tested is biomass-derived activated 
carbon prepared from olive stones and date pits. The low-cost 
high-value adsorbent plays an important role on the economic 
feasibility of the overall adsorption process and the develop-
ment of a sustainable process for the removal of pharmaceuti-
cals waste. Also, the utilization of biomass waste as precursors 
is a suitable strategy to deal with the problem of waste disposal 
and recycling.  
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Abstract- A waste-to-energy bio-refinery was designed in order to 
treat the municipal solid waste surplus in Lebanon and its 
negative repercussions. The aim is to treat municipal solid waste 
by gasification to produce syngas and proceed further to produce 
methanol and Dimethyl Ether (DME). The operating plant will 
receive about 20% of the total municipal solid waste in Lebanon 
which is 720 tons/day. The syngas produced from gasification will 
then be cleaned and treated, and sent to methanol production in 
three plug flow reactors (PBRs). The produced methanol will 
further used to produce DME in another PBR. The conversion of 
methanol in the reactor is 97.99% yielding 19 ton/hr of DME. 
The whole design of the plant was simulated using Aspen Plus 
and Aspen HYSYS. The income of the plant is generated by 
processing the feed at a price of 150$/ton and selling DME for 
850$/ton. The yearly net earnings are 54,633,956$ per year giving 
a modest return on investment of 18%.   
 

I. INTRODUCTION 

 
The new environmental concerns of the emissions of the 
greenhouse gases have turned the interest into environmental 
friendly energy sources such as solar energy, wind energy, and 
biomass energy. Thus, the industry is trying to make the best 
out of the organic materials, considered as waste, by providing 
new processes to convert them into valuable chemicals and 
energy. Currently, biomass, which can vary from food 
leftovers to solid waste and forests waste, is one of the 
renewable energy methods used. Biomass can be converted to 
transportation fuel, gaseous fuel or oil to generate electricity, 
plus it can be converted into useful chemicals. Locally, in 
addition to the environmental impacts caused by the use of 
fossil fuels, we can identify another problem which is the lack 
of proper management of waste.  
Solid waste is spreading all over Lebanon and is becoming a 
striking problem that poses a serious risk on the future of the 
country.  Therefore, an urgent plan needs to be developed in 
order to treat the waste. In this project, a solution for treating 
the bio-waste and providing Lebanon with the much needed 
bio-fuel to provide electricity is presented. Municipal solid  

 
 
 
waste will be treated by gasification to produce syngas and 
proceed further to produce methanol and Dimethyl Ether 
(DME). Both, Methanol and DME, are used as intermediates 
to manufacture other chemicals, however, Dimethyl Ether can 
be used as a clean fuel. Due to its common characteristics with 
gasoline and diesel, their production and emerging use as an 
alternative fuel have been increasing. 
 

II. LITERATURE REVIEW 
 
A. Feed 

Lebanon generates 22.5 million tons of waste annually in 
which each person is expected to generate 1.18 kg/day of 
municipal solid waste in urban areas. Figure 1 shows the 
composition of the solid waste in Lebanon.  
  
 
 
 
 
 
 
 
 
 
 
The organic waste in Lebanon encompasses a big part of the 
generated waste due to the nature of the Lebanese cuisine. [5] 
This also contributes to the high moisture percentage of the 
waste reaching more than 60%. After treating the waste feed, a 
proximate and ultimate analysis is made as shown in table 1. 
A proximate analysis is physical analysis, while ultimate 
analysis is the chemical analysis of the feed.  
 

Figure 1 Composition of Solid Waste in Lebanon 
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TABLE 1 PROXIMATE AND ULTIMATE ANALYSIS OF FEED AFTER DRYING 

 
This plant will be operating at an industrial scale with a MSW 
feed of 30 ton/hr. this huge amount of feed enables us to 
classify this plant in the mid to high end industrial scale 
category. 
 
B. Synthesis Gas 

Synthesis gas is mainly known as syngas can be produced 
from a variety of different materials containing carbon. Its 
composition varies significantly depending on the feedstock 
and the gasification process involved with typical ranges of 30 
to 60% carbon monoxide (CO), 25 to 30% hydrogen (H2), 0 to 
5% methane (CH4), and 5 to 15% carbon dioxide (CO2). 
Gasification is used to produce syngas which will be an 
intermediate product in the process of DME production. 
 
C. Methanol 

Methanol is the simplest alcohol with a chemical formula of 
CH3OH. It is a light, volatile, colorless and flammable liquid 
with an alcoholic odor similar to but slightly sweeter than 
ethanol. Methanol will be produced by the catalytic synthesis 
from the syngas and will be also an intermediate product. 
 
D. Dimethyl Ether 

Dimethyl ether (DME) is a colorless, clean-burning, non-toxic 
gas with a chemical formula of CH3OCH3, simplified to 
C2H6O. DME is the final desired product of this process. It is 
used as an intermediate in the synthesis of important 
chemicals (such as dimethyl sulfate, lower olefins like 
propylene or higher value oxygenated compounds), as an 
electrolyte in high energy density batteries and as a solvent.   
Also, DME has been used gradually more as an aerosol 
propellant because of its environmental friendly properties. It 
will be produced by the dehydration of methanol. 
 

III. PROCESS BACKGROUND 

 

A. Biomass Pre-Treatment 
Before entering the gasifier, the feed is pretreated so that the 
gasifier works optimally and efficiently. Sorting system 
converts complex and diverse municipal waste using sorting 
streams into high quality and separated biomass feed. Then, 
mechanical treatment must be applied, so the waste gets 
shredded using an industrial shredder in order to homogenize 
the waste. Finally, the biomass waste is heated in a Direct-

Fired Rotary Dryer in order to improve the combustion energy 
in the gasifier and reduce air emissions 
 
B. Gasification 

Gasification is the main step in the process in which the 
resulting producer gas consists of hydrogen, carbon monoxide, 
carbon dioxide, methane, water vapor, nitrogen, tar and dust. 
The producer gas should be cleaned form the impurities in 
order to obtain the syngas which consists of mainly H2 and 
CO. In the bubbling fluidized bed gasifier used in this process 
(figure 2), the carbonaceous material undergoes several zones. 
The drying zone is the first, it requires substantial amounts of 
energy which can be provided by partial combustion. It is used 
to reduce the high moisture biomass feedstock to less than 5% 
in a temperature range of 100-200°C. Next, the pyrolysis zone 
breaks down the large molecules of biomass into smaller ones 
such as hydrogen, carbon monoxide, carbon dioxide, methane, 
ethane and ethylene. The resulting molecules can polymerize 
into bio-oil and tar. Pyrolysis occurs in the temperature range 
of 200-700°C in the absences of an oxidation agent. The 
overall reaction of pyrolysis is shown below: 

                                     
                                         

          

 
In the partial combustion zone, the process occurs as the 
volatile products and some of the char react with the gasifying 
agent (air, oxygen or steam) to primarily form CO2 and small 
amounts of CO. This provides heat for subsequent gasification 
reactions in temperature range of 1200°C to 1500°C. 
Letting C represent a carbon-containing organic compound, 

the basic reaction here is:  

          

Below, some of the important reactions listed are:  

            

Proximate Analysis Ultimate Analysis 

Moisture 20 (wt %) C (Carbon) 50.54 (wt %) 

Volatile 63.7 (wt %) H (Hydrogen) 7.08 (wt %) 

Fixed Carbon 15.78 (wt %) O (Oxygen) 41.11 (wt %) 

Ash 0.505 (wt %) N (Nitrogen) 0.15 (wt %) 

   S (Sulfur) 0.57 (wt %) 

  Ash 0.55 (wt %) 

(1) 

Figure 2 Bubbling Fluidized Bed 

(13) 

(3) 

(2) 
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(figure 2), the carbonaceous material undergoes several zones. 
The drying zone is the first, it requires substantial amounts of 
energy which can be provided by partial combustion. It is used 
to reduce the high moisture biomass feedstock to less than 5% 
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breaks down the large molecules of biomass into smaller ones 
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ethane and ethylene. The resulting molecules can polymerize 
into bio-oil and tar. Pyrolysis occurs in the temperature range 
of 200-700°C in the absences of an oxidation agent. The 
overall reaction of pyrolysis is shown below: 

                                     
                                         

          

 
In the partial combustion zone, the process occurs as the 
volatile products and some of the char react with the gasifying 
agent (air, oxygen or steam) to primarily form CO2 and small 
amounts of CO. This provides heat for subsequent gasification 
reactions in temperature range of 1200°C to 1500°C. 
Letting C represent a carbon-containing organic compound, 

the basic reaction here is:  

          

Below, some of the important reactions listed are:  

            

Proximate Analysis Ultimate Analysis 

Moisture 20 (wt %) C (Carbon) 50.54 (wt %) 

Volatile 63.7 (wt %) H (Hydrogen) 7.08 (wt %) 

Fixed Carbon 15.78 (wt %) O (Oxygen) 41.11 (wt %) 
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Figure 2 Bubbling Fluidized Bed 

(13) 
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(2) 

          

              

              

                    

    
 
                 

 
      

                    
 

In the reduction zone, the process occurs as the char reacts 
with steam to produce carbon monoxide and hydrogen, via the 
reaction:  

                

 
Basically, a limited amount of oxygen or air is introduced to 
the reactor to allow some of the organic material to burn 
producing carbon dioxide and energy, which drives a second 
reaction that converts further organic material to hydrogen and 
additional carbon dioxide. Further reactions occur when the 
formed carbon monoxide and residual water from the organic 
material react to form methane and excess carbon dioxide. 
 The main reactions are shown below: 
 

           

               

                 

                  

                    

            

                  

                

                    

 

The first two reactions are the main char endothermic 
reduction reactions which reduces the gas temperature during 
the reaction for the production of H2 and CO. H2 is also 
produced by the water-gas shift reaction. Unreacted char and 
ash are considered solid residues and have to be removed 
continuously from the gasification reactor using a cyclone. 

 

C. Producer Gas Cleaning 
In order to obtain the syngas, it is necessary to clean the 
producer gas from impurities such as particulates, alkali 
metals, tar, nitrogen, and Sulphur compounds since they may 
cause clogging, catalyst poisoning, equipment fouling and 
blocking. First, the cyclone clean most of the large particulates 
greater than 50 μm in diameter. Then, scrubbers and filters are 
used to clean syngas from smaller particulates. So, a scrubber 
is used to remove mainly H2S which is a must to be removed 
to avoid equipment damage, prevent catalyst poisoning, and 
meet the final product requirements. 
 
D.  Auto-Thermal Reforming 
 The cleaned syngas is sent to the auto-thermal section in order 
to increase the production of hydrogen and carbon monoxide. 
The catalyst for the reformer was selected to be 10 wt. % of 
Ni/Al2O3. In this section, the main reactions taking place are: 
 
Reforming:                         

Reforming:                             

Water-gas shift:                          

Total combustion:                        

E. Methanol Production 
 Methanol synthesis reaction is exothermic, so the process is 
operated under low temperature and high pressure to obtain 
high methanol production. Even though CO is preferred to 
have higher concentration than CO2, the concentration of CO2 
is important since it is found that the carbon in the methanol is 
obtained from CO2. Hence, it is suggested to operate at a 
minimum concentration of 2 to 3 vol% CO2, but not very high 
as to reduce the activity of the catalyst. It is found that the 
optimum conversion is obtained when CO2 concentration is12 
vol%. A Cu based catalyst was found to be most suitable for 
this reaction with temperature limitations; Cu based catalyst is 
found to be slightly active at temperatures below 230°C. The 
selected catalyst for methanol production is Cu/ZnO/Al2O3 
Pressure is another important factor to consider in which 
increasing the operating pressure favors the conversion of CO 
and CO2. However, increasing the pressure will increase the 
utility and operating cost. Thus, there should be a compromise 
between optimum pressure conditions and cost. The following 
two reactions take place in the methanol packed-bed reactor: 
 

                                                                                                                            

                

 

(24) 

(25) 
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F. DME Production 
After obtaining methanol from syngas, methanol undergoes a 
dehydration reaction, at a temperature range of 250°C to 
400°C on a solid-acid catalyst which was selected to be 
HZSM-5, to produce dimethyl ether according to the 
following reaction:  
 

                      

 

IV. ECONOMIC ANALYSIS 
 
Dimethyl Ether Market is projected to reach USD 9.7 
Million in terms of value by 2020, signifying firm 
annualized growth of 19.65% between 2015 and 2020. 
The IEA states that approximately 27% of the global 
energy demand for transport could be met by biofuels in 
2050; therefore, it is a lucrative and interesting 
investment. [4] 
Nonetheless, the gasifier plant was designed so that it 
minimizes cost and increases profit while keeping in mind 
environmental considerations. The estimated capital cost 
of the equipment will be used from similar gasification 
projects. Since the capital cost is based on cost data for 
recent similar projects, the order-of-magnitude of the 
error could be estimated at >30 %. 
 
 

TABLE 2 COST ANALYSIS FOR SIMILAR PROJECTS [6] 
Cost Year 1991 2005 2000 2003 
Plant Size 
(dry 
metric ton 
per day) 

1,650 2,000 1,741 4,540 

Feedstock Generic 
biomass Poplar Poplar Switchgrass 

Fuel 
Output Methanol Ethanol FT liquids Diesel, 

gasoline 
Feedstock 
Cost 
($/dry 
short ton) 

41 35 33 46 

Capital 
Investment  N/A 191 387 541 

Product 
Value 
($/GJ) 

15 12 16 15 

Product 
Value 
($/Gallon) 

1.90 1.60 2.00 1.85 

 
Using Tijmensen’s plant cost and other similar plants as well 
as accounting for the location and inflation; the total 
equipment production cost was estimated to be 60,000,000 
$.From this value the approximated Fixed Capital Investment 
was calculated. The Fixed Capital Investment (FCI) is divided 
into direct and indirect fixed capital costs. The direct costs are 
paid directly for the equipment and land preparation coupled 
with other considerations, while the indirect costs are paid for 

engineering designs, legal expenses, contingency, with other 
indirect charges.  
In addition, there is working capital that consists of primary 
raw material stocks, salaries, taxes payable, etc...  
The sum of the direct, indirect fixed capital investment, and 
working capital is defined as Total Capital Investment (TCI) 
which is the sum money that has to be paid at the beginning so 
that the plant can be built. 
The operation costs should also be calculated in order to have 
a proper estimate for the cost. The operating costs are two 
types: direct operation cost including charges like power and 
raw material, and indirect costs including administration and 
insurance charges. 
 

TABLE 3 OPERATING AND FIXED CAPITAL COST ESTIMATES (all values are in $) 
Fixed Capital Investment 

Direct Costs 
Purchase equipment delivered 60,000,000 

Equipment installation 28,200,000 
Instrument and control (installed) 21,600,000 

Piping (installed) 40,800,000 
Electrical systems (installed) 6,600,000 

Buildings (including services) 10,800,000 
Site development 6,000,000 

Service facilities (installed) 42,000,000 
Total direct FCI costs 216,000,000 

Indirect costs 
Engineering and supervision 19,800,000 

Construction expenses 24,600,000 
Legal expenses 2,400,000 
Contractor’s fee 13,200,000 

Contingency 26,400,000 
Total FCI indirect costs 86,400,000 

Working Capital 50,400,000 
Total FCI 302,400,000 

TCI 352,800,000 
Operating Costs 

Direct Operating Costs 
Raw material 5,676,480 

Power 83,474,680 
Labor (L) 8,409,600 

Supervision (S) 1,261,440 
Maintenance and Repair (MR) 15,120,000 

Lab supplies 1,261,440 
Operating Supplies 2,268,000 

Direct Operating Costs 117,471,640 
Indirect Operating Costs 

Property Taxes 4,320,000 
Insurance 2,160,000 
Overhead 14,874,624 

Administration 252,288 
Total indirect operating costs 21,606,912 

 
Charging 150$/ton for the feed and 850$/ton for DME makes 
181,713,060 $ in total sales per year. This number was not 
chosen at random as it was compared with the previous 
governmental price given to Sukleen at 147$/ton.[5] 
Subtracting the total operations cost and taking into 
consideration the government incentives as no taxes, net 
earnings will be 54,633,956$ per year. This gives a modest 
return on investment of (18%) and can be improved with 
9further optimization and heat integration. 

(26) 
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Although the price of gasoline has dropped in recent periods 
giving the plant a higher risk on investment, the DME 
forecasts remain positive giving the possibility of a hopeful 
DME price. 
A depreciation rate of 5 %, an inflation rate of 7%, and a 
salvage of 5% gives the following monetary graph: 
 

 
 

 

 

 
 
 
 
 
 
 

V. SITE SELECTION 
 

The bio refineries’ location plays a very important part in the 
design. The proper location of the plant can ensure effective, 
prosperous, and optimal functioning. However, an improper 
location can prove to be the biggest obstacle for plants and 
even be the cause of their failure. Therefore, extreme care and 
caution was taken in picking the optimal place for the plant. 
Since the solid waste management crisis is concentrated in the 
Beirut province and in order to decrease the cost of solid waste 
transportation, the plant should be placed somewhere close to 
Beirut. However, since this plant requires huge spaces in order 
to operate and needs a fresh stream of water, the site selected 
should be in a place where both of the requirements are 
abundantly available. After extensive research the suggested 
location of the plant was near the Damour River. 
 
This choice was made due to several factors that include: 
  
 Transportation 
Transportation costs play a major role in plant economy 
therefore it is imperative that transportation costs are reduced. 
Since the solid waste treated will be for Beirut, the plant will 
be located within a 19 min drive from Beirut and an 8 min 
drive from Naameh Landfill. This location thus can provide a 
constant feed of biomass for the plant at a stable and ensured 
rate.  
 
 
 
Utilities 
This plant location can provide plenty of utilities. The plant 
has access to river water that can be used for cooling and 
providing a fresh water stream for use. The Damour River has 

a yearly average discharge of 35 m3/hr. In addition, the site 
has access to sea water which can also be used in big amounts 
and high pressures for cooling hot plant streams. 
 
Employees 
The plant location is ideal for many employees who can use 
shuttle buses and vans from two major cities in Lebanon, 
Beirut and Saida. The two cities are of close proximity and 
can provide the 240 staff of unskilled workers required. 
 
Size 
The 25,000 m2 was reached after comparisons with other 
plants that gasify bio-mass, thus making the suggested land fit 
is consistent with the required size criteria. 
 
Legal Permits  
Since all sea viewed land were owned or are the property of 
the government, the government can provide an incentive in 
lowering the price of this land. 
 
Skilled Labor 
Skilled labor is available as Lebanon has the top universities 
in the region. These highly-ranked universities have the 
experience and reputation in providing Lebanon with a 
constant number of elite engineers and skilled workers. 
 
Motorway 
The motor way is available and in direct proximity to the land. 
This motorway is considered an international highway and 
thus can handle the traffic of several waste tanks per day and 
also at night. 
 
Amenities 
One of the things that make this plant location a decent choice 
is the possibility of making a DME export sea port. This port 
can be specialized for DME orders from turkey and closer 
European countries as they don’t have enough DME plants. 
Further, this gasification plant can compete with the Chinese 
DME plants due to the proximity to possible markets and 
transportation cost reductions. 
 
 
Safety 
Safety is imperative and the location of the plant is in a 
considerable range away from communities. Thus, this 
location makes civilian interference and odor complaints 
obsolete.  
 

VI. CONCLUSION 
 

In brief, the plant transforms 720 ton/day of municipal solid 
waste, which makes 20% of the total municipal waste in 
Lebanon, into 19 ton/hr of DME. The conversion of methanol 
in the reactor is 97.99%. As for the economic analysis, the 
income of the plant is generated by processing the feed at a 
price of 150$/ton and selling DME for 850$/ton. The yearly 
net earnings are 54,633,956$ per year resulting in a ROI of 
18%. 

Figure 3 Monetary Quantity ($ million) vs. Time (years) 
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The Solid Waste Management crisis in Lebanon cannot be 
solved by a mere plant design. The problem is much deeper as 
it is rooted in the culture and in the minds of the Lebanese 
citizens. Governmental vacuum and political instability plays 
a major role in the deterioration of Lebanon.  
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Abstract- Accurate local site response analysis allows for 

assessing the response of a soil column nearby an active seismic 
zone. However, the modeling of this behavior is accompanied with 
uncertainty that could lead to either an unsafe or conservative 
design. The main sources of uncertainty include the huge 
variability in the characteristics of the geologic strata, 
simplifications in mathematical models, errors associated with 
identifying properties via laboratory tests, and limited historical 
events. In this study, a probabilistic framework for estimating 
dynamic soil properties using a sequential data assimilation 
technique is developed. Particularly, real time acceleration data 
and simulations performed in OpenSees are coupled with an 
Ensemble Kalman filter framework (EnKF) to identify soil 
properties. Compared to a deterministic framework, the use of a 
probabilistic framework permits reliable prediction of model 
parameter amid uncertainty. A pressure dependent nonlinear soil 
model defined in OpenSees is used to characterize soil response of 
a multi degree of freedom model. This strategy would lead to an 
improved understanding of in-situ soil behavior, and it would 
enhance the analysis of soil-structure interaction models 
developed in OpenSees. Additionally, the calibration of a 
nonlinear hysteretic model allows prediction of soil behavior 
under various loading scenarios; this is not possible if the soil 
column idealized as a lumped mass model. 

I. INTRODUCTION 

The response of a soil column subject to an earthquake 
ground motion depends on the properties of the soil, the 
stratigraphy, topography, extent of saturation, and several other 
factors [1]. Additionally, the dynamic behavior of a structure 
subject to an earthquake is dependent on the behavior of the 
soil column on which it is built. Therefore, it is required to 
model and analyze the behavior of the soil column in order to 
assess the soil-structure interaction. Evaluating the response of 
a soil column could be obtained using commercial software 
such as DEEPSOIL; however, predicting the response using 
DEEPSOIL or other similar tools requires the availability of a 
set of parameters that characterize the soil column [2]. The soil 
parameters that are used to calibrate soil models could be 
obtained by conducting laboratory tests. Nevertheless, 
laboratory experiments are associated with a high level of 
uncertainty, and they do not represent in-situ soil conditions 
accurately [1]. 

 
    The development in sensing technologies permitted the 
emergence of system identification techniques that are used to 

calibrate soil models and estimate in-situ properties [3]. 
Particularly, downhole arrays are used to record the seismic 
response of soil columns at different depths [4]. Downhole 
vertical arrays are capable of measuring ground motions into 
and out of a layer as shown in Fig. 1; this allows the 
characterization of soil behavior, and estimation of soil 
properties in that layer using inverse theory (system 
identification) [5]. 
 

 
Figure 1 Vertical Array Setup for System Identification [5] 

 
    System identification (SI) techniques can be broadly 
classified into time domain or frequency domain methods [3].  
Frequency domain system identification techniques are suitable 
for linear or equivalent linear systems. Time domain methods 
are required in order to capture the nonlinear and time varying 
behavior of soil columns subject to strong ground motions [3]. 
Application of SI methods that rely on time series include a 
framework proposed by Glaser and Baise; they estimated the 
nonlinear soil behavior using an equivalent linear idealization, 
a time series autoregressive-moving average model, and an 
extended Kalman filter algorithm [5]. Using the recursive 
method along with the segmentation scheme proposed, they 
were able to identify variations in estimated properties [5]. 
Similarly, Pavlenko and Irikura propose other idealizations of 
the soil column to estimate stress-strain relationships and study 
nonlinear behavior [6], [7]. However, time domain SI 
techniques that pertain to response characterization by using 
idealizations do not relate to the physical phenomena involved 
[1]. Furthermore, the estimated parameters from such 
idealizations could not be readily used for future site response 
in constitutive models that represent nonlinear soil behavior, 
further calibration of constitutive models is required [8]. 
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classified into time domain or frequency domain methods [3].  
Frequency domain system identification techniques are suitable 
for linear or equivalent linear systems. Time domain methods 
are required in order to capture the nonlinear and time varying 
behavior of soil columns subject to strong ground motions [3]. 
Application of SI methods that rely on time series include a 
framework proposed by Glaser and Baise; they estimated the 
nonlinear soil behavior using an equivalent linear idealization, 
a time series autoregressive-moving average model, and an 
extended Kalman filter algorithm [5]. Using the recursive 
method along with the segmentation scheme proposed, they 
were able to identify variations in estimated properties [5]. 
Similarly, Pavlenko and Irikura propose other idealizations of 
the soil column to estimate stress-strain relationships and study 
nonlinear behavior [6], [7]. However, time domain SI 
techniques that pertain to response characterization by using 
idealizations do not relate to the physical phenomena involved 
[1]. Furthermore, the estimated parameters from such 
idealizations could not be readily used for future site response 
in constitutive models that represent nonlinear soil behavior, 
further calibration of constitutive models is required [8]. 

 
    Constitutive model SI methods are split into nonparametric 
and parametric techniques. Nonparametric SI techniques aim to 
reproduce observed earthquake motions without recourse to the 
physical phenomena involved [1]. An example of 
nonparametric SI methods is the use of sequential artificial 
neural network to predict stress-strain behavior of soils; the 
stress-strain curves were matched using observed behavior 
from triaxial tests [9]. Similarly, autoprogressive methods were 
used to train nested adaptive neural networks in order to 
idealize the mathematical formulation of a constitutive model 
[10]. Other than that, Tsai and Hashash extend the 
autoprogressive framework to develop a framework of self-
learning simulations that aims at creating a neural network 
based constitutive model [11]. Nevertheless, hysteretic rules 
and soil constitutive models are required to represent 2-D site 
response analysis, or to analyze soil-structure interaction [8]. 
 
    Determining the parameters of a constitutive model using 
parametric identification requires solving the equation of 
motion and relying on the constitutive relations [1]. The 
parameters obtained have physical significance in that they 
represent characteristics of the soil mass itself. This enables 
prediction of the soil behavior under different loading 
conditions [1]. A waveform inversion algorithm was proposed 
in [8] to estimate insitu soil behavior that is characterized by a 
formulated constitutive law. However, the robustness of the 
proposed inversion algorithm is significantly influenced by the 
number of parameters estimated [8]. Therefore, a different 
framework is required to estimate multiple parameters 
associated with a constitutive model. 
 
    Lin estimated the response of nondegrading structures by 
using an Extended Kalman filter iteratively in order to 
characterize soil behavior attributed to a Bouc-Wien model 
[12].  Similarly, the Extended Kalman filter had been used to 
predict properties of lumped parameter mechanical models that 
idealize nonlinear soil behavior [3] [5] [13]. However, this 
implies that the state dynamics are assumed to be linear for 
small vibrations while in reality strong nonlinear behavior 
exists [3].  This is due to the necessary linearization of 
model dynamics for propagation of error covariance matrix 
that is associated with the Extended Kalman filter [14].  
 
    Therefore, the aim of this work is to propose a novel system 
identification framework that is based on the Ensemble 
Kalman filter to identify nonlinear soil properties. The 
Ensemble Kalman filter permits the propagation of error 
covariance matrix based on nonlinear model dynamics [14]. 
The framework relies on a probabilistic data assimilation 
technique along with earthquake simulations generated via 
OpenSees in order to predict the parameters of nonlinear 
constitutive models. Particularly, downhole array sensor data 
could be used along with the proposed framework in order to 
estimate the aforementioned parameters. Thereafter, the 

estimated parameters could be used for predicting the response 
of the soil mass under various loading conditions. The use of a 
probabilistic framework, as compared to deterministic 
approaches, permits reliable estimation amid uncertainties that 
are associated with geotechnical engineering applications. 
Furthermore, soil-structure interaction could be readily 
evaluated after using the proposed framework by integrating 
the calibrated soil models with superstructure models. 
 
 
 

II. SEQUENTIAL DATA ASSIMILATION 

   Sequential data assimilation relies on a set of observational 
data and the underlying dynamical principles governing the 
system under observation for estimating unknown state 
variables and parameters. General schemes for data 
assimilation often relate to either estimation theory or control 
theory, but some approaches like direct minimization, 
stochastic and hybrid methods can be used in both frameworks. 
 
    In estimation theory, statistical approaches are used to 
estimate the state of a dynamical system by combining all 
available knowledge pertaining to the system including the 
measurements and the modeling theories. Of significant 
importance in the estimation process is the a priori hypotheses 
and melding criterion since they determine the influence of 
dynamics and data onto the state estimate. One of the most 
widely used tools in estimation theory is the Kalman Filter 
[15],which gives a sequential, unbiased, minimum error 
variance estimate based upon a linear combination of all past 
measurements and dynamics.  
 
    The Kalman Filter is an optimal sequential data assimilation 
method for linear dynamics and measurement processes with 
Gaussian error statistics. It provides a linear, unbiased, 
minimum variance algorithm to optimally estimate the state of 
the system from noisy measurements. The Kalman Filter loses 
its optimality for nonlinear dynamical systems. As such many 
extensions of the Kalman Filter have been developed to tackle 
the different challenges associated with the problem of 
sequential data assimilation. The efficiency of the use of 
Kalman Filtering techniques for system identification and 
model characterization problems has been demonstrated by 
Saad and Ghanem in different applications [16] [17]. In this 
study the Ensemble Kalman Filter will be used to calibrate the 
soil parameters so as to minimize the mismatch between the 
measured and predicted outputs (acceleration, velocity, and 
displacement). 
 

III. ENSEMBLE KALMAN FILTER 

    The Ensemble Kalman Filter (EnKF) proposed by Evensen 
and clarified by Burgers et al. is based on forecasting the error 
statistics using Monte Carlo sampling [18] [19]. The EnKF 
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propagates an ensemble of state vectors forward in time and 
updates the state vectors as measurements become available. In 
this application, the model state vector consists of the dynamic 
state variables, the model parameters, and the model boundary 
conditions as shown in (1). V  consists of the nodal 
displacements, velocities, and acceleration in the numerical 
solution scheme. P represents the model parameters that will be 
updated in the forward model. U  is the matrix holding the 
ensemble members such that Ui ∈ Rn as shown in (2). Where 
N is the number of ensemble members, and n is the size of the 
model state vector.  The ensemble mean is given by (3). 1N ∈
RN×N is a matrix with all its elements equal to 1/N. The model 
error covariance matrix can be computed as shown in (4). 
 

 
 

U = [V P]T    (1) 
 
 

U = (U1, U2, … , UN) ∈ Rn×N   (2) 
 
 

U̅ = U1N     (3) 
 
 

Pe =  (U−U̅)(U−U̅)T

N−1    (4) 
 
 
    The initial ensemble is chosen so that it properly represents 
the error statistics of the initial guess of the model states. The 
initial ensemble is typically created by adding some kind of 
perturbations to a best-guess estimate, and then the ensemble is 
integrated over a time interval covering a few characteristic 
time scales of the dynamical system. The EnKF algorithm 
consists of two steps, a forecast step (Uf) and an update step 
(Ua ). The forecast step is calculated by using the forward 
model discussed above to propagate the ensemble of state 
vectors from time step (t − 1) to time step t as shown in (5). 
 

Ut,i
f = f(Ut−1,i

a )          i = 1, … , N (5) 
 

    In the update step, the ensemble of forecasted state vectors 
Ut
f  is updated to minimize the mismatch between the 

measurements and the corresponding predictions from the 
simulator. The ensemble of state vectors is related to the 
measurement variables via an observation matrix, H , that 
selects forecasted values corresponding to the measurement 
locations from the state vectors. A new ensemble of 
observations is generated at each update step. The ensemble of 
observations is generated by adding perturbations with zero 
mean and covariance equal to the measurement error 
covariance matrix to the true observation vector at time t [15]. 
Let d ∈ Rm, where m is the number of measurements, be the 
true observation vector at time,t. The ensemble of observations 
is shown in (6). The ensemble observations are obtained by 

perturbing the measurement vector d as shown in (7). 
Thereafter, the corresponding measurement error covariance 
matrix is given by (8). γ = (ϵ1, ϵ2, … , ϵN) ∈ Rm×N  is the 
ensemble of measurement perturbations. The updates states are 
computed as shown in (9). Kt is called the Kalman Gain matrix 
and is given by (10). Finally, once the probabilistic 
characteristics of the model parameters are calibrated, they are 
used to have a better seismic hazard analysis for the site and 
the surrounding area. 
 

D = (d1, d2, … , dN) ∈ Rm×N (6) 
 
 

dj = d + ϵj,          j = 1, … , N (7) 
 
 

Re =  γγ
T

N−1   (8) 
 
 

Ut,i
a = Ut,i

f + Kt(dt,i − HUt,i
f ) (9) 

 
 

Kt = PeHT(HPeHT + Re)−1 (10) 
 
 

IV. SOIL MODEL & ESTIMATION RESULTS 

     
    In order to estimate soil parameters using the 
aforementioned sequential data assimilation tool, a Tcl 
program that uses OpenSees framework was developed. 
Particularly, the program is capable of simulating the 
earthquake ground motion up to certain point in time. 
Afterwards, the user could impose displacement, velocity, and 
acceleration values which represent the system state at a 
specific time step. Then, the analysis and the ground motion 
proceed from the last time step while applying the imposed 
system states. This Tcl program was integrated with a Matlab 
script in order to use the EnkF tool for updating parameters in 
time domain.  
 
    A pressure dependent multi-yield material was used to 
represent the elastic-plastic soil behavior [20]. However, 
plasticity is only apparent in the stress-strain response of the 
soil element. The required parameters of the model include soil 
mass density, the reference shear modulus, the reference bulk 
modulus, the cohesion of the soil, and the shear strain at which 
maximum shear strength is reached. Afterwards, a single 
quadrilateral element of the pressure dependent material was 
coupled with a FluidSolidPorous material to represent a 
saturated soil mass [20]. Then, the 2 dimensional quadrilateral 
element was subjected to a gravity loads as well as a ground 
motion. The behavior was analyzed in time domain using a 
Newmark integrator.  
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    For illustration purposes, the soil characteristics of a 
quadrilateral element were calibrated by subjecting it to a 
ground motion obtained from the Borrego Mountain, El Centro 
earthquake.  The parameters to be calibrated were taken to be 
as the soil mass density and the reference shear modulus. 
Particularly, certain values of the parameters were assumed to 
be the true properties of the soil. Then, the aforementioned 
ground motion was used and the response at the surface of the 
element was taken to be the true response due to the subjected 
earthquake. In practice, the response at the top a soil column 
would be measured using sensors. The acceleration, 
displacements, and velocity are assumed to be obtained from 
the sensors. Afterwards, the initial values for the reference 
shear modulus and soil mass density were varied, and the 
framework was used to arrive at an estimate of the true values. 
 
  The same model that was used in the forecast step is adopted 
to generate the synthetic measurements. However, to represent 
a real scenario, the measurement errors was perturbed with an 
additive Gaussian white noise having a standard deviation 
equal to 0.5% of the actual data. The true values for maximum 
shear modulus and soil density were taken to be 32000KN per 
m2 and 2.0ton per m3 respectively. On the other hand, different 
initial sets estimates for maximum shear modulus and soil 
density were tested as seen in table 1, to asses the convergence 
of the presented scheme. Different source of uncertainty were 
added to the scheme; the initial Guess error was taken to be 5%, 
model error is 2%, parametric error is 1%, and sensors error is 
1%. These uncertainties characterize the error in initial 
perturbation, the assumed sensors and the adopted model 
respectively. All these error are assumed as Gaussian white 
noises. Fig.2 and Fig.3 show the variation of the true and EnKF 
estimated values of displacement and acceleration respectively. 
Fig.4 and Fig.5 show the EnKF prediction results of the mass 
density and the reference shear modulus respectively. The 
graphs show a considerable improvement and accurate 
estimation for the dynamic behavior (displacement and 
acceleration) and the soil parameters. Moreover, these graphs 
reflect the robustness of the suggested scheme as it 
successfully converged to the true value independent of the 
initial guess estimate. Note that the preceding example is only 
for illustration purposes; the value of the EnKF framework lies 
in the capability of estimating multiple nonlinear model 
parameters. 
 
Table 1nitial guess estimates 

Initial Guess Set Maximum Shear 
Modulus (KN/m2) 

Soil Density  
(Ton/m3) 

IG1 34000 2.2 
IG2 28000 1.7 
IG3 36000 1.5  
 

 
Figure 2 Estimated Displacement History and Actual Displacement History 

 

 
Figure 3 Estimated Acceleration History and Actual Acceleration History 

 

 
Figure 4 Variation of Mass Density Estimate 

 

 
Figure 5 Variation of Maximum Shear Modulus Estimate 

 

V. DISCUSSION & CONCLUSION 

    The proposed framework relies on the Ensemble Kalman 
filter for estimating nonlinear properties of soils. Particularly, 
the proposed framework is used for calibrating soil constitutive 
models that are developed in OpenSees. The calibration of soil 
constitutive models allows predicting the behavior of the soil 
column under various loading conditions; this would not have 
been possible if the soil column was idealized by a lumped 
mass model. Furthermore, the use of OpenSees permits 
integrating the soil model with super structure models readily. 
Other than that, while the Extended Kalman filter requires 
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linearization of the error covariance matrix, the Ensemble 
Kalman filter permits analysis of full nonlinear models [14]. 
This enables accurate calibration of fully nonlinear constitutive 
models as opposed to the approximations that result from 
linearization.   
 
    The use of the proposed framework is illustrated via a 
quadrilateral element example. The results indicated that the 
soil properties and dynamic behavior of the soil element were 
accurately predicted. Therefore, the tool could be used to 
predict the properties of soils between sensors of downhole 
arrays as shown in Fig. 1. This could be used for modeling the 
behavior of structural as well as geotechnical systems with 
increased accuracy. The development in sensor technologies 
highlights the impact of predictive tools such as the EnKF on 
system identification. Other than that, the use of the Ensemble 
Kalman filter could be extended for navigation systems and 
other Electrical Engineering applications.  
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Abstract- “Between 1960 and 2012, Lebanon’s resident 

population increased from approximately 1.9 million to 4.2 
million” [1].  As a result, most of Lebanon’s urban areas have 
become extremely congested, both with a lack of parking facilities 
and an increasing need for housing.  This growing congestion 
inspires engineers to come up with innovative ideas to tackle this 
issue.  Thus, the purpose of this paper is to address the possible 
implementation of one of the many solutions by accommodating 
for new parking spaces and extra floors in pre-existing buildings.  
This approach is justifiable by studying the nature of most 
structures built prior to the 1980s, which either have no 
basements or one underground story used for storage or shelter 
during the civil war.  Thus, underpinning will provide an 
underground extension of the structure while a structural 
investigation will make sure that added floors do not threaten the 
safety and integrity of the building.  This is comprised of the 
design of micropiles, foundations and a shoring system required 
for underpinning, as well as typical structural design including 
the possibility of jacketing.  In addition, earthquake analysis and 
parking layouts are a necessity for the completion of the proposed 
solution.  Finally, as part of the feasibility study of the project, 
environmental and economic aspects are tackled in order to 
examine whether or not such a radical undertaking would be 
beneficial to the Lebanese community. 

 
I. INTRODUCTION 

 This project was selected to tackle a problem that has been 
evident over the past several years, and is only growing in 
severity.  The aim is to address both the technical aspects of 
the problem as well as the overall sustainability issues of 
implementing the plan.  It consists of adding two 
supplementary floors as well as two underground basements to 
a pre-existing five floor residential building, in order to create 
more livable spaces whilst accommodating parking spaces, not 
only for the new potential residents, but also for the entire 
building.  The pre-existing building that was selected stands in 
the Dekwaneh area of Beirut, in a relatively dense 
neighborhood surrounded by other residential buildings, 
offices, governmental establishments, and an arterial road that 
delivers cars to and from the highway.      

Choosing this building was the first step into the project.  It 
had to be done following a set of criteria that would make sure 
that this selected structure could be generalizable to similar 
buildings of the broader area of Beirut.  All the related maps 
and drawings were obtained from the building’s residents and 
reproduced on AutoCad to obtain workable maps of the 
structure.  Next, the soil characteristics of the site were 

determined and structural and geotechnical analyses were 
conducted, including gravity and seismic load study, as well as 
underpinning and foundation design.  

Finally, parking layouts in addition to the economic, social, 
environmental, and overall sustainable aspects of the project 
were rendered thus deeming the project feasible or not and to 
what extent. 

 
II. LOCAL APPLICATIONS 

In order to achieve the aforementioned objectives, numerous 
technical concepts were used in the project.  Namely 
underpinning, which is the process of modifying or upgrading 
existing foundation.  The most widely used type in the region 
requires the use of micropiles.  These are typically reinforced 
concrete piles with small diameters that are drilled into the 
existing foundations in order to transfer the load of the 
structure to the underlying ground.  They are designed to allow 
for excavations underneath the existing foundations while 
keeping the structure intact in terms of safety and serviceability 
[2].  The implementation of micropiles produces acceptable 
quantities of dust, noise and vibrations, and the adaptation of 
equipment used during their construction to work in confined 
spaces make micropiles most suitable for the project.  Case 
studies procured by Bauer and International IGM, two 
geotechnical contractors, were proof that such underpinning 
projects that may seem too complex, were actually executed in 
several regions of Beirut.  Although they remain uncommon, 
the option of preserving old buildings can be a very attractive 
concept. One of these cases is the underpinning of a building in 
Ashrafieh by International IGM.  It is very similar to the 
proposed project in this study. The following photograph, in 
Figure 1, taken from this site during implementation shows a 
more concrete and illustrative representation of what has been 
so far only theoretical. 

 

Figure. 1 Previous Underpinning Procedure in Ashrafieh, Lebanon 
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Underpinning of the building is the first step of the 
construction sequence.  It is followed by the excavation down 
to the new foundation level leading to a bottom up construction.  
In order to link the new columns with existing ones, non-shrink 
grout is used to allow for a smooth load transfer procedure thus 
minimizing unnecessary displacements.  

  On the other hand, adding supplementary stories to the 
building might require jacketing for some of the existing 
columns.  The objective of jacketing is to augment the 
structural member’s strength and stiffness by increasing its 
section size. A steel reinforcement cage is thus fixed and cast 
to the existing members [3].  The concerned columns and their 
appropriate rehabilitation are determined following a structural 
and seismic analysis of the building.  Note that the addition of 
shear walls might be necessary in certain cases.  

 
III. RESULTS AND FINDINGS 

A. Existing Structure 
As a first step in the proposed project, choosing a building 

was the most critical part.  It had to be representative of the 
buildings of its area in order for it to be generalizable once the 
whole analysis was complete.  A key objective in the proposed 
study was to choose a building that satisfies a set of criteria 
that mainly includes: a concrete frame structure constructed 
between the 1950s and 1980s that does not exceed 6 stories in 
height or 1 basement in depth for the ease of the feasibility of 
the underpinning design and construction.  The chosen 
building should also be located in a relatively congested area 
where land is expensive in order to justify the high costs 
emanating from implementing the proposed modifications. 
Several options in the areas of Verdun, Sin El Fil and Hamra, 
were examined but few were suitable.  The best option was a 
building in Dekwaneh, constructed in the 1960s.  It consists of 
five stories, a ground floor and a basement that only covers 
part of the footprint area.  

 
B. Site Investigation 

Before conducting any type of foundation or underpinning 
design, a geotechnical site investigation is crucial to obtain 
enough data that would contribute to the choice of the 
geotechnical design parameters.  In the case of the proposed 
project, drilling boreholes and applying tests on soil samples 
was not possible.  Thus, after contacting a few geotechnical 
firms, borehole logs obtained from different neighboring areas, 
were used to approximate the values of the geotechnical 
parameters of the site.  Literature correlations as well as 
specialists’ expertise contributed in the interpolation between 
the neighboring boreholes and the given site.  Based on this 
analysis, the chosen soil stratigraphy and parameters, taking 

into consideration the worst-case scenarios were assumed to be 
as in Figure 2. 

 
C. Jacketing and Seismic Design 

In order to gain a better understanding of how stable the 
structure is, and in order to avoid any risk of failure, a 
structural assessment of the building was crucial to the project.  
Maps and drawings of the chosen building were available in 
hard copy.  Using AutoCAD, a floor plan of the typical stories 
was drawn with column locations and dimensions.  The 
hourdis slab thickness was taken to be 30 cm as per the 
instructions of the owner of the building and the clear height 
was measured to be 3 meters in typical floors and 2.5 meters in 
the existing basement.  After importing the drawing into Etabs, 
the team modeled and analyzed the existing structure.  The 
latter contained 39 columns of varying sections with an 
assumed 1% reinforcement ratio.  Since the project will not be 
implemented, it was not possible to take core samples from the 
existing structure to determine its capacity, thus a concrete 
compressive strength of 20 MPa was assumed, given that the 
structural elements were in good shape.  As per the advise of 
Dr. Bilal Hamad, Table 1 summarizes the super imposed dead 
load and live load assumptions that were used in the analysis.  

After running Etabs, the team compared the load demands of 
each column to their capacities.  The capacity of each column 
is calculated using (1), [3]:  

 
        𝑃𝑃! = 0.8×0.7[.85𝑓𝑓!! 𝐴𝐴!"#$$ − 𝐴𝐴!"##$ + 𝑓𝑓!𝐴𝐴!"##$.           (1) 
 
It turned out that the structural concrete frame of the existing 
building was designed properly to sustain gravity loads at the 
time.  Once the stability of the existing structure was insured, 
the team added the two extra floors and basements, and then 
checked the building’s performance once seismic and gravity 
loads were applied.  It is important to note, that Lebanon is 
located in a major seismic zone as it falls on major faults [4].  
Unfortunately most of its buildings are not well designed to 
withstand such strong seismic activity.  For this reason, the 
team decided to rehabilitate the structure to sustain both 
gravity and earthquake loading.  Since Lebanon still lacks laws 
and regulations that dictate the seismic rehabilitation 
techniques, the ASCE 7-10 standard was used to design for 
earthquakes throughout this project [5].  The first step was to 
study the seismic behavior of the existing structure without any 
additional reinforcement to check whether or not it can 
withstand an earthquake occurrence.  After all the necessary 
parameters, found in Table 2 were fed into Etabs, it turned out, 
as expected, that a large number of columns would not 
withstand the applied lateral load coupled with gravity loads, 
and thus would require some strengthening.  

TABLE I 
SDL AND LL ASSUMPTIONS 

 Typical Floors Ground Floor Parking Lots Roof 

SDL 0.5 T/m2 0.3 T/m2 0.15 T/m2 0.3 T/m2 

LL 0.2 T/m2 0.7 T/m2 0.35 T/m2 0.7 T/m2 

Stiff Sandy Clay 
𝛾𝛾 = 19 𝑘𝑘𝑘𝑘/𝑚𝑚! 

c = 100 kPa  ∅ = 0° 
E = 30,000 kPa 

 

9 m 

Fractured Limestone 
𝛾𝛾 = 21 𝑘𝑘𝑘𝑘/𝑚𝑚!, fs=250 kPa 

E=250,000 kPa 

Water table 
level: 9 m 

Figure. 2 Soil Stratigraphy 
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TABLE II 
SEISMIC DESIGN PARAMETERS 

 
As a result, the model was modified by jacketing some 

columns, adding shear walls and was then run again after 
adjusting some parameters.  Many iterations were required in 
order to reach an efficient and safe solution. 

Four shear walls of 25 cm thicknesses were added along the 
building facades and 15 of the interior columns of the structure 
were jacketed 5 cm from each side in both the ground floor and 
the first basement, thus increasing the reinforcements and their 
capacities.  The reinforcements of the jacketed columns 
reached a 1.5% reinforcement ratio, where T25 and T32 bars 
were mainly used. 

The design was implemented using ETABS and the final 
model after addition of shear walls is shown on Figure 3.  

 
D. Shoring Design 

Every type of soil has a tendency for landslides.  Therefore, 
before proceeding to excavate any soil from a stable system, it 
is crucial to conduct a study on whether or not the cut soil 
would incur a landslide.  In most cases, especially in the 
absence of rock, micropiles are needed to retain the soil.  
However, where the excavation is as deep as 9 or 10 m, the 
micropiles, as stiff as they could be, cannot be enough to hold 
the lateral earth pressure without failing.  Thus, rows of pre-
stressed anchors are used to hold the wall in place [6]. 

In the case of underpinning, it is not possible to start 
excavating soil under the building without making sure that the 
walls of the excavation would not collapse and slide into the 
open space.  Thus, using the software Wallap, a shoring system 
was designed, as shown in Figure 4, while reducing micropile 
displacement to less than 1 cm and making sure the micropiles 
are stiff enough to withstand all shear and moment stresses (by 

varying their dimension and reinforcement).  It consists of 25 
cm diameter micropiles with 50 cm center-to-center spacing, 
going 5 m deep below the excavation into the soil; the 
micropile reinforcement consists of 17.78 cm outer diameter 
casing and 12.6 mm wall thickness. It is accompanied by 3 
rows of anchors on each side of the excavation.  The anchors 
are 15 cm in diameter, reinforced with grade 150 steel and their 
free length was estimated to be around 7 m, inclined at 15 
degrees from the horizontal.  The pre-stress load to be applied 
per strut varies between 400 and 500 kN according to its 
location on the micropiles.  It is worth to be noted that special 
care needs to be taken in sites surrounded by adjacent buildings 
that have basements.  The anchors would have to be inclined 
enough not to interfere with their stability.  In the case of the 
studied site, the adjacent buildings had no basements and were 
judged to be far enough not to be affected by the designed 
shoring system.  Also, municipal permits would have to be 
procured in order to be able to use penetrating anchors in the 
area around the site. 

 
E. Micropiles Design 

For the micropiles design, the Federal Highway 
Administration manual was used as a basis for the design 
procedure.  The manual provides guidelines on determining the 
diameter, penetrating depth and steel reinforcements of the 
micropiles, depending on the service loads and soil properties 
of the chosen area. In terms of design, micropiles are governed 
by both their structural and geotechnical components.  The 
geotechnical load capacity of the micropile is based on the fact 
that the contribution of end bearing is negligible, thus skin 
friction in the grout-to-ground interface only determines the 
load capacity of each micropile.  This is because the cross 
sectional area of the micropile is negligible and thus barely 
provides any end bearing.  It is also since the micropile will not 
settle enough to mobilize end bearing.  On the other hand, the 
structural load capacity and stiffness of the micropile depend 
merely on the reinforcement percentage, dimensions and 
material of the piles.  

According to the FHWA manual, a typical micropile 
consists of steel reinforcement and a minimum compressive 
strength of 35 MPa.  Other requirements include a minimum 
spacing of 30 inches or 3 micropile diameters and typical 
lengths should be less than 90 meters.  Due to the fact that 
limestone rock is present below the new foundation level, Type 
A piles (gravity grouted and fully bonded in rock or stiff clays) 
were used in the design.   It was decided that 25 cm diameter 
micropiles were selected; as such dimensions are available 

 
 
 
 
 
 

  

 
Original 
Building 

After addition of shear 
walls 

Site Class C C 

Period Parameters (Ct, x) 0.016, 0.9 0.016, 0.9 

Response Modification 
Coefficient (R) 

3 4.5 

Overstrength Factor (Ω) 3 2.5 
Deflection Amplification 
Factor (Cd) 

2.5 4 

Occupancy Importance (I) 1 1 

Ss 1.2g 1.2g 

S1 0.4g 0.4g 

Long-term transition period 8 seconds 8 seconds 

Figure. 4 Shoring System Figure. 3 Final Model on Etabs 
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locally.  It was also assumed that the grade 60 steel should 
account for at least 1% of the area of the pile.  The micropiles 
will be uncased since limestone is present.  In addition, a factor 
of safety of 3 was used, as recommended by the non-seismic 
load groups.  It is important to note that the micropiles will not 
be designed to resist seismic loads, as they are temporary 
elements [7].  
 
Structural Design: 

To evaluate the allowable structural capacity of the 
micropile, the Load Factor Design method was used.  The 
allowable compression load is calculated using (2), [7]: 

 
P!-!""#$ = 0.4*f!'*A!"#$$ + 0.47*f!-!"##$ A!"# + A!"#$%& .  (2) 
 

The designed micropiles were found to have an ultimate 
capacity ranging between 72 and 88 Tons.  Using this capacity, 
the number of micropiles was calculated using (3), [7].  It is 
important to note that an even number of micropiles 
symmetrically drilled was used in order to avoid the generation 
of moment because of slender columns.  

 
    Number of micropiles =  !"#$%&% !"#$%&''(") !"#$

!"#"$%&'
            (3) 

 
Geotechnical Design: 

In order to evaluate the geotechnical capacity of the 
micropile, the length was first determined.  The bond length of 
the micropile is the length of the portion of the micropile that 
will be embedded into the limestone rock after the excavation 
has been complete.  The nominal strength that was used in the 
calculations was qs = 250 kPa.  This value was obtained from 
consultations with design experts and contractors in the field.  
Once the number of micropiles had been determined, the next 
step was to determine their lengths by evaluating the 
geotechnical capacity of the micropile. Equation (4) was used 
to calculate the length [7]: 

 
                 P!!!""#$!%"& =

!!"#$
!"

∗ π ∗ D!"#$ ∗ L!"#$ ,                (4) 
Where, 𝛼𝛼!"#$ is the grout to ground ultimate bond strength, Db and 
Lb are the diameter of the drill hole and bond length. One needs to 
note that in cases where underpinning is used to add basements 
to an already existing building, the bond length is measured 
starting from the bottom of the new foundation level.  

For cases where footings had edge columns, the procedure 
stated above could not be used as the minimum number of 
micropiles needed generated a large moment.  Thus, Etabs was 
used to design the micropiles in a way to generate acceptable 
moments and take into account buckling purposes. Iterations 
were carried out until the micropiles provided a capacity that 
was larger than the design loads.  PCA Column was used to 
validate that the moments generated in the micropiles with the 
given loads and steel reinforcements were acceptable.  

Because of the present fractured limestone, which is 
relatively strong and stiff, it was easy to reduce settlement to a 

value less than one centimeter, thus considering it negligible.  
It is important to note that settlement of the building must 
constantly be monitored for serviceability and safety issues. 
Overall, the design consisted of 176 micropiles located in red 
as shown in Figure 5.  

 
F. Foundation Design 

As per the drawings obtained from the owner of the building, 
it is evident that isolated footings were not a feasible option for 
the design of the new foundation system.  With the increase in 
axial loads due to the additional stories and basements, the new 
isolated footings would have to increase in dimensions.  This 
option is not viable, as this will cause the footings to collide 
together because of the limited space and the difficult site 
environment.  As such, a raft foundation was chosen as a 
feasible option. Columns were assumed to be axially loaded 
and a factor of safety of 3 was taken.  The area of the raft 
foundation would have to cover the entire foot print area of the 
structure, which is around 795 square meters.  The raft 
foundation will be assembled onto the top of the fractured 
limestone layer.  

Based on Meyerhof’s bearing capacity equation, which 
includes the shape and depth factors, the allowable bearing 
capacity was calculated to be 7648 kPa with a total axial 
service load of 6308.9 Tons.   The depth of the raft foundation 
was chosen to be one meter based on the structural analysis of 
the raft on Safe.  Due to the presence of fractured limestone, 
the settlement was reduced to less than one centimeter, which 
was considered acceptable.   
 
G. Parking Design 

As planned, the three basements of this building were to be 
turned into a parking facility to meet the needs of the residents 
for parking spaces.  According to the Lebanese Law, parking 
stalls are to be 1.8 m wide and 5.2 m long, while providing for 
5.5 m turning radii.  In addition, the maximum allowed ramp 
slope is 20%, except for the first and last 5 m of exterior ramps 
where the allowed slope is 10% [8].  The design allowed for 
the creation of 57 parking spaces covering the need of all the 
building’s residents.  However, one major limitation is to be 
mentioned: as per the Lebanese Law, the access for more than 
30 cars should be 5.5 m wide.  However, in the case of this 
project’s building, an access ramp limited to a width of 2.8 
meters could only be provided since disturbing the ground 
floor’s slab was not an option.  Thus, in order to solve this 

Figure. 5 Micropile Layout 
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issue and preserve the residents’ safety, a number of mirrors as 
well as a sensor system will be installed notifying drivers of 
possible opposite traffic emerging.  The plan of the parking 
was first drawn and then the design was extruded into a three 
dimensional model using AutoCAD as shown in Figure 6. 

 
IV. FEASIBILITY STUDIES 

A. Economic Feasibility 
In order to come up with a decision regarding the feasibility 

of this proposed project, an environmental and economic study 
had to be conducted.  With respect to the economical aspect, 
average prices were obtained from different local contractors in 
the field and a final bill of quantities was erected as shown in 
Table 3.  It is important to mention that prices included in the 
BOQ comprise material, labor and equipment costs per unit.  

After consulting with a surveyor who visited the site, one 
square meter of basement in the building’s area was found to 
be worth approximately $1060 and one square meter of 
residential area was found to be around $2400.  Considering 
that the new buyers will have to pay for their parking stalls of 
dimensions 5.2 m x 1.8 m yielding an area of 9.36 m2 per lot, 
the total parking structure will then generate $158,746 in 
revenue.  To calculate the balance of the implementation of the 
project, the total cost was subtracted from the selling price of 
eight apartments with their parking spots ($ 2,976,000), which 
yields a profit of $723 in addition to two parking stalls per 
existing apartment. However, it is important to note that the 
residents need to procure a capital of $156,702 per apartment 
in order for the project to initiate.   

 
B. Socio-Environmental Feasibility 

The aim of this study is to make the construction phase as 
socially and environmentally friendly as possible and to then 
consider the long-term benefits of the project.  This 
generalizable case study can be imitated later on to yield more 
perceptible benefits on a community level. 
 
During Construction 

The most important aspects to be controlled are dust, noise 
and traffic. In addition, while aiming at a “zero waste” 
approach, the outcome of the demolished and excavated 
material should be considered.  

For Dust Control, concerning the addition of extra floors to 
the existing building, the construction activities are almost 
identical to any typical construction site. 

In order to insulate the surroundings, the building is to be 
covered with polymer sheets that can either be taken from 
previous projects, or purchased.  

 
 

 
 
 
 
 

TABLE III  
BILL OF QUANTITIES 

 

  Quantity Cost per 
unit ($) 

Total 
Cost ($) 

Underpinning Micropiles 176 with 12 m 
linear depth 80 168,960 

Shoring Micropiles + 
Reinforcement 

224 with 14 m 
linear depth 100 313,600 

Excavation (fill material) 6956.25 m3 10 69,565 

Lump Sum Basement 
Concrete Works 1010.66 m3 277 280,325 

Raft 954 m3 175 166,950 

Jacketed Columns 30 500 15,000 

Shear Walls 332.6 m3 310 103,106 

Additional Stories  1240 m2 400 496,000 

Lump sum basement finishes 2385 m2 130 310,050 

Lump sum floor finishes 1240 m2 250 310,000 

Parking control equipment 1 unit 600 600 

Parking sensor system 2 units 500 1,000 

Parking round 24’’ mirrors 6 units 87 525 

Metal staircase with rails 4 units 2000 8,000 

Anchors 250 embedded 8 
m 55 110,000 

Epoxy coating: parking floor 2385 m3 43 102,555 

Demolition: basement floor 795 m3 50 39,75 

Demolition: existing footings 246 m2 50 12,300 

 
 
 
 
 
 
 
 
This also provides mild protection against falling debris. 

Whereas for the basements works, it would be a good idea to 
place barriers around the building according to dust control 
practices to prevent airborne dust at the street level and serve 
to limit the safety perimeter.  Also, the trucks should be 
covered and possibly have their wheels sprayed to clean the 
dirt off. For Noise Control, no loud activities will be scheduled 
before 7:30 AM.  In addition to this basic regulation, further 
restrictions can be applied when special facilities are at 
proximity, namely hospitals, school universities and/or 
religious buildings.  For this project, there are no special 
buildings therefore basic noise control is adequate. 

For Traffic Control, some potential traffic-congesting 
equipment will be used including excavators, trucks, and 
concrete pumps.  However, the rate of turnover of trucks is 
expected to be lower than the rate for a site erecting a whole 

Sub-Total $ 2,508,286 

12% Overhead + Profit $ 300,994 
8% Design + 
Supervision $ 224,742 

Permits $ 100,000 

Total $ 3,134,023 

Figure. 6 Plan and 3D views of the parking facility 
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new building.  This will require a minor traffic routing in 
collaboration with the municipal police in order to 
momentarily route the concerned traffic of the two-way major 
artery of Dekwaneh.  Furthermore, no road blocking activity 
will be scheduled during the morning and afternoon peak hours 
of the day, between 7 to 8 AM, 2 to 3 PM and 5 to 6 PM. 

The Dekwaneh building will yield about 500 𝑚𝑚! of 
demolished concrete and 48 Tons of steel reinforcement.  This 
rubble will be generated from breaking down partition walls 
and other structural members that can serve as coarse 
aggregates for non-structural concrete or sub-base material for 
paving roads.  The steel reinforcement can be separated from 
concrete and sold to recycling facilities.  Also since the amount 
debris is not considerable, it is manageable to segregate the 
construction waste to ease later recycling. 

For Excavated Material, depending on the number and area 
of basements needed, the depth and volume of the excavation 
material might be moderate or significant.  The Dekwaneh case 
is expected to generate roughly 7,200 𝑚𝑚!of fill.  It is essential 
to consider proper usage of these byproducts before proceeding 
to wasting them as excavated material could be sought after in 
case there are land reclamation projects nearby or roads 
construction that might require some fill.  Other more singular 
solutions may apply such as using the diggings for nearby 
parks and plantation curbsides or along road medians.  
 
Post-Construction  

Benefits are best divided along three vantage points: benefits 
for the residents of the building, the whole street and for 
sustainability. 

Adding two additional stories, each accommodating 4 
apartments yields a total of 8 new apartments that the residents 
can sell or rent for a relatively high value considering the 
crowded geographical location.  Also, the existing residents 
now benefit from an added value to their homes by having 2 
parking spots per apartment that also relieves them from the 
daily stress of finding a parking space. 

Moreover, recall that the rehabilitated building falls at a 
right angle intersection connecting a minor street to the major 
artery of Dekwaneh.  Forty cars that were previously being 
parked curbside or in paid parking areas are now well 
accommodated for, underneath the building.  For the narrow 
streets of the network, the absence of curbside parking will 
make the car flow much smoother. If only a few other 
buildings join the model, this could result in improving the 
transportation infrastructures that could revive the commercial 
or economic aspect of the region, otherwise labeled as 
“continually jammed”.  More so, less traffic jams will result in 
a reduction of air pollution; particularly dangerous pollutants 
released by car engines such as Carbon Monoxide, Nitrogen 
Oxide, total hydrocarbons and volatile organic compounds [9]. 

Regarding the sustainability aspect, the biggest advantage is 
that the existing structure will not be completely demolished to 
build a whole new one.  Keeping the structural skeleton of the 
building saves big amounts of resources and energy that would 

have otherwise been consumed.  Reducing the need for new 
concrete can be translated into a reduction in demand for 
aggregates (decreasing the activity of quarries), for cement 
(reducing the emission of Carbon dioxide).  Also, reducing the 
construction period spares the environment from polluting 
activities including truck trips, electricity generation and 
products consumption (machines, energy, tools, paper work…). 

 
V. CONCLUSION 

The integration of several engineering disciplines allowed 
for the design of a system that can provide a pre-existing 
building with additional stories and basements.  A structural 
analysis coupled with geotechnical design components were 
needed to come up with a stable transitional foundation 
consisting of 176 micropiles that would allow for a bottom up 
construction sequence.  The final product generated 8 new 
apartments, as well as 57 new parking spaces accommodated in 
a 7-story high structure that agrees with the minimum safety 
and serviceability requirements.  Taking this into consideration 
along with the data generated in this study, the benefits of such 
a project out way the costs of implementing it, only in cases 
where it is possible to add extra floors, thus deeming it feasible 
from both a financial and an environmental standpoint.   

 
ACKNOWLEDGEMENTS 

The team would like to thank Professor Bilal Hamad, 
Professor Shadi Najjar and Professor Salah Sadek for their 
guidance and expertise in the field, Mr. Ghassan Fawaz for his 
continuous help in all aspects of the project, Dr. Marc Ballouz 
of International IGM, Mr. George Abdo and Mr. Oussama 
Abdallah of Bauer Lebanon, Mr. Hasan Issa and Mr. Mohamad 
Tayan of Code Lebanon for their input on the structural and 
geotechnical design of the project as well as local construction 
practices.  

 
REFERENCES 

[1] UN Sustainable Development. (2012, June). National Report to the United 
Nations Conference on Sustainable Development (RIO+20).  

[2] Kordahi, R. Z. (2004). Underpinning Strategies for Buildings with Deep 
Foundations. Massachusetts Institute of Technology.  

[3] ACI Committee 546. (1996). Concrete Repair Guide (ACI 546R-96).  
[4] Huijer, et Al., 2015, Re-evaluation and updating of the seismic hazard of 

Lebanon 
[5] ASCE/SEI 41-06, Seismic Rehabilitation of Existing Buildings 2007 
[6] Najjar, S. (2016). Applied Foundations [Class Notes] 
[7] Sabatini, P. J., Tanyu, B., Armour, T., Groneck, P., & Keeley, J. (2005). 

Micropile Design and Cosntruction (FHWA NHI-05-039). National 
Highway Institute, Federal Highway Administration, U.S Department of 
Transportation, Washington, D.C.  

[8] Ministry of Public works and Transportation. Lebanese Building Decree 
(2004) 

[9] United States Environmental Protection Agency. (2008, October). Idling 
Vehicle Emissions for Passenger Cars, Light-Duty Trucks, and Heavy- 
Duty Trucks. 

 



191

Conference Proceeding 
Adding Two Basements for Parking Spaces in 

an Existing Building 
Michel Lebbos, Nassib Sakr, Paul Maamari, Mohammad El Mikati, Robert Jamal 

Department of Civil Engineering  

American University of Beirut 

Hamra-Lebanon 

rgj06@mail.aub.edu, pnm02@mail.aub.edu, mke22@mail.aub.edu, mgl02@mail.aub.edu, nns20@mail.aub.edu  

 

 

Abstract- Due to the high density in Beirut, and the 
lack of construction planning in the area, it is very hard to 
find parking spaces. A proposed solution is to build a 
basement parking for an existing building that does not 
have a basement. This research will discuss the way this 
basement will be built, and a feasibility study will be 
implemented. 

I. Introduction 
Throughout the years, Lebanon has been suffering 

from parking problems due to many reasons. One of the main 
ones is the lack of proper legislations that enforce enough 
parking spaces to accommodate the traffic. Every time a plan is 
implemented, the problem is shifted somewhere else rather than 
being solved. In Beirut, most of the buildings were constructed 
back in the 1970s and 1980s, at a time where one can hardly 
find a family having more than one vehicle, hence there was no 
need for providing parking spaces. However, recently, the need 
for parking spaces increased dramatically as the population 
increased and the already limited amount of space decreased; 
therefore a quick and feasible solution is needed. One of the 
suggested solutions was to build a basement parking to an 
existing building that was originally built without a basement. 
Since this work has been extensively studied in the past couple 
of decades, the team worked with well-known and experienced 
engineers (ACC) in addition to the technical advisor of this 
project. In order to reach the objective of this case study, a 
sample building was to be chosen which fits the latter 
conditions. A seven floor building was taken as that sample; it 
was built around 30 years ago. The building’s plan was drawn 

on AutoCAD, then modeled on ETABS producing the loads on 
each column, in addition to the manual calculations of the own 
weight of the building. Finally, a comparison was done for the 
results of both manual and software calculations. Moreover, a 
parking design was implemented for the basement of the 
building. The space available for the parking was around 200 
m2, and abiding by the Lebanese regulations for parking, the 
parking basement was able to accommodate seven cars only, 
hence the need for another parking basement since it is required 
to provide two parking spaces for each apartment. Furthermore, 
a car lift was chosen over a ramp for this project due to the 
relatively small area of the building. For the construction phase 
of this project, micro-piles were found to be the best solution 
available for underpinning. However, since the building 
consists of 17 columns, it is recommended to have transfer 
beams in order to provide space for the basement parking, and 
maximize the number of parking spaces. Based on the soil 
report, the type and bearing capacity of the soil underneath the 
building were found. Additionally, the cost of this whole project 
will be estimated. The construction of such an underground 
parking for this particular type of building, which is 
representative of around 60-70% of the buildings in Beirut, 
could help solve the parking problem. Residents of Beirut shall 
not use the parking spots in the streets of Beirut anymore, 
leaving them free for people that come to Beirut daily. This plan 
will offer more parking spaces, reduce traffic, and help people 
save time by parking safely in the confines of their own 
building. 
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II. Parking Design 
 

 
Figure 1: Parking Design Drawing 

The building has 7 apartments, so 14 parking 
spaces are needed. Due to the limited area of the land, 
2 basements should be constructed to accommodate 
for the needed parking spaces. Due to the limitations 
in the space, a ramp could not be constructed, so we 
opted for an electric car lift instead (5.5x3m). The lift 
will be at ground floor level down to the level of the 
2nd basement. The Lebanese standard code stipulates 
that for a parking less than 800m2, the dimensions of 
each car should be 4.8mx1.7m keeping a clear distance 
of 0.4m on the right and left side of each car, and 0.2m 
from the front. The parking was designed based on a 
90o scheme, with an aisle width of at least 5m. The 
turning radius of the car, the freedom to maneuver, and 
the large area for the car to park were all accounted for 
in the design. The figure above shows the adopted 
parking design for the additional basements. The shaft 
shown in the 3D Revit model represents the car lift. 

 

III. Site Investigation 
In order to understand the project, a site 

investigation should be carried out. We visited the 
building under study to find out its actual conditions. 
Measurements of the building were taken, but due to 
the lack of structural maps, the plan of the floors of the 
building were measured by hand on the field, then 
modeled on AutoCAD in order for later use. Then the 
building was modeled on ETABS using standard loads 
from each slab to the columns. The load combinations 
used were: 

Design Load = 1.2DL + 1.6LL         (1) 

Service Load = DL + LL                  (2) 

With 

DL= dead load 

LL= live load 

During the site investigation, we found out 
that the building is surrounded by three buildings, one 
on each side, and the fourth side faces the road. We 
asked about the depth of the surrounding buildings, 
and each one turned out to have basements with 
retaining walls.  

For the geotechnical aspect of the project, soil 
characteristics and type are of great importance since 
a shoring design is needed during the excavation phase 
in addition to the micropiles used for the underpinning 
of the foundations. Since the building is located in 
Verdun, the soil report of ABC Verdun site were used 
since it is around 300-400m away from the building 
under study. 

The soil profile consisted of the following: 

 0-20m: destructive drilling but it was found 
out to be composed of sand  

 20-30m: Yellowish Silty Sand 
 30-60m: Fractured Limestone  

Since the borehole depth was 60m and no water table 
level was found, it was assumed the water table is at 
least 60m below GF level. It was also assumed that the 
first 20m of sand share the same characteristics as the 
lower sand layer with an elastic modulus of 40 MPa 

The tables below shows the soil characteristics used in 
the shoring and micropiles design: 

 

Table 1: Soil Characteristics 

 Cohesion 
(kPa) 

Unit 
weight 
(KN/m3) 

Angle 
of 
friction  

Elastic 
Modulus 
(MPa) 

Yellowish 
Silty Sand 

0 18 30 80 

Fractured 
Limestone 

100 22 15 150 
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Table 2: Soil Characteristics (continued) 

 Poisson’s 
ratio 

K0 Ka Kp 

Yellowish 
Silty Sand 

0.35 0.5 0.33 3 

Fractured 
Limestone 

0.24 - - - 

 

 

IV. Shoring System 
Since our building is surrounded by other buildings 
from three sides and the road from the fourth side, 
excavation will be done from the side facing the road. 
The adjacent buildings have retaining structures, so 
we need to provide a shoring system from the 4th side 
only. The shoring system method adopted consists of 
driving micro-piles along the length of the exposed 
wall on the side of the wall, and also installing 
anchors for lateral support of the wall at their 
designed location. As for the soil report, one borehole 
is enough since the length and the width of our area 
do not exceed 30m, which minimizes the probability 
of having different soil types in the area and 
increasing the reliability of the borehole. It was found 
that the first 20m consist of sand followed by 10m of 
yellowish silty sand and 30m of fractured limestone. 
According to the geotechnical report of adjacent 
buildings, the water table was found to be on a depth 
of 60m. The preliminary design methodology used 
for the shoring system of this project was modeled on 
WALLAP using micro-piles as a retaining structure, 
and anchors as bracing for the retaining structure. 
Micro-piles of diameter 25cm were used and the 
length of around 20 meters was determined in order 
to account for the buckling effect. These micropiles 
will serve as a supporting wall against the soil. As for 
the anchors used, the elements used have a cross 
sectional area of 0.85 in2 with an ultimate strength of 
127.5 kips. They will be installed on 3 levels with 
1.5m spacing between them along the horizontal 
length of the wall at an inclination angle of 45 
degrees to avoid underground utilities. The steps 
below describe the methodology for excavation and 
shoring system used in this project: 

1. Excavation to the level of existing footings 
(-1.0m below GF) 

2. Installation of micro-piles (25cm diameter) 
up to 20m below Ground Floor level 

3. Excavation to a depth of -3m below Ground 
Floor Level  

4. Installation of Anchors at depth of -2.5m 
below Ground Floor level 

5. Excavation to a depth of -6m below Ground 
Floor level 

6. Installation of Anchors at depth of -5.0m 
below Ground Level 

7. Excavation to a depth of -9.2m below 
Ground Level 

8. Installation of Anchors at depth of -7.5m 
below Ground Level 

The figure below shows the shoring system as 
modelled on WALLAP: 

 
Figure 2: Shoring System Model 

After inputting the model on WALLAP, the 
following results were found: 1cm maximum 
displacement at -9m elevation, -7 KN.m/m run 
maximum bending moment and 400 KN/m run 
shear force while the displacement at the top of 
the wall was minimal. 

In order to obtain the results, it was assumed that 
a 20m x 6.2m truck surcharge is present on the 
side of wall for conservative reasons. 

The following figure shows the obtained results. 
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Figure 3: Shear, Moment and Displacement of Wall 

V. Existing Footings 
The load combinations (1) and (2) were used 

to find the loads on the footings of the building, since 
the most critical part of our structure will be the 
foundations. The loads on the footings were calculated 
then proceeded in designing the footings, this is the 
case since there were no structural maps at hand. 
Moreover, there were two types of designed footings, 
combined and isolated, the choice was based on 
Engineering logic. The area of each footing was 
calculated using the equation: 

𝐴𝐴𝐴𝐴 =   (𝑃𝑃 × 𝐹𝐹. 𝑆𝑆. )/𝑄𝑄_𝑢𝑢𝑢𝑢𝑢𝑢   (3)                         

Where: 

Af  = Area of the footing 

P= Service load on the footing 

F.S. = Factor of safety 

Qult =Ultimate bearing capacity of the soil 

 

The figure shown in the next section above shows the 
existing footings dimensions based on the 
calculations.  

 

VI. Micropile Design 

Micropiles will be constructed beneath 
some of the footings. Under those footings, four 
micropiles will be constructed, a pile on each corner. 
These micropiles will have a free length of 7to9m, 
which might cause some buckling effect. To overcome 
this effect, the micropiles will be tied by anchors on 3 
levels (-2.5, -5 and -7.5m below ground floor level 
respectively). The micropiles should carry the load of 
the column above the footing, each micropile carrying 
Pc. The length needed will be calculated using the 
equation: 

𝐿𝐿 = (𝑃𝑃𝑃𝑃 × 𝐹𝐹. 𝑆𝑆. )/(𝜋𝜋 × 𝐷𝐷 × 𝛼𝛼)  (4)                            

Where: 

L= Length of micropile (maximum 29m) 

D= Diameter of micropile 

α= Bond strength between soil and pile (100 KPa) 

The excel sheet shown in the appendix was created in 
order to facilitate the design calculations for the 
micropiles supporting the structure. It shows the 
resulted dimensions of the micropiles based on the soil 
characteristics and load on each footing. The micro-
piles designed varied by length from 10m to 26m 
depending on the load supported. The micropiles will 
have steel casing of 1cm with 2cm reinforcement bars. 

The functions of these micropiles is to support the 
building during the excavation and the construction of 
the proposed basements. Since these micropiles are 
temporary, they will be demolished after the 
construction of the basements. 
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VII. Raft Foundation, Walls, Columns and Transfer Beams 
A raft foundation will be constructed at the 

base of the lowest basement. It will have an area of 
252m2 with a thickness of 1m. The bearing capacity of 
the soil and settlement of the raft were calculated 
accordingly. All the vertical elements, slabs and beams 
were designed according to the ACI code. After the 
raft is finished, the columns and core walls will be 
constructed followed by the slab and transfer beams of 
the first basement. Similarly, the second basement will 
be constructed, reaching the ground floor. The design 
of basement walls is related to the adjacent soil. Using 
SAP 2000, the wall was modeled to obtain the 
moments and loads. The thickness of the basement 
wall to be used is 30cm. The loads on the basement 
walls are soil loads and water hydrostatic forces. As 
for the core wall, since it will be continuous 
throughout the building, we obtained the seismic loads 
using ETABS. Since the building is in Verdun, the 
parameters concerning the seismic design incorporates 
the use of normal shear wall frame in a normal 
structural environment. The transfer beams are 
mandatory for this project since they are supporting 
huge concentrated column loads which had to be 
removed in the basements to abide by the parking rules 
and account for the freedom maneuver of the cars. The 
transfer beams will be designed to carry the load of the 
hanging columns. Using ETABS, the loads on each 
column were determined, and using SAP 2000, 
moments and shear forces were obtained so that the 
transfer beams could be designed. After construction 
is complete, the micro-piles will be removed by 
cutting them. Basement columns were also designed 
in order to support the load of the structure above. 
Various excel sheets were developed in order to 
facilitate the design of the columns and beams. They 
are shown in the appendix, along with the mentioned 
designs of the basement as plan view. 

VIII. Scheduling and Cost Analysis 
The construction components were broken 

down into the most basic tasks that had to be done in 
order to accomplish such project, and a timespan was 
given for each task based on both the quantity 
demanded and the unite rate of each. First step was to 
manually compute the quantity needed (the demand) 
of the project, such as concrete (m3), steel (kg), 
earthwork (m3) and items. Secondly, using 
Engineering logic and with the advising of 
experienced Engineers, the construction sequence of 
the project was implemented (check the “Construction 
Sequence” table of the project with their relationships 
in the Appendix). After finding the unit rate (per hour) 

of the activities, the duration (days) of each activity 
was computed. Since the relationships of the activities 
and their durations were found, the project can be 
implemented on PRIMAVERA. However, since the 
unit rates were not finalized so far, the data mentioned 
will be inputted on PRIMAVERA at a later stage, and 
a rough schedule will be planned. On the other hand, 
the cost of the project was subdivided in to three main 
components: reinforced concrete (RC), earthwork and 
items. The unite rates of the components were as 
follows: for the RC a 250$/m3 was taken, 7$/m3 for 
earthwork, and $5000 for the items (excluding both 
“braces for micro-piles bracing” and “anchors for 
shoring system”). Then after having both quantities 
and the mentioned unit rates, the total cost of the 
project was computed (check the table presenting the 
prices of the three parts along with the total cost of the 
project in the Appendix). 
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XI. Appendix 
 

 
Figure 4: REVIT Model 

 

Table 3: Total Length of Micropiles Arranged as per the Plan View 

15.87 14.58      

    12.66    

15.90 19.70   14.49 12.94 

16.09 19.67 18.33 18.83 18.15 14.10 

  18.54 24.52 26.29 15.88 9.11 
 

Table 4: Total Cost of the Project in US Dollars 

 

Table 5: Construction Sequence 

Activity ID Activity Relationships 

1 Install a Transfer Beam on C(F4) - 

2 Demolish Existing Slab on GF - 

3 Install Micropiles on road side - 

4 Excavate till the bottom level of the 
footings FS (2 & 3) 

5 Install Micropiles in the footings FS (4) 
6 Excavate till first level of anchors FS (5) 
7 Install  first layer of anchors FS(6) 
8 Brace Micropiles FS(6) 
9 Excavate till second level of anchors FS(7 & 8) 

10 Install  second layer of anchors FS(9) 
11 Brace  Micropiles FS(9) 
12 Excavate till third level of anchors FS(10 & 11) 
13 Install third layer of anchors FS(12) 
14 Brace Micropiles FS(12) 
15 Install Raft FS (13 & 14) 
16 Install Basement Walls FS (15) 
17 Install Columns FS (16) 
18 Install Core Wall FS (16) 
19 Install  Beams FS(17 & 18) 
20 Install Slab FS(19) 
21 Install Basement Walls FS(20) 
22 Install Columns FS(21) 
23 Install Core Wall FS(21) 
24 Install Beams FS(22 & 23) 
25 Install Slab FS(24) 
26 Demolish the Micropiles FS(25) 

 

Figure 5: Plan View of the Designs Done in the 
Basement 
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Abstract- In the past, several attempts have been made to address 

the parking issue that the American University of Beirut (AUB) 
students face. Around 70% of the surveyed students spend more than 
15 minutes looking for a parking space due to parking deficit in the 
area. The goal of this project is to find practical solutions that aim to 
reduce the parking problem. The proposed solutions focus on the 
management of parking in the upper and lower AUB campus. For the 
upper campus, the Municipality of Beirut has proposed to build a 
multi-story parking garage in the location of the current HSBC 
surface parking on the Abdul Aziz street (495 – Ras Beirut). An 
automated parking system has been proposed for the area, where 
such a system is considered more efficient than a traditional design 
from physical, behavioral, and financial aspects. For the lower 
campus, this paper proposes that the poorly utilized Biel/Solidaire 
parking lots be used as satellite parking for AUB students during the 
day. Finally, an integrated system between the upper and lower 
campus locations will be proposed through the development of a 
mobile application.   

I. INTRODUCTION 

Lebanon is suffering from an uprising parking problem 
especially in the capital Beirut due to the increase in the rate of 
car ownership.  Given the location of the American University 
of Beirut in one of the most congested areas of Beirut city, 
students have to waste a significant amount of time on a daily 
basis to find an available parking spot. The problem is that there 
are not enough parking places to meet the demand, thus the 
importance of designing a new parking facility.  

 Preliminary analysis indicates that the Hamra area has a 
shortage of around 900 parking spots according to Salameh, 
Abou Zeid and Kaysi in their report “Estimation of Parking 
Deficit in the Neighborhood of the American University of 
Beirut” [12]. In response to such estimates of the deficit, the 
Municipality of Beirut has proposed to build a multi-story 
parking garage, with a capacity of 450 spaces, in the location of 
the current HSBC surface parking on the Abdul Aziz street (lot 
495 – Ras Beirut) represented in Figure 1, of an area of 1,860 
Km2. Efficient solutions to cover the deficit include building an 
automated parking garage (upper campus), and designing a 
satellite parking system between AUB and Biel (lower campus). 
For this reason, this paper intends to investigate the elements, 
potential and feasibility of introducing Tower Parking System 
into the proposed parking garage and to study the design and 
feasibility     of a satellite parking system in the Biel area.  

II. SCOPE OF WORK 

The goal of this study is to build a connected and efficient 
parking system for AUB students and to come up with 
innovative ideas to reduce the parking crisis.  

This will be achieved by designing an Automated Tower 
Parking System for the parking lot on the Abdul Aziz Street in 
order to increase the supply of parking spaces for AUB students.  

Complementary to the design of the Abdul Aziz parking lot, 
the main contribution of this project is to further increase the 
supply of parking spaces through a satellite parking system from 
AUB to Biel. Students can park their cars in the Biel/Solidaire 
area where a rotation of scheduled shuttle busses is going to be 
provided to transport students from the latter location to the 
lower campus. Moreover, a mobile application will be built to 
manage the upper and lower AUB campus parking systems. This 
application will provide various services such as tracking the 
location and arrival time of shuttle busses as well as notifying 
the students about the remaining available spots in the Tower 
Parking System built on the Abdul Aziz street. 

 
 

Figure 1. Satellite Image of Lot 495 
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III. UPPER CAMPUS 

A. Methodology 
  The demand for the new Abdul Aziz parking was 

considered to be large to justify building the facility since 
providing a parking facility attracts more people to park in 
addition to the existing congestion in the Hamra area. 
In order to build an efficient parking system, AUB students 

were surveyed to know their tendency to park in an automated 
parking garage instead of a conventional one. Moreover, 
different types of automated parking designs implemented in 
the Middle East were studied and three main alternatives were 
considered: Rounded Automated Parking as shown in Figure 
2.A in Appendix A, Robotic Automated Parking and the 
Lebanese version of the Automated Tower Parking System. 
The main target is to select the strategy that will accommodate 
the largest demand considering the small area of the designed 
parking lot. 
A comparison of the construction cost and time, the number 

of provided parking spots and the vehicle emissions for each 
alternative in contrast to the conventional parking system was 
done to study the economic feasibility of the project. 
Moreover, in order to avoid congestion of traffic in the area 
from Abdul Aziz Street to Hamra or Makdisi Street, a queue 
analysis for each alternative was done in terms of computing 
the number of queuing cars and the average waiting time for 
each car outside the parking facility. A scoring analysis was 
done in order to choose between the three studied automated 
parking designs and the conventional one. After looking at 
different aspects, the Tower Parking System was chosen to be 
designed in Lot 495 in Abdul Aziz Street.  

B. Feasibility Study 
1) Alternatives’ Scoring 
     As previously mentioned, the project included researching 
various types of automated parking systems that are available in 
the Middle East and comparing it to the conventional parking 
system.  
First, the capacity of the conventional parking in the given lot 

was estimated to be 450 spaces. Thus, the capacity parameter 
was kept constant across the other systems, in order to vary the 
cost and area footprint parameters. According to a study 
conducted by EITO&GLOBAL INC. [1] that is specialized in 
Round Parking systems, the required diameter for each tower is 
20m1, which eliminates this option when considering area (1,116 
Km2, which is 60% of the total area according to the Lebanese 
construction regulations) and altitude limitations. However, the 
robotic and tower systems can accommodate the requested 
capacity and using 50% of the area required by the conventional 
according to an article published by Robotic Parking Systems, 
Inc. [2]. 
   Further comparison was conducted across the alternatives in 

terms of construction cost per space, queue analysis and 
reduction in emissions relative to the conventional parking. 
                                                           
11 Built up area = 1116 m2 (after eliminating set offs). Area/car is estimated to be 24m2 [1], so 10,800m2 is required for the 
suggested capacity. 
2 c = 15, number of servers 

Construction costs of conventional systems were obtained after 
conducting an interview with Mr. Ramadan Harb, the head of 
the transportation department at Khatib&Alami [3]. As per the 
queue analysis, the system was assumed to be M/D/c2 assuming 
a Poisson distribution for the arrival patterns with a maximum 
rate equals half the capacity (225 vehicles/hour), based on a 
revision of a study conducted on the previous HSBC parking and 
a deterministic uniform service process.  
   Finally, since the project is considered a green project, a 

study of the emitted gasses, mainly COx and NOx, was 
conducted in order to understand the effect of each system on 
the environment. The percentages obtained were relative to 
conventional systems according to results included in the 
“Green Garages” article [4]. The results of the conducted study 
are summarized in Table I.A in the appendix A. 
2) Detailed Feasibility  
     After analyzing all the listed aspects above, the Automated 
Tower Parking system received the highest score, where a large 
weight (70%) was assigned to the cost and traffic impact 
analysis, since they represent the major constraints, followed by 
the environmental aspect (30%). In addition, this system’s 
software and material are manufactured in Lebanon by Smart 
Parking Co. Thus, the project would be 100% local and thus 
supporting the Lebanese economy.  
After choosing the most feasible option, a detailed feasibility 
study was performed regarding all incurred costs and expected 
revenues in order to identify the ROR period of the project. 
   Two major players are considered in this project, the 
municipality and the contractor. As agreed with Dr. Bilal Hamad, 
the head of the municipality of Beirut, the municipality has 
purchased the land and will incur the construction fee to the 
contractor in order to carry out the project. As for operation and 
maintenance, after conducting an interview with Smart Parking 
Co.’s primary lawyer, Mr. Ali Jaber [5], the company consists 
of operating and maintenance departments since the used code 
was privately encoded and won’t be released to the public. The 
operation and maintenance services consist of providing 
specialized employees to make sure the system is functioning 
properly in addition to an inspective every 3 months 
accompanied with structural maintenance. Mr. Ali Jaber [5] 
indicated the fees for the latter services are represented by 20% 
of the income. Therefore, the revenue streams were first studied.  
   In terms of revenues, different scenarios were considered in 
terms of turnover rates. The fees that will be enforced are similar 
to the market prices: 3,000 L.L for the first 3 hours, an additional 
1,000 L.L for each additional hour and a maximum of 8,000 L.L 
per day. The parking offers an automated car washing service in 
the bottom right spot which charges 10,000 L.L per service.  
 The parking spots, as previously mentioned, will be divided 

into AUB reserved spots and spots for the public. The AUB 
reserved spots (225 spots) will be subsidized by AUB. The 
monthly subscription for a spot costs 100$, where AUB will 
cover 50% of that amount and the student will pay the rest. We 
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have discussed the subsidy issue with various professors, where 
they all agree that AUB has to take responsibility for the parking 
crisis and that such a solution is one of the most suitable for the 
current situation. Thus, the turnover for those spaces is 
considered to be equal to 1. However, AUB spots won’t be 
available for students during the summer vacation (60 days), 
where during this period, the spots are available to the public. A 
realistic scenario was derived for the behavior of the public, 
where it was related to the HSBC parking in terms of turnover 
and parking durations that was covered in a previous FYP report 
in 2014 [6], where the results were extrapolated to represent the 
bigger capacity of the proposed system. Detailed results are 
represented in Table II.A in Appendix A. The revenue streams 
are described in the Figure 2. 
 

Figure 2. Revenues for Proposed Parking 
 
      The total obtained revenue is estimated to be 
1,426,025,000L.L per year. In addition, on average, the washing 
service is estimated to generate 60,000,000 L.L/Year. Also, 
since the towers are going to be covered with shutters, the 
possibility of using the façade as a marketing platform was 
studied. Since the location of the parking lot is recognized as 
prime, advertisement billboards on the first row of towers facing 
the HSBC bank can generate around 45,000,000 L.L per year, 
according to PromoMedia, a local outdoors advertising 
specialist. Thus, the revenue is increased to  $1,020,683/Year 
(using the current dollar-Lebanese pound exchange rate), which 
is divided 20% for the contractor and 80% for the municipality. 
     As per the costs, a cost-benefit analysis was conducted for 
both parties. The municipality has to incur the capital costs, cost 
of land and construction, license and permits, and security and 
maintenance that were obtained from the 2014 FYP report [6] as 
represented in Table I. The maintenance cost was obtained from 
Smart Parking Co. which charges 5,000$/tower for a structural 
inspection every 3months. 

TABLE I 
DIRECT COSTS TO MUNICIPALITY 

Item Unit Cost ($) Total ($) 
Cost of land 40,000,000 40,000,000 
Construction 

Cost  13,000 (Per Space) 5,850,000 

Total  45,850,000 

O&M Costs 
License/Year  5,000 
Security/Year  52,000 
Maintenance 5,000 75,000 

 
When looking at the project’s feasibility from the municipality’s 
aspect, the yearly profit is limited to 80% of the total revenue 
(816,546$). This results in a 50% return on capital investment 
after 40 year of operation, assuming 1.88% real interest rate (8% 
nominal interest rate; 6% inflation rate). The ROI period of the 
municipality is considered very long after finding the NPV of 
the revenue since the land was purchased as an asset. Regardless, 
the municipality target is focused on enhancing the 
transportation sector of Beirut and benefitting the public. It is 
worthy to note that after 40 years, the municipality will still own 
the land of an inflated estimated value of $130,480,000, 
assuming a property inflation rate of 2.7% according to Bank 
Audi records. As for the contractor, his revenue consists of the 
construction and annual maintenance fee; in addition to 20% of 
revenues for the operational services. 

TABLE II 
REVENUES AND COSTS FOR OPERATOR & MAINTENANCE 

Revenue Amount 
Construction Revenue $5,850,000.00 

Construction Cost $4,680,000.00 
Construction Profit $1,170,000.00 

Operation Revenue/Year $204,137.00 
Operation Cost/Year $80,000 
Operation Profit/Year $124,137 
Maintenance Revenue $75,000 

Maintenance Cost $45,000 
Maintenance Profit $30,000 
Total Profit / Year $154,137 

 
  The operational costs were assumed to be constant including 
the wages and benefits of 4 operational employees (2 
employees/shift) and utilities that sum up to $50,000/Year as 
indicated by Mr.Ali Jaber. Therefore, the contractor obtains an 
amount of 154,137$ per year as profit from operational and 
maintenance services, which is a tolerable income as discussed 
with Mr. Ali Jaber. 
C. Design 
1) Material Used 
 The Tower Parking System is mainly made of steel. Steel 

columns and beams sections have a W shape and trusses have C 
shape. Galvanized steel was used in the upper floors to resist a 
wind speed of 137 km/hr. Bracings of equal angles are used to 
resist lateral load and galvanized bolts and anchor bolt were used 
at the base. Cover of the towers will consist of perforated steel 
or aluminum while the inside is copper. 
2) Lot Physical Layout 
  The area of Lot 495 is 1,860 m2 and is located in the area of 
Hamra, so in turn it is categorized as zone 3 by the Lebanese 

0

1,000,000,000

2,000,000,000

Total (L.L)
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 Pub/Restaurant  Aub/Visitor  Work

 Banks  Shopping  Hospital
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Real Estate Law. No setbacks are required in the underground 
floors of the parking, and so the whole footprint area of the lot 
can be utilized. However, exploitation factors were taken into 
consideration in the upper and ground floors as per Lebanese 
regulations, thus the area in the latter floors used is 1,062 m2 as 
mentioned in a previous FYP report in 2014 [6]. 
  The setbacks were taken into consideration by designing 
circulation lanes within the lot. The route consists of two lanes, 
a continuous flow lane and a waiting lane. The continuous flow 
lane allows the vehicles to circulate inside the lot in order to 
arrive to the towers set at the back of the lot. In addition, the 
entry and exit of vehicles will as well be accommodated on this 
lane. Thus, all caused traffic will be restricted within the lot 
without spilling over to the adjacent street. As for the waiting 
lane, it allows customers to wait at the gate of a tower before 
being served, minimizing traffic inside the lot.  
3) Parking System Design 
   The footprint of each tower is 50 m2. The tower is composed 
of 2 parking areas separated by a vehicle lift. According to a 
review in 2011 [7], “Mixed Fortunes: Lebanon's automotive 
sector”, the demand of SUVs in Lebanon adds up to 17%, and 
this percentage is expected to keep increasing due to the poor 
quality of roads across the country. Thus, all the lots of the tower 
system were designed to accommodate SUVs of an average 
weight of 2 tons. Each tower consists of 15 floors: 4 
underground, 10 above ground and the ground floor. Taking into 
consideration the required setbacks of the lot, the land can 
accommodate 15 towers which adds up to 450 parking spaces. 
Daily and subscribed customers don’t have a reserved lot; they 
can park in any available spot. As a first step, the model was 
built on ETABS, as represented in Figure 1.B in Appendix A, 
using the materials listed in the previous sections. Supports at 
the base of columns were assumed to be fixities while most of 
the rest of the connections were assumed as pins in order to 
withstand the lateral wind loads. After assigning all materials, 
the shear and moment diagrams were plotted indicating the 
stability of the structure.  
  After that, a model was built on AutoCAD in order to 
represent the parking’s cross section and was later imported to 
ArchiCAD, where a 3D model of the tower with the circulation 
routes was rendered, as represented in Figure 3. 
Since the Lebanese law doesn’t specify the features or required 
aspects of automated mechanical parking systems, the 
requirements of The National Parking Association’s Guide to 
the Design & Operation of Automated Parking Facilities were 
implemented throughout the design. 
  Parking spaces (6) outside the towers, as represented in 
Figure 3 above will be provided inside the lot to accommodate 
vans and large vehicles that exceed the stall dimensions 
provided. In addition, green areas will be provided in order to 
maintain the environmental aspect of the garage. 
 
  
 

Furthermore, the towers will be covered with solar panels on 
the sides that are subjected to sunlight whereas other faces of 
the tower will be covered with aluminum shutters. These faces 
will be used for advertisement billboards as previously 
discussed in order to increase revenue.   
 
 
 
 
 
 
               
 

                     
                Figure 3. 3D ArchiCAD Rendered Model 

                 

IV. LOWER CAMPUS 

A. Methodology 
   In order to implement a bus schedule for the Biel satellite 
parking to AUB new women’s gate and vice versa, the demand 
for this parking was calculated, based on the following factors: 
(a) Biel choice (BC), which estimated the percentage of people 
willing to park in Biel [8]; (b) Car (C) and carpool (CP), which 
assessed the percentage of people who commute by driving or 
carpooling, entering Beirut to the Lower campus area [9];  (c) 
people switching (PS), which valued the percentage of people 
willing to switch from their previous parking spaces; (d) number 
of AUB students (NS). The demand is calculated based on this 
equation, which assumes that no demand will result from 
students who previously used non-car modes. 
            Demand = % BC × (% C + %CP) × % PS × NS          (1) 

In order to create a bus schedule, the following information 
was required: (a) average trip time, for peak and non-peak hours, 
i.e. the time needed for a bus to go from AUB new women’s 
gate to Biel and vice versa, with consideration for bus loading 
and unloading time; (b) the daily partitioning of the students 
based on their class schedules, represented in the table below; (c) 
bus capacity.  

The optimization of the schedule took into consideration the 
following inter-reliant factors: (a) headway (HW), associated 
with the average waiting time between the arrival of one bus to 
Biel and another, inversely proportional to student comfort; (b) 
driver comfort (DC), which estimated the hourly resting time 
allocated to the bus driver throughout the trips, calculated by 
averaging the difference in time between departure of a bus and 
its arrival to AUB, disregarding a 5-minute break after each trip; 
(c) number of two-way trips (NT); (d) number of buses (NB); (e) 
efficiency of operation (EO), related to the occupancy of the bus 
per trip, which is calculated by studying the ratio of bus 
occupancy to bus capacity throughout the trips per day. It should 
be maximal in accordance to the aforementioned factors.  
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Different schedule trials were prepared, but for the simplicity 
of this work, three trials were instigated, for a typical Monday: 
(a) in the 1st trial, a short bus headway was imposed, a total of 
two buses throughout the day were operated and driver’s 
comfort was overlooked; (b) in the 2nd trial, a more flexible 
headway was allowed, two buses were operated till 10:00 a.m., 
and one bus till 7:50 p.m. and driver’s comfort was still 
overlooked; (c) the 3rd trial was similar to the 2nd one; however, 
driver’s comfort was imposed. 

                     Figure 4. Demand factors results [1], [2] 
B. Results 

    The demand factors are represented in Figure 4. Using 
equation (1), with 8,300 AUB students [10], the daily demand 
was found to be 474 students. Note that this demand considers 
only students coming to Lower campus through Biel, and 
therefore isn’t related to the demand of parking spaces for Upper 
campus area. According to Mr. Radwan Moukalled, the 
responsible of the parking lots in Biel, AUB students can access 
230 spots out of 700 spaces. 3.39% of the students share their 
car (Fig. 4), and an average of 2.5 students in one car was taken 
[10]. Therefore, the daily actual number of students eligible for 
this satellite parking was 245, i.e. 51.68% of the daily demand.  

For Monday, the partitioning of the students on an hourly 
basis was performed, from 8:00 a.m to 8:00 p.m., and shown in 
Table I in Appendix B.     The results of the three trials aforesaid, 
in accordance with the schedule optimization factors are shown 
in Table III and Figure I, II in Appendix B. The number of buses 
before 10:00 pm, not shown in Table III, was two for the three 
trials, and cannot be lowered, since demand was very high: 24%, 
25.8%, respectively, for the 8:00 and 9:00 am classes [10]. 
                                                         TABLE III 
                                                          TRIAL 1,2,3 RESULTS 

 
   According to Table III, Trial 1’s purpose was to show the 
negative impact of advantaging student comfort on other factors. 
Trial 2 and 3 showed that imposing driver comfort decreased the 
number of trips but decreased student comfort. Fig. I and II in 
Appendix B indicated that the efficiency of operation is the 
lowest for trial 1. From Biel to AUB (Fig. II), trial 2 and 3’s 
efficiency of operation varied between 12:00 p.m. to 6:00 p.m., 
while from AUB to Biel (Fig. I), the efficiency of operation was 
the highest for trial 3. 
  Among the available options, trial 3 was the optimum solution 
proposed since it took into consideration all factors moderately, 

and would provide the best financial outcome since it has the 
lowest number of trips, the least operated number of buses, 
advantaged driver comfort, while satisfying the hourly 
partitioned demand. However, student comfort was the least for 
this trial, since imposing a small headway would lead to 
tremendous increase in costs, which is perceived in trial 1. 
C. Impact Analysis 

The feasibility analysis of the satellite project was studied for 
two different scenarios. The first scenario entails AUB to buy a 
new bus, and the second scenario requires AUB to hire a bus 
operating company to operate the shuttle bus system. A cost 
benefit analysis for AUB was done to select the most profitable 
scenario, where AUB’s benefits are limited to providing a better 
service for students. 

1)  Costs and benefits 
The costs are different for the two scenarios. For the first 
scenario the main costs were the price of the bus, vehicle 
insurance, wage of the bus driver, workman and health 
insurance of the bus driver, and the vehicle operating costs 
(VOC). However, the cost to AUB incurred for renting a bus 
operating company, was only the fee set by the company for 
operating the shuttle system. The costs were discovered by 
several interviews done with respective people responsible for 
each cost such as insurance company, bus drivers, and others. 
The costs are summarized in Table I.C in Appendix C. However, 
the VOC was calculated by the following empirical equation: 

VOC ($/100Km) = 192.702 + 490.389 × e-0.086 × speed (kph) (2) 
TABLE IV 

COSTS SCENARIO 1 AND 2 

                            
 There are four main benefits for this project: (a) travel time 

reduction: having an insured parking spot will reduce the 
parking search time. It is assumed that on average an AUB 
student spends between zero (already have a parking registration 
plan) to 30 (peak hour search time) minutes searching for an 
available parking spot, so a 15-minute parking search time was 
taken in this feasibility study. Also, it is assumed that the AUB 
student values an hour for 6.76$ [5]; (b) parking fee reduction: 
the students pay on average 4.7$ per day on parking. Since Biel 
is relatively far from AUB, the parking fee is 2$ per day, where 
the latter values were obtained upon interviewing cashiers at 
Biel parkings (c) reduction in emissions: according to the 
ministry of environment, the emissions by vehicles have two 
costs on the environment: the pollution cost, and the climate 
change cost shown in Table V [11]; (d) salvage value: according 
to the ministry of environment, Lebanon lacks exact standards 
to calculate the depreciation value of vehicles, and prices of used 
cars are randomly assigned so the American Standard will be 
used to estimate the Bus’s salvage value [11]. The Modified 
Accelerated Cost Recovery System (MACRS) is shown in the 

 NT 
AUB: 
SC 
(min) 

Biel: 
SC 
(min) 

DC 
(per 
hour) 

NB 
 (10:00 am - 
8:00 pm) 

Trial 1 72 21 21 4 2 
Trial 2 42 37 37 4 1 
Trial 3 38 41 44 10 1 

Scenario Cost Value  ($) 

Scenario 1 

Price of Bus per study period 65,000 
Vehicle Insurance per year 150 
Wage of Driver per month 450 
Insurance of Driver per year 840 
VOC per year 5,501 

Scenario 2 Rent per year 27,000 

36.96
29.54

3.39
46.94

Biel choice (%)
Car (%)

Carpool (%)
People…
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table found in appendix C, and the salvage value will be the 
difference between the initial price and the depreciation after 10 
years.  

TABLE V 
CLIMATE CHANGE AND POLLUTION FOR DIFFERENT CAR SIZES 

 
Renting a bus operating system instead of buying a bus will 

generate the same benefits but without the salvage value. The 
total benefits are summarized in Figure 5. 

 
 
 
 
 
 
 
 
 
 

Figure 5. Total Benefits 

2) Results 
The results of the study show that it is more profitable for AUB 
to buy a new bus for it generates a higher net present value of 
$1,050,297 and more benefits, with a benefit to cost ratio of 7.1. 
The results are shown in table VII. 

             TABLE VII 
              SATELLITE PARKING FEASIBILITY RESULTS 

 

V. MOBILE APPLICATION 

 A mobile application restricted to AUB students was created. 
AUB students will have to register using their ID number and 
they will be provided with several services through this 
application. The scope of the application covers the upper and 
lower AUB campus. For the upper campus, the application 
mainly displays the operation hours for the automated parking 
system built on Abdul Aziz Street and notify the students about 
the remaining available spots in the parking. Moreover, students 
have the chance to reserve parking spots using the application 
and the number of available spots will be updated automatically. 
For the lower campus, the application mainly focuses on the 
schedule of the shuttle buses and tracks their location. This will 
notify the students about the remaining time for the bus to arrive 
to Biel or to AUB (New women's gate). 

The program used to build the application is Android Studio 
and the programming language is Java and XML (eXtensible 
Markup Language). Due to space limitations, snapshots of the 
application will be later provided in the full report. 

VI. CONCLUSION 

   In order to reduce the parking crisis AUB students face, two 
areas were approached: Upper campus area, and lower campus 
area. For the Upper campus area, three possible designs were 
studied for the “Abdul Aziz parking” in Hamra. The Lebanese 
tower automated parking was chosen, after a thorough 
feasibility study comparing the three alternatives. The chosen 
parking supplies 450 parking spots divided for AUB students 
and public use. As for the lower campus area, an optimized 
schedule of buses for a Monday, running from Biel to AUB new 
women’s gate and vice versa, was proposed: two buses 
operating from 8:00 a.m. to 10:00 a.m., then one bus till 8:00 
pm, with a total of 38 trips per day. A detailed economic impact 
was then performed comparing scenarios where AUB rents or 
purchases the bus. With a net present value of 1,050,297 $, AUB 
should buy the bus. For better management of both parking areas, 
a parking application “AUBSpot” was designed and created in 
order to facilitate for the students to track the location of buses 
and the availability of parking spots in “Abdul Aziz parking.” 
   However, the study faces several limitations: Biel satellite 
parking solves part of the demand of parking spots for AUB 
students coming only towards Lower campus from the Biel area. 
It shifts the congestion out of our study area, but doesn’t 
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Results Scenario 1 Scenario 2 
NPV Costs $173,058 $225,722 

NPV Benefits $1,223,355 $1,222,154 
Difference in NPV $1,050,297 $996,431 

Benefit to Cost Ratio 7.1 5.4 

 Small Car Medium Car Bus 
Climate Change 

(c/veh.km) 2.3 2.5 2.8 

Pollution 
(c/veh.km) 1.2 1.2 1.2 
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Appendix A           
 

 

TABLE I.A 

                    FEASIBILITY STUDY ACROSS AUTOMATED ALTERNATIVES

 

Appendix B 
 
 

TABLE I.B 
                                         HOURLY PARTITION OF THE DEMAND 
 

 
 
Efficiency of Operations 
 

 
 
 
 
 
 
 
 
 
 

    Figure I.B AUB to Biel efficiency of operation                                      
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
                                                 Figure 1.B ETABS MODEL 
 
 
 
 
 
 
 
 
 
 
 
                                         Figure II.B Biel to AUB efficiency of operation 
 
 
 

 
 
                                      

 
 

Parking System Cost of Construction/Space 
($) 

Queue 
Length 

(Vehicles) 

Maneuvering 
Time (Mins) 

Waiting Time 
To Enter 

Facility (Mins) 

Percentage 
Reduction of 

Emissions (%) 

Robotic 30,000 $ 3.3 0.2 6 13.15 
Tower 13,000 $ 0.34 0.64 1.36 13.64 
Conve 
ntional 25,000 $ 1.04 3.3 0.3 0 

Monday Percentage 
(%) 

Number of 
students to 
AUB 

Percentages 
(%) 

Number of 
students to Biel 

8:00:00 AM 24 59 - - 
9:00:00 AM 25.8 63 0.5 1 

10:00:00 AM 16.7 41 1.4 3 
11:00:00 AM 10.8 26 3.7 9 
12:00:00 PM 7.4 18 6.9 17 
1:00:00 PM 3.7 9 8.3 20 
2:00:00 PM 4.2 10 12.1 30 
3:00:00 PM 2 5 15 37 
4:00:00 PM 2.5 6 13.3 33 
5:00:00 PM 2.5 12 13.9 34 
6:00:00 PM 0.4 1 7.4 18 
7:00:00 PM 0.2 0 11 27 
8:00:00 PM - - 5.5 13 
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Appendix C 
               TABLE I.C 

                  SCHEDULE OF      
                    BUSES 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

               
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Appendix D 
 

                      TABLE I.D 
PERCENTAGE DEPRECIATION OVER YEARS 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

                 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Schedule BIEL to New Women's gate Schedule New Women's gate to Biel 

Departure time 
from BIEL 

Arrival Time to 
AUB 

Departure time from  
AUB 

Arrival time to 
BIEL 

7:30:00 AM 7:45:00 AM - - 
7:35:00 AM 7:50:00 AM - - 
8:30:00 AM 8:45:00 AM - - 
8:35:00 AM 8:50:00 AM 9:10:00 AM 9:25:00 AM 
9:30:00 AM 9:45:00 AM 9:50:00 AM 10:05:00 AM 
9:35:00 AM 9:50:00 AM 10:10:00 AM 10:25:00 AM 
10:30:00 AM 10:45:00 AM 10:50:00 AM 11:05:00 AM 
11:10:00 AM 11:25:00 AM 11:30:00 AM 11:45:00 AM 
11:50:00 AM 12:05:00 PM 12:10:00 PM 12:25:00 PM 
12:30:00 PM 12:45:00 PM 1:10:00 PM 1:25:00 PM 
1:30:00 PM 1:45:00 PM 1:50:00 PM 2:05:00 PM 
2:10:00 PM 2:25:00 PM 2:30:00 PM 2:45:00 PM 
2:50:00 PM 3:05:00 PM 3:10:00 PM 3:25:00 PM 
3:30:00 PM 3:45:00 PM 4:10:00 PM 4:25:00 PM 
4:50:00 PM 5:05:00 PM 5:10:00 PM 5:25:00 PM 
5:30:00 PM 5:45:00 PM 6:10:00 PM 6:25:00 PM 
6:30:00 PM 6:45:00 PM 6:50:00 PM 7:05:00 PM 
7:10:00 PM 7:25:00 PM 7:30:00 PM 7:45:00 PM 
7:50:00 PM 8:05:00 PM 8:10:00 PM 8:25:00 PM 

Year Percentage 
Depreciation 

1 10 
2 18 
3 14.4 
4 11.5 
5 9.22 
6 7.37 
7 6.55 
8 6.55 
9 6.55 

10 6.55 
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Abstract - This paper presents the design, analysis and results of 
a driving simulator experiment conducted to study the interaction 
between drivers and pedestrians in a mixed-street environment. 
111 students of the American University of Beirut (AUB) from 
different majors and faculties participated in the experiment that 
took place in the Transportation and Infrastructure Laboratory 
in AUB. The study looked at the driver-pedestrian interaction 
from the driver's perspective, by quantifying the effects of 
different scenario variables on the driving behavior of the 
participants. One-way ANOVA shows that drivers' behavior in 
proximity of pedestrians tends to be significantly less aggressive 
when their approach velocity is lower, side street parking is not 
allowed, a crosswalk exists, and the number of pedestrians 
crossing the street is higher. The paper also derived a discrete 
choice model for the yielding behavior of the drivers as a function 
of different predictor variables. Five out of the six predictors 
considered (except for gender) had a significant effect on the 
yielding behavior, with high significance of side-street parking, 
number of pedestrians crossing, and approach velocity. This 
model can be used to predict the effect of different measures on 
the yielding rate of the drivers. 
The results of this study lead to a better understanding of the 
drivers' behavior and their interaction with pedestrians, and help 
planners propose and evaluate safety measures and traffic 
calming techniques to reduce the risks on the pedestrians. 

I. INTRODUCTION 

Pedestrians are one of the most unprotected road users. Hence, 
their safety should be addressed in all countries. WHO (2015) 
states that almost half of all traffic deaths involve pedestrians 
(22%), cyclists (4%) and motorcyclists (23%). In particular, 
pedestrian death constitutes 27% of all road traffic deaths in 
the Eastern Mediterranean part of the world. Moreover, 
NHTSA (2013) records a 73% pedestrian fatality occurring in 
urban areas compared to rural ones and a 69% occurring at 
non-intersections compared to intersections. These high 
percentages reflect the naturally unsafe behavior of drivers, 
and thus, confirm the need to study the different factors that 
contribute to a safer environment for pedestrians. 
 
The WHO report on pedestrian safety (2013) examines some 
of the risk factors associated with pedestrian injury. The 
speeding behavior definitely affects the probability of a crash 
occurring and determines the accident’s severity. Furthermore, 
the compliance of drivers with speed limits and the extent of 
enforcement of the laws regarding pedestrian crossing 
determine the type of driver-pedestrian interaction. Also, lack 

of pedestrian facilities and inadequate visibility due to 
obstructions increase the pedestrians’ vulnerability to crashes.  
 
This paper develops a methodology to study the driver-
pedestrian interaction from the driver’s point of view. Data was 
collected of 96 AUB students using DriveSafety’s RS 600 
driving simulator located in the Transportation and 
Infrastructure Laboratory of the American university of Beirut 
(AUB). These data points were used to study the effect of 
different experimental variables on the speeding behavior of 
drivers. Moreover, a binary logit model was constructed to 
capture the yielding behavior of drivers to pedestrians. Our aim 
of the model is to further understand the factors that affect the 
drivers’ behavior and their interactions with pedestrians. This 
would help planners propose and evaluate safety measures to 
reduce risks on the pedestrians (crosswalks or other traffic 
calming techniques). 
 
The remainder of the paper is organized as follows: Section 2 
presents a review of the literature focusing on the driver’s point 
of view in a driver-pedestrian interaction. Section 3 describes 
the methodology followed to collect the data and analyze it. 
Section 4 presents the results & analyzes them. Finally, section 
5 concludes the paper. 

II. LITERATURE REVIEW 

This section summarizes some of the studies which are most 
relevant to this research. The studies presented focus on the 
drivers’ speeding behaviors based on different driver-
pedestrian interactions and on predictive models for driver 
yielding behavior at pedestrian crossings by using logistic 
regression. 
 
A. Driver speeding behavior 
Reviewing the pedestrian chapter in the Highway Capacity 
Manual (Transportation Research Board (2000)), the yielding 
compliance rate of drivers at crosswalks is expected to be 
100%, since the pedestrians have the right-of-way on zebra 
crosswalks. However, many observational studies refute this 
assumption. Katz et al. (1975) studied factors that influence 
drivers’ behavior in giving way to the pedestrians. Trained 
pedestrians performed the crossing of the street, while three 
observers recorded the variables of interest. Studying the data, 
crossing speed (average vehicle speed over the 20m stretch 
before the crosswalk) was significantly lower at marked 
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crosswalks compared to unmarked ones. Mean relative speed 
reduction was increased from 17% to 30% at one of the sites 
and 4% to 17% at the other. Crossing velocity was also 
significantly lower when the distance from the pedestrian to 
the vehicle was higher, when pedestrians were crossing in 
groups and generally lower when pedestrians were looking at 
the approaching driver. Furthermore, female drivers and older 
drivers slowed down more than other drivers.  
 
Bertulis et al. (2013) studied the yielding behavior of drivers to 
pedestrians in marked crosswalks. The study was conducted in 
nine uncontrolled, marked crosswalks in two locations: Boston 
and Brookline, Massachusetts. Eight of the studied locations 
had similar geometry, lane configuration, parking and 
surrounding land use. Also, the experiment was staged so that 
all the drivers would face the same condition, where the trained 
pedestrian would only start crossing the street when the driver 
reached the stopping sight distance. The yielding rate ranged 
from 75% at 20 mph to 17% at 37 mph. Further analyzing the 
85th percentile of approach speeds versus yielding to 
pedestrians, an inverse correlation was found, with an R2 of 
0.99, indicating a very strong correlation to low yield rates on 
high-speed roadways. This shows that drivers tend not to 
respect the pedestrians’ right of way on marked crosswalks.  
 
Bella et al. (2015) used a driving simulator to study the 
influence of several safety treatments at zebra crosswalks, 
combined with different driver-pedestrian interactions, on the 
speeding behavior of drivers and their yielding compliance. 
Curb extensions, parking restrictions, and advance yield 
markings were the safety measures studied. Moreover, driver-
pedestrian interaction was categorized based on the arrival time 
of the vehicle to the zebra crosswalk at the moment the driver 
perceived the presence of a pedestrian. The results showed that 
curb extensions induced a significant change towards a safer 
speeding behavior; the distance from the crosswalk at which 
the driver reacted to the presence of a pedestrian, the minimum 
velocity during deceleration and the distance where the 
minimum velocity occurred were significantly higher for the 
curb extensions compared to the other safety treatments.  
Furthermore, the highest percentage of yielding was recorded 
for the curb extensions, and the lowest for parking restrictions. 
 
B. Modeling driver yielding behavior 
Himanen et al (1988) used multinomial logit modeling to study 
driver-pedestrian interaction on seven crosswalks at street 
junctions. The study was done in two different towns: Helsinki 
and Salo, Finland. Data was collected from videotapes 
recorded and variables of interest were extracted. Modeling the 
driving behavior, the authors found that the driver’s probability 
of yielding to the pedestrian significantly increases as the 
number of pedestrians in the group and the distance of the 
pedestrian to the driver increase. On the other hand, the 
probability significantly decreases as the speed of the 
approaching vehicle (20 km away from the crosswalk), the 
number of cars in the platoon and the city size increase. More 
interestingly, the probability of yielding significantly increases 

by 0.4 for pedestrians crossing the street on marked crosswalks 
rather than crossing the street elsewhere.  
 
Sun et al. (2002) developed a binary logit model to capture the 
motorist yielding behavior at a two-way two-lane unsignalized 
midblock crosswalk, using a set of video cameras to collect the 
data. The studied crosswalk was on Springfield Avenue at the 
University of Illinois, Urbana Champaign, and data was 
collected during two different peak hours: the peak hour for 
vehicle traffic (16:30 – 18:00) and the peak hour for pedestrian 
traffic (11:30 – 13:00). The dependent variables taken into 
consideration to model yielding were the gender of the driver 
and his/her age, the type of the vehicle (car, SUV, truck or 
bus), the number of pedestrians waiting and the traffic flow 
condition on the opposite direction (stopped or not). The binary 
logit model predicted the highest probability of yielding for 
trucks and buses, since these vehicles have a longer braking 
distance, implying the cautious behavior of their drivers. Also, 
the model suggested doubling the probability of yielding when 
the number of pedestrians increased from three to six. Sun et 
al. intuitively explained this by fact that a bigger group quickly 
captures the attention of the driver. Moreover, older drivers 
showed a higher probability of yielding than younger ones. 
Finally, the opposite traffic condition had the highest 
coefficient in the utility function of yielding. The developed 
model was estimated using 900 data points and was used to 
predict the yielding behavior of other 354 data points. The 
model correctly predicted 87.1% (with 1% accuracy level).  
 
Lastly, Schroeder et al. (2011) studied different factors 
affecting driving yielding at unsignalized, marked crosswalks 
and developed logit models from data collected at two sites in 
North Carolina. The two sites were chosen because of future 
crossing treatment installation plans, enabling the authors to 
look at the effect of the safety treatments on the yielding 
behavior of drivers. Pedestrian activated in-pavement flashing 
lights were installed at the first site while an in-road pedestrian 
warning sign was installed at the second site. Descriptive 
studies showed a significant increase in the yielding percentage 
at both locations. Then, binary logistic regression was used to 
model the yielding behavior of drivers. The developed model 
predicted an increase in the likelihood of yielding if the 
pedestrian was assertive in his/her approach to the crosswalk. 
Moreover, vehicle platooning decreased the likelihood of 
yielding, explaining the low overall yielding rate at the first 
site. Finally, the crossing treatments predicted a higher 
probability of yielding; however, the yielding probability was 
dependent on the activation of the pedestrian flashing lights at 
the second site. 

III. METHODOLOGY 

A. Data collection and procedure 
The data collection phase for this project consisted of 
recruiting volunteers from the American University of Beirut 
to drive the experiment. Prior to starting the official data 
collection, a pilot was done with 7 participants to get initial 
feedback and unveil potential unexpected problems with the 
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scenarios. Participants were requested to give their overall 
feedback on the experiment, and were asked specific questions 
to see whether or not they observed the controlled scenario 
variables of interest. The experiment was then updated as 
necessary and the participants' feedbacks were addressed as 
required.  The official data collection was then launched and 
111 participants drove the experiment in total. Out of these 
data, 15 were removed later on during the data analysis phase 
for various reasons related to non-serious driving behavior, 
occurrence of accidents and crashes, and some participants 
failing to follow the direction instructions and reaching dead 
ends. The call for participants was mainly done by personal 
approach, through contacting friends and asking them to tell 
their friends. The rest of the participants were recruited through 
posting on university related social media groups and forums, 
and contacting students individually via email.  
 
The experiment consisted of four phases: consent form and 
screening interview, test drive, actual experiment, and post-
driving survey. In the first phase, participants were informed of 
the purpose of the experiment and were asked to sign a consent 
form confirming their willingness to participate. A screening 
interview was then conducted with the participant in order to 
determine whether or not he/she is eligible to participate based 
on several physical, mental, and health conditions. Afterwards, 
the participant was requested to drive the driving simulator for 
a 5-minute period in order to get familiar with it and make sure 
he/she does not suffer from any dizziness or discomfort while 
doing so. Then, participants were informed that the actual 
experiment will start shortly and that accordingly the data will 
be recorded. Participants were asked to drive as they would do 
normally under real life conditions. The driving experiment 
was in a suburban setting, where individuals drove on a 
sequence of streets before reaching the streets of interest: two 
streets, a university and a non-university setting, where 
scenario variables to be tested were controlled. Depending on 
the ID number which was assigned randomly, a participant will 
drive on these streets three times: twice on the university 
setting and once on the non-university setting, or vice versa. 
The scenario variables being controlled in the experiment are 
discussed in the subsequent section. After finishing the 
experiment, participants were asked to fill a survey which 
contained questions related to their general driving behavior, 
their attitudes to specific driving incidents, and their overall 
impression on the conducted experiment. 
Table 1 summarizes the distribution of participants between 
genders and age groups.  
 
B. Experimental design and data analysis 
This section explains the methodology used in analyzing the 
data of the experiment.  The dependent variables of interest are 
summarized in table 2. On the other hand, the independent 
 

Table 1: Age and gender distributions 

 Age Gender 
Average 20.271 79.12% Male 

20.88% Female Standard Deviation 1.578 

variables controlled in the experiment are: presence or absence 
of crosswalks, street setting (university vs. non-university), 
number of pedestrians crossing, and the direction from which 
the pedestrians cross the street (which gives an indication of 
the effect of side street parking, and hence the visibility of the 
pedestrian, on the driver’s behavior, since parking was only 
allowed on the left side). Another independent variable that 
was not controlled in the experiment but was taken into 
account is the Time To Zebra (TTZ), defined as the distance of 
the driver to the pedestrians when the pedestrians start to cross 
(65m, fixed) divided by the velocity of the driver at this 
distance. In other words, the TTZ represents the expected time 
for the driver to reach the crossing pedestrians if he/she 
continues driving at the same speed. The motivation behind 
adding this last variable is that the driving behavior of the 
driver and his/her interaction with the pedestrians will depend 
on his initial velocity prior to the interaction. Based on the 
pedestrians crossing speed controlled in the experiment, 
pedestrians need 5 seconds to reach the midpoint of the street. 
Consequently, a threshold TTZ value of 5 sec was chosen to 
indicate whether or not the driver needs to react to the 
pedestrians movement; if TTZ < 5 seconds, the driver (if he 
continues at the same speed) can cross the conflict point before 
the pedestrian reaches it, whereas if TTZ > 5 seconds, the 
pedestrian will reach the conflict point before the driver, and 
the driver will have to react by either braking to let the 
pedestrian cross, or accelerating to force his way before the 
pedestrian.  
 
First, an exploratory descriptive analysis was performed on the 
data using one-way ANOVA to understand the effects of the 
different scenario variables on the dependent variables of 
interest. Confidence intervals were then plotted for the 
variables that have significant effects on the dependent 
variables to better understand their effects. Following the 
descriptive statistical analysis, a discrete choice model was 
developed to model the yielding behavior of the drivers. Since 
the decision making process of the driver has two possible 
outcomes (to yield or not to yield), it can be captured using a 
binary logit model. A further discussion of this model is 
presented in the next section. 
 

Table 2: Dependent variables of interest 

Dependent 
variable Description 

Distance at reaction 
(Dr) 

The distance at which the first reaction 
occurs 

Minimum velocity 
(Vmin) 

The minimum velocity that occurs 
along the 65m stretch before the 

crosswalk 
Average crossing 

velocity (V20) 
The average velocity of the driver over 
the 20m stretch before the crosswalk 

Deceleration rate 
(Dec) 

The difference between Vr
2 and Vmin

2 
over the distance 2(Dr - Dmin) 

Yielding The driver lets the pedestrian pass 
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IV. RESULTS 

This section presents the results of the descriptive statistics as 
well as the development of the discrete choice model for the 
yielding behavior of the drivers. 
 
A. Descriptive statistics 
A one-way ANOVA was performed to study the effects of the 
independent variables on the metrics of interest. Table 3 
summarizes the results of the test. To further interpret the 
ANOVA test results, 95% confidence intervals were plotted for 
the variables that had significant effects on the response 
metrics (see Appendix A). The plots show that the distance at 
which reaction occurred, either by pressing the brakes or 
releasing the gas pedal, was significantly higher in the 
scenarios that had installed crosswalks (p=0.000), had three 
pedestrians crossing rather than one (p=0.039) or had 
pedestrians crossing from the right where no visibility 
obstructions were present (p=0.001). This result presents the 
effectiveness of the crosswalk to decrease the reaction time of 
a driver. It is also a clear indication of how well the driver 
perceives the experimental situation and hence, the possibility 
of a conflict arising between him/her and the pedestrian(s). 
Hence, when the number of pedestrians was higher or no 
visibility obstructions were present, the driver started slowing 
down earlier. Also, the minimum velocity was significantly 
lower for the scenarios that had three pedestrians crossing the 
street (p=0.001) or were of a non-university setting (p=0.008). 

This result presents the cautious behavior of the driver if he/she 
perceives the pedestrians earlier if a group of pedestrians were 
crossing, thus reducing the vehicle’s velocity significantly until 
the pedestrians cross the street safely, then continuing his/her 
way. More interestingly, the driver tends to be more cautious in 
non-university street settings. Although not expected, one 
possible explanation can be the fact that drivers expect 
pedestrians themselves to be more cautious when they are 
crossing university-setting streets, leading to drivers’ tendency 
to rely solely on the pedestrians’ cautiousness. Furthermore, 
the average crossing velocity was significantly lower for the 
scenarios that had 3 pedestrians crossing (p=0.004); this result 
confirms that of Katz (1975). The average crossing velocity 
was also significantly lower were at the non-university street 
setting (p=0.020). These results have similar justifications with 
those of the minimum velocity recorded along the street. As for 
the deceleration rate (absolute value), it was significantly 
higher when drivers had TTZ values less than 5 seconds 
(p=0.000). This is expected, since drivers who had low TTZ 
values were associated with high initial speeds. Therefore, 
these drivers needed higher deceleration rates to yield. It is also 
important to mention that the TTZ value, which is an 
indication of approach speed, had a significant positive effect 
on all other response metrics, confirming the importance of 
following posted speed limits to insure the safety of 
pedestrians. 

 
Table 3: ANOVA test results 

p-values Crosswalk Number of 
Pedestrians Street Setting Direction of 

Crossing TTZ 

Distance at reaction 
(Dr) 

0.000 0.039 0.349 0.001 0.004 

Minimum velocity 
(Vmin) 

0.321 0.001 0.008 0.058 0.000 

Average crossing 
velocity (V20) 

0.082 0.004 0.020 0.097 0.000 

Deceleration rate 
(Dec) 0.293 0.576 0.678 0.939 0.000 

 
B. Driver yield model: binary logit 
A discrete choice model was developed to model the 
yielding behavior of the drivers as a function of several 
explanatory variables. As mentioned earlier, a binary logit 
model was chosen to capture the decision making process of 
the drivers, who are faced by two alternative decisions: to 
yield or not to yield. This type of models has been widely 
used by researchers to model behavior. For instance, the gap 
acceptance behavior of pedestrians, where the choice set 
also has two alternatives, was frequently modeled using 
binary logit models in the literature (Rao (1993), Pant et. al 
(1994), Brewer et. al (2005), Danaf et. al (2016)). In such 
models, the probability of choosing an alternative is 
dependent on its utility function, defined as follows:  

            ,                              (1)                 
 

Where:  
                                    
                                                           
                                                     
                                                            
                          
The probability of choosing alternative i, Pi, is thus obtained 
from the utility function defined above using the following 
formula: 

   
 

                              (2) 
Where: 
            is the systematic utility. 
Since only two possible outcomes (i and j) exist in binary 
logit models, the probability of choosing alternative j, Pj, is 
given by: 

                                   (3) 
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IV. RESULTS 

This section presents the results of the descriptive statistics as 
well as the development of the discrete choice model for the 
yielding behavior of the drivers. 
 
A. Descriptive statistics 
A one-way ANOVA was performed to study the effects of the 
independent variables on the metrics of interest. Table 3 
summarizes the results of the test. To further interpret the 
ANOVA test results, 95% confidence intervals were plotted for 
the variables that had significant effects on the response 
metrics (see Appendix A). The plots show that the distance at 
which reaction occurred, either by pressing the brakes or 
releasing the gas pedal, was significantly higher in the 
scenarios that had installed crosswalks (p=0.000), had three 
pedestrians crossing rather than one (p=0.039) or had 
pedestrians crossing from the right where no visibility 
obstructions were present (p=0.001). This result presents the 
effectiveness of the crosswalk to decrease the reaction time of 
a driver. It is also a clear indication of how well the driver 
perceives the experimental situation and hence, the possibility 
of a conflict arising between him/her and the pedestrian(s). 
Hence, when the number of pedestrians was higher or no 
visibility obstructions were present, the driver started slowing 
down earlier. Also, the minimum velocity was significantly 
lower for the scenarios that had three pedestrians crossing the 
street (p=0.001) or were of a non-university setting (p=0.008). 

This result presents the cautious behavior of the driver if he/she 
perceives the pedestrians earlier if a group of pedestrians were 
crossing, thus reducing the vehicle’s velocity significantly until 
the pedestrians cross the street safely, then continuing his/her 
way. More interestingly, the driver tends to be more cautious in 
non-university street settings. Although not expected, one 
possible explanation can be the fact that drivers expect 
pedestrians themselves to be more cautious when they are 
crossing university-setting streets, leading to drivers’ tendency 
to rely solely on the pedestrians’ cautiousness. Furthermore, 
the average crossing velocity was significantly lower for the 
scenarios that had 3 pedestrians crossing (p=0.004); this result 
confirms that of Katz (1975). The average crossing velocity 
was also significantly lower were at the non-university street 
setting (p=0.020). These results have similar justifications with 
those of the minimum velocity recorded along the street. As for 
the deceleration rate (absolute value), it was significantly 
higher when drivers had TTZ values less than 5 seconds 
(p=0.000). This is expected, since drivers who had low TTZ 
values were associated with high initial speeds. Therefore, 
these drivers needed higher deceleration rates to yield. It is also 
important to mention that the TTZ value, which is an 
indication of approach speed, had a significant positive effect 
on all other response metrics, confirming the importance of 
following posted speed limits to insure the safety of 
pedestrians. 

 
Table 3: ANOVA test results 

p-values Crosswalk Number of 
Pedestrians Street Setting Direction of 

Crossing TTZ 

Distance at reaction 
(Dr) 

0.000 0.039 0.349 0.001 0.004 

Minimum velocity 
(Vmin) 

0.321 0.001 0.008 0.058 0.000 

Average crossing 
velocity (V20) 

0.082 0.004 0.020 0.097 0.000 

Deceleration rate 
(Dec) 0.293 0.576 0.678 0.939 0.000 

 
B. Driver yield model: binary logit 
A discrete choice model was developed to model the 
yielding behavior of the drivers as a function of several 
explanatory variables. As mentioned earlier, a binary logit 
model was chosen to capture the decision making process of 
the drivers, who are faced by two alternative decisions: to 
yield or not to yield. This type of models has been widely 
used by researchers to model behavior. For instance, the gap 
acceptance behavior of pedestrians, where the choice set 
also has two alternatives, was frequently modeled using 
binary logit models in the literature (Rao (1993), Pant et. al 
(1994), Brewer et. al (2005), Danaf et. al (2016)). In such 
models, the probability of choosing an alternative is 
dependent on its utility function, defined as follows:  

            ,                              (1)                 
 

Where:  
                                    
                                                           
                                                     
                                                            
                          
The probability of choosing alternative i, Pi, is thus obtained 
from the utility function defined above using the following 
formula: 

   
 

                              (2) 
Where: 
            is the systematic utility. 
Since only two possible outcomes (i and j) exist in binary 
logit models, the probability of choosing alternative j, Pj, is 
given by: 
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In this experiment, the independent variables considered 
were the following: 
                                       

                           
                                             
                                 
                                            

                            
                                              

                         
                              
Notice that all the variables above are categorical.  
As such, the utility function of the yielding alternative has 
the following form: 

                                       
                                              (4) 

Since each participant is observed over three streets, the 
data obtained contains multiple observations from the same 
person. This type of data, also called panel/agent data, can 
lead to unobserved correlation between the choices made by 

the same person due to some common unobserved 
individual trait. For instance, if a driver has a tendency to 
stop for pedestrians, his/her choice over the three streets 
will be dependent on this tendency and the resulting 
outcomes are thus not independent. One way to capture this 
dependency is to add to the utility function an individual 
specific random error term that is fixed for each individual 
across the three streets. This term is random and is assumed 
to have a normal distribution with a mean of 0 and a 
standard deviation (sigma) that will be estimated during the 
model calibration. Including this term and estimating its 
standard deviation will correct for the correlation of the 
choices made by the same person, if such correlation exists. 
If the estimated standard deviation was not significantly 
different from 0, the agent effect is considered insignificant 
and the error term can be removed. The model estimation 
was done in R, using the package "pglm" (panel generalized 
linear models), and the output is shown in the table below, 
with an explanation of the meaning of each estimate 
obtained and what does it reveal about the driving behavior.

Table 4: Binary logit model results 

 Estimate Std. error t-value p-value Explanation of the estimate 

Intercept -2.08 1.12 -1.85 0.06 
The negative value of the intercept means that, everything else being the same across 

alternatives, a driver is more likely not to yield than he is to yield. The p-value (0.06) of 
this alternative shows that this estimate is almost significant on a 5% significance level. 

Cross 1.39 0.71 1.95 0.05 The positive value of the crosswalk coefficient indicates that a driver is more likely to 
yield when there is a crosswalk. This estimate is significant on a 5% significance level. 

Setting 1.35 0.68 1.98 0.04 

The positive value of the Setting coefficient indicates that driver is more likely to yield 
when he/she is driving on a non-university setting. This result, although unexpected, is in 
line with the results of the descriptive analysis which showed that the drivers tend to be 

less aggressive on the non-university setting. This estimate is significant on a 5% 
significance level. 

TTZ 4.62 1.26 3.67 0.00 

The positive value of the TTZ coefficient estimate shows that the driver is more likely to 
yield when his/her approach velocity is lower, and hence his/her TTZ is higher. This is 

because the driver entering the street with a lower velocity has more time to perceive the 
pedestrian and react by yielding, whereas a driver with a high approach velocity will not 

have as much time to make a stop and let the pedestrian cross. This estimate is 
significant on a 5% significance level. 

NumPed 2.22 0.81 2.73 0.00 

The positive value of the NumPed coefficient estimate shows that the driver is more 
likely to yield when more than one pedestrian is crossing the street which indicates that 
drivers tend to be more cautious when more pedestrians are involved. This estimate is 

significant on a 5% significance level. 

Direction 3.99 1.06 3.75 0.00 

The positive value of the Direction coefficient estimate shows that the driver is more 
likely to yield when pedestrians are crossing from the right where no parking is allowed 
in this experiment. This shows side street parking has a significant effect on increasing 

the risk of pedestrians crossing by limiting the visibility of the pedestrians trying to cross 
the street, making it less likely for the driver to yield. This estimate is significant on a 

5% significance level. 

Gender -1.05 0.89 -1.18 0.23 

The negative sign of the Gender coefficient estimate indicates that male drivers were less 
likely to yield than women drivers. This result, although not significant on a 5% 
significance level, can indicate that the driving behavior of men tends to be more 

aggressive than that of women. 

Sigma 2.83 1.05 2.67 0.00 

The value of the standard deviation Sigma of the individual specific error term has no 
important indication regarding the driving behavior. However, the fact that this term is 

significant indicates that the agent effect exists and that there is a correlation between the 
individual's choices across the streets. As such, this term cannot be removed from the 

model in order to capture this correlation and obtain accurate estimates of the   . 
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The model derived above can be used to predict the 
probability of yielding of a certain pedestrian when faced 
with a specific scenario. For instance, a male driver driving 
on a university setting with no crosswalk and having an 
approach velocity of 40 km/h has a probability of yielding 
of 0.63 when faced with one pedestrian crossing from the 
side where street parking is not allowed.  

V. CONCLUSION 

This research paper aimed at studying the different variables 
that determine the driver-pedestrian interaction using a 
driving simulator and developing a discrete choice model to 
describe and predict the yielding behavior of drivers near 
pedestrians.  
The use of a driving simulator in such experiments offers 
great advantages, specifically in allowing a high level of 
control over the variables being tested while causing no 
harm or threats on real pedestrians' safety.  
The most interesting findings of this study were the 
statistically significant positive effects on the driving 
behavior (and hence pedestrians' safety) of prohibiting side 
street parking, adding crosswalks, and reducing the 
approach velocity of the drivers near pedestrian crossing 
locations. When these conditions are present, drivers were 
found to yield at higher rates and had lower minimum and 
crossing velocities near pedestrians. As such, planners are 
advised to direct traffic calming techniques so as to ensure 
these conditions are satisfied.  
The binary logit model developed in this paper can be a 
very useful tool in evaluating these traffic calming 
techniques. The statistical significance of the estimated 
coefficients can produce reliable estimates of the yielding 
rates expected from different scenarios. It is advised, 
however, that the model is tested on a bigger data set prior 
to using it in evaluation. 
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Abstract— This paper presents the results of a study on a 
wastewater treatment plant which operates on the principle of 
wetland treatment using beds of reed, implemented in the village of 
Remhala, Lebanon. Furthermore, it displays the conclusions 
reached when considering the feasibility of implementing the same 
plant on a bigger scale. As a first step, water samples were taken 
from the plant in Remhala, at three stages: inflow, midsection and 
outflow. These samples were analyzed and tested in the laboratory 
and yielded an extremely high BOD, inconsistent with normal 
domestic wastewater, which hindered the proper functioning of the 
plant. Throughout this research, continuous sampling was done to 
further understand the obstacles faced by the plant, and to be 
better able to propose effective solutions to them. Preliminary 
results show some defects within the existing treatment plant, 
mainly due to evident anaerobic conditions in the sedimentation 
tanks as well as a diversion in the flow away from the reed bed. 
Moreover, the lack of management and maintenance by village 
officials may have further contributed to the poor conditions.  

Keywords—Wetland; Wastewater treatment plant; Reed 
beds; BOD; COD.  
 

I. INTRODUCTION 

Wastewater generated from domestic use in most Lebanese 
villages was habitually disposed of without any treatment, often 
into poorly designed septic tanks. However, after the end of the 
Lebanese war in the 1990s, the economic growth and progress 
in housing patterns led to a greater need for wastewater 
treatment systems. Indeed, the conventionally dispersed villages 
were renovated into denser modern-day communities and the 
wastewater discharge became much more significant. Therefore, 
proper sanitation and treatment were required to protect public 
health. Over the past sixteen years, remarkable progress has 
been made in building a link between the Lebanese population 
and wastewater collecting systems in all Regional Water 
Authorities (RWAs) in Lebanon. However, while evaluating the 
effectiveness of wastewater management along with these 
achievements, the Effective water management (EWM) indices 
performed poorly with a score range between 19.6 % (BML) and 
27.6 % (North Lebanon) in 2014 [1].  
In this paper, a promising environmental project is assessed 
which could prove a viable alternative to existing non-effective 

plants. The wastewater treatment plant in question is located in 
Remhala, a small Lebanese village. The plant encompasses is a 
constructed wetland system, which utilizes natural reed beds to 
treat domestic wastewater. If functioning properly, the wetland 
could offer an energy and almost cost free solution. The 
mechanism which the plant operates under will be further 
explained in the following section. 

II. BACKGROUND AND LITERATURE REVIEW 

A. Site study 
 

The constructed wetland used in this research is in the 
small village of Remhala, located in Aley, which occupies an 
approximate area of 4.53 km2. This wetland was designed by 
engineer Rached Sarkis to treat domestic wastewater generated 
from the small population of the village (420-450 people). The 
constructed wetland in Remhala is very basic. Wastewater 
from the sewage network is first collected at an elevated 
storage tank and then flows to a sedimentation tank with a 
sand/gravel filter. After primary treatment, the water is 
discharged into the wetland cells where it is undergoes further 
treatment in the reed beds. Sewage pipelines are only 
connected to approximately 100 households with wastewater 
flowing through by the sole force of gravity; very minimal 
pumping is needed, since only about 10 households reside at a 
lower elevation than the plant.  

B. Literature review 
 
In comparison to neighboring countries, Lebanon has 

relatively abundant water resources. It is the only Arab country 
that doesn’t contain a desert and does not suffer from extreme 
droughts. However, mismanagement often leads to a constant 
deficit in domestically usable water. Most resources go to waste 
or are inefficiently treated and hence deemed non-potable. 

Contemporary literature offers examples of initiatives to 
install wastewater treatment plants in Lebanon. However, most 
of these have been carried out (or at least planned) in the 
“traditional” way, which has usually not been very effective. 
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This study is particularly interested in a specific, newer, type 
of wastewater treatment plants: constructed wetland. These are 
not widespread in Lebanon, to say the least, but a few examples 
were found.  

One interesting project is the ‘’Litani River Constructed 
Treatment Wetland’’. The project was conceived by the Litani 
River Basin Management System (LRBMS) program. Its main 
purpose was to treat polluted water from the Litani River, to 
which it is adjacent. It would also restore riparian (relating to 
wetlands near rivers) habitat and raise environmental awareness. 
The wetland was designed to be approximately 2.5 ha in size, 
receive 30 L/s flow in the dry season and 60 L/s during the rest 
of the year. Moreover, it was expected to remove between 30% 
to over 90% of pollutants coming into the river (the rate depends 
on the nature of the pollutant and the time of the year). The 
system is supposed to consist of a basin of deep and shallow 
zones; 2-3 m and 30-50 cm respectively, with appropriate 
vegetation for each zone. The design is such that minimal 
maintenance is required; this is an important trait in constructed 
wetlands, as it significantly reduces costs. The project was 
completed in April 2014. 

Another completed project  is a constructed wetland in 
Garzouz-Jbeil, funded in its early stage by the American 
University of Beirut and later on by the convent (where the plant 
was actually implemented) present in Garzouz and the 
University’s environmental laboratory for water analysis. The 
project was initiated in 1992 and implemented in 1999, after 
undergoing several evolutionary steps. The project’s research 
paper states that the possibility of implementing a similar project 
in the Cedars resort (North of Lebanon) and an educational pilot 
size system in Burj- al-Barajneh (south suburb of Beirut) was 
being investigated at the end of the Garzouz project. However, 
no evidence of a follow-up appears in the literature.  

 

III. SCOPE AND METHODOLOGY

 
Figure 1. Schematic representation of a constructed wetland 

 
The wastewater flows, via sewage pipes, to a storage 

tank where it is collected and then driven into a sedimentation 
tank. There, the water undergoes primary treatment to remove 
large solids, grease, and oils. The effluent is then passed 

through a gravel/sand filter to trap any remaining solids before 
it reaches the reed bed. The main mechanism of the reed bed 
system operates on what is formally known as a “Gravel Bed 
Hydroponic System”, which is comprised of a natural reed bed 
planted on top of a thick layer of gravel.  “A reed bed is 
essentially a basin that is lined with an impermeable 
membrane, filled with gravel and planted with macrophytes 
such as reeds and rushes. Wastewater (black or grey) passes 
through the root zone of the reeds where it undergoes treatment 
via physical, chemical and biological interactions between the 
wastewater, plants, micro-organisms, gravel and atmosphere. 
The reed plants leak small amounts of oxygen out through their 
roots, creating small oxygenated sites within an otherwise 
anaerobic environment. This mix of aerobic and anaerobic 
conditions creates an ideal environment for the growth of 
microorganisms on the surface of the gravel and plant roots. 
These microorganisms are largely responsible for the pollutant 
removal that occurs in a reed bed, as they feed on and 
breakdown organic matter and nutrients, and compete against 
pathogenic organisms” [2]. Inlet and outlet pipes are usually 
positioned below the gravel surface, so that the water always 
remains below the surface, thus minimizing the risk of human 
exposure to the wastewater and foul odors. The system can 
keep working with a continuous flow and no artificial thermal 
insulation. 
 

 
Figure 2. Diagram representing Remhala’s wastewater 
treatment plant 
 

Waste-stream characterization 

Throughout this study, the main method used for 
collecting data was primary research. Several samples were 
collected from the treatment plant in Remhala. Four samples 
were obtained during each visit: from the inlet pipe, from the 
ponds, from the reed bed and after treatment. The sample from 
the inlet pipe was taken in order to test the water directly 
exiting the households. Moreover, water collected from the 
ponds appeared to be inconsistent with domestic wastewater 
and hence an issue with the functionality of the ponds arose.  
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Samples of influent and effluent water were taken 
with varying lag times during each visit in order to evaluate the 
wetland system’s performance. With the help of the laboratory 
assistants at the American University of Beirut (AUB), 
conventional water quality parameters including BOD5, TSS, 
COD and TF were analyzed by Standard Methods [3], along 
with TDS, Nitrate, Nitrate-Nitrogen and Sulphate. The BOD 
test was based on a 5-day incubation, at a temperature of 20°C.  

All samples were kept at a temperature of 4°C from 
time of retrieval until testing procedures. In addition, 
measurements of the ponds and their surroundings were taken. 
Subsequently, the plan of the wastewater treatment plant was 
drawn using AutoCAD.  

IV. RESULTS AND DISCUSSIONS 

Note: in the following tables, 1 stands for before arriving to the 
collecting pond, 2 stands for the first pond, 3 stands for 
samples from the reed bed and 4 stands for after treatment.  

TABLE I: SAMPLES FROM FIELD VISIT 1 

																		
Samples	
Tests	

1	 2	 3	 4	

COD	
(mg/L)	

1230	 2510	 380	 274	

BOD	 194	 99	 83	 66	

TSS(mg/L)	 250	 250	 110	 60	

TDS(ppm)	 959	 516	 500	 495	

NO3(mg/l)	 110.6	
25-N	

92.6	
20.9-N	

80.9	
18.3-N	

48.6	
11.0-N	

SO4(mg/l)	 33	 34	 54	 53	

T.C	 Too	
numerous	
to	count	

Too	
numerous	
to	count		

Too	
numerous	
to	count	

Too	
numerous	
to	count	

F.C	 Too	
numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

 

TABLE 2: SAMPLES FROM FIELD VISIT 2 
																		
Samples	
Tests	

1	 2	 3	 4	

COD	(mg/L)	 400	 460	 220	 270	

BOD	 238	 413	 290	 466	

TSS(mg/L)	 63	 360	 180	 420	

TDS(ppm)	 510	 560	 534	 294	

NO3(mg/l)	 47.8	
8-N	

24.7	
5.6-N	

30.0	
6.8-N	

8.7	
2.0-N	

SO4(mg/l)	 68	 0	 52	 14	

Tc	 Too	
numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

Fc	 Too	
numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

 

TABLE 3: SAMPLES FROM FIELD VISIT 3 

																		
Samples	
Tests	

1	 2	 3	 4	

COD	(mg/L)	 -	 421	 410	 358	
BOD	(mg/L)	 -	 159	 74	 59	
TSS(mg/L)	 -	 7525	 540	 700	
TDS(ppm)	 -	 277	 257	 265	
NO3(mg/l)	 -	

-	
111.8	
25.2-N	

43.2	
9.8-N	

8.1	
1.8-N	

SO4(mg/l)	 -	 11	 45	 50	
Tc	 -	 Too	

numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

Fc	 -	 Too	
numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

 

TABLE 4: SAMPLES FROM FIELD VISIT 4 

																		
Samples	
Tests	

1	 2	 3	 4	

COD	(mg/L)	 	 165	 262	 373	

BOD	(mg/L)	 	 1194	 148	 56	

TSS(mg/L)	 	 440	 60	 13.3	

TDS(ppm)	 	 529	 497	 451	

NO3(mg/l)	 	 6.8	
1.6-N	

83.6	
18.8	

60.8	
13.6-N	

SO4(mg/l)	 	 2	 8	 1	

Tc	 	 Too	
numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

Fc	 	 Too	
numerous	
to	count	

Too	
numerous	
to	count	

Too	
numerous	
to	count	

 

The tests performed give some preliminary results. 
Prior to laboratory testing, it was evident that the samples 
taken from the ponds were darker in color and more polluted 
than their counterparts at the inlet pipe. 

The data obtained from the laboratory tests confirmed 
the initial observations. Samples taken from the pond displayed 
a very high BOD (of the order of 1000 mg/L) whereas 
“normal” domestic wastewater is expected to yield a BOD not 
exceeding 200 or 300 mg/L. Based on criteria for surface water 
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discharge, the secondary treatment standard for BOD has been 
set at 30 mg BOD/L (i.e. 30 mg of Oxygen are consumed per 
liter of water over 5 days to break down the waste). The 
treatment plant reduced the initial BOD values considerably, 
however this reduction in BOD was not enough to meet the 
standard for domestic non-palatable use or even for irrigation 
purposes. This is due to the existing anaerobic conditions in the 
septic tanks caused by the lack of aeration, as well as 
eutrophication (which leads to algal growth and further oxygen 
depletion). These anaerobic conditions caused a change in 
color (black) and a foul smell and finally raised the BOD. 

Too much BOD can cause the excessive growth of 
bacteria in the ponds. If the BOD is higher than a certain 
threshold, all available oxygen will be consumed and the ponds 
can become anaerobic. This causes the desirable bacteria to 
die, resulting in a diminished treatment of the sewage. The low 
oxygen encourages the growth of anaerobic bacteria, that 
produce a mucilaginous coating which can quickly cause 
congestion. Thus, excessive BOD can cause a treatment plant 
to function poorly, and even fail prematurely. 

High concentrations of pollutants may cause many 
complications in the wetland. A high presence of TSS may 
result in the clogging of irrigation systems as well as the 
formation of deposits in the wetland. Moreover, high BOD or 
COD concentrations can cause both microbial fouling and 
bacterial regrowth in distribution systems. High levels of total 
coliforms may also cause bio-fouling of sprinklers and nozzles 
in irrigation systems. 

In order for water to be used for irrigational purposes, 
a maximum allowable concentration for different pollutants 
must be set. In Lebanon, the set of requirements is shown in 
the table below. 
Note: 1 mg/l NO3-N = 1 kg N/1000 m3 of water.  
 

 
TABLE 5: MAXIMUM ALLOWABLE CONCENTRATIONS OF 

DIFFERENT POLLUTANTS 

 
These values must not be exceeded in 80 percent of 

samples per month. Min. No of samples 5. 
 

As for nitrate concentrations, the requirements are 
dependent on the types of crops planted; since sensitive crops 
may be affected by nitrogen concentrations above 5 mg/l. 

While most other crops remain unaffected below a nitrogen 
levels of 30 mg/l. 
Furthermore, it was seen that the effluent leaving the septic 
tank was too low, which ultimately affected the flow. The 
effluent was also observed deviating from its proper course and 
hence did not fully reach the reed bed for treatment. This 
phenomenon might be due to the unleveled terrain as well as 
the obstruction caused by dead and/or fallen plants.  

 

V. LIMITATIONS 

Some limitations to the methodology followed, and 
the topic itself, certainly exist. First, vehicular access to the 
plant was very limited and mostly had to be covered by foot. 
Moreover, as underlined in the literature review, prior research 
and experiments were limited and not readily available at our 
disposal. Access to some parts of the plant was not possible. 
For example, checking for seepage was not viable because it 
requires excavation and removal of existing reeds.  

As for the sampling and testing, these also can 
sometimes be delicate: samples have to be kept at a low 
temperature until taken to the lab, containers should be filled as 
to avoid air occupying the empty space, etc. These precautions 
should be taken into consideration in order to preserve the 
integrity of the samples.   
 

VI. CONCLUSIONS  

A comparison of the resultant wastewater parameters 
was made with the international standards [5]. As previously 
mentioned, the tests conducted proved that the plant was not 
effectively clarifying the water and did not meet the required 
(allowable) standards. Field visits also showed that the flow of 
effluent recorded was below the expected, which might be due 
to seepage problems. This particular issue was not thoroughly 
studied due to the limited access available to the membrane 
layer. 

The new constructed wetland design (5,000 
inhabitants) focuses mainly on eliminating as much seepage as 
possible by using a suitable type of membrane for the area’s 
conditions and characteristics. Also inlet pipes and flow 
equalization methods will be enhanced, along with the addition 
of vertical flow reed beds in order to improve the treatment. Up 
to date screening and filtration techniques will also be used in 
the new design. The only constraint that seems to stand in the 
way of such an upscaling is the need for empty surface area. 
This constructed wetland would indeed require a large space 
and therefore would not be suitable for implementation in a 
crowded city such as Beirut. However, further research will be 
conducted to decide whether such a project could be carried 
out in another Lebanese village. 

As for the issues facing the plant in Remhala, as 
already stated, they seem to essentially originate from 
anaerobic conditions in the septic tanks. Poor maintenance and 
lack of management are also the reasons behind this poorly 
functioning plant. The clogging of the filters in the pond and 

TSS <50 mg/l 

BOD <30 mg/l 

COD <250 mg/l 

Fecal coliforms <1000 cfu/100ml 

TDS <500 mg/l 
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the seepage problems prove negligence on behalf of the 
municipality officials and all parties involved in the 
sustainability of this project. 
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Abstract- The only operating airport in Lebanon, Beirut 
Rafic Hariri International Airport has been facing a 
challenge in the past couple of years. This challenge is 
represented by the increasing number of passengers that 
exceeded the airport’s capacity.  

This Paper consists of a multidisciplinary study that aims 
at examining the existing airport conditions along with a 
procedural plan to overcome the prevailing challenge. The 
strategic plan of the project consists of preparing a new 
pavement design for the operating runways, adjusting the 
characteristics of the airfield of the airport, and studying 
an expansion design for  the existing terminal building. 
These modifications shall enable the airport to cater for the 
Airbus A380 jet  which is becoming a necessity for all 
international airports. In addition it will lead to the 
increase in the number of passengers. 
 

I- Introduction 

Description 
 
 Despite Lebanon’s political instability and continuing security 
issues, it remains a prosperous touristic destination; thus, its 
current airport should provide a state-of-art service. During the 
year 2015, Beirut Rafic Hariri International Airport (BRHIA) 
has exceeded its capacity by 1.2 million passengers where its 
designed capacity is around 6 million annual passengers, in 
total, while the airport served more than 7.2 million passengers 
during that year. On the other hand, new types of aircrafts have 
emerged after the reconstruction of the airport was completed 
after the Lebanese Civil War. The Airbus A380 is a newly 
designed jumbo jet that began its operations in 2005. This 
aircraft type is joining the fleet of numerous airlines in the 
region, which forces BRHIA to modify its characteristics to 
become able to accommodate it. These accommodations are 
vital since the A380 belongs to Code F type of aircrafts which 
are not currently designed for in the airport. 

 
 

BRHIA  Passenger Traffic 
 

BRHIA has shown some astounding figures with regards to the 
number of passengers commuting through this facility. In the 
year 1998, the first phase of the airport was completed with the 
capacity being around 6 million passengers while the actual 
number of passengers didn’t exceed 2 million passengers. As 
the aviation industry evolved in the region and the number of 
expatriates increased, the number of passengers grew 
significantly. In the past 10 years, the records show a 
continuous increase in the commuters with the passenger 
growth rate peaking at 22.6% and averaging at 6.7%. This rate 
showed a decline only during one exceptional year which 
witnessed the Lebanese-Israeli War that caused the closure of 
the airport.  Such positive numbers encourage the investment 
in this well performing facility. In addition, since BRHIA is the 
only airport in Lebanon, an expansion to the existing terminal 
building, leading to the increase in the capacity of the 
passengers, is the only solution for this phenomenon. 
The figure below shows the variation in the passenger growth 
from the year 2005 till 2015 

 
Figure 1: Annual Traffic Profile                                                               
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II- Design 
A- Pavement Design 

 
Since the existing runways are formed of concrete, the Rigid 
Pavement Design will be considered in the study. 
Two scenarios were performed on FAARFIELD which is a 
program used to reach the optimum thickness of the concrete 
layer on the surface layer. The first scenario includes the 
current aircraft mix that is utilizing the airport on a yearly basis. 
While the second scenario is formed of the expected aircraft 
mix that is expected to be present after the beginning of the 
Airbus A380 operations in Beirut. A forecast of 3 daily A380 
flights is made and the annual growth rate is taken to be 6.7% 
according to that calculated from year 2005 till 2015. The 
design life for the new design is 20 years according to the FAA 
standards [2]. The table below represents the yearly number of  
departures of the different Aircraft types in the two cases. 

Table 1: Aircraft distribution in the two cases 

 
 
The different layers of the pavement design are as follows: 
 PCC Surface: This surface is responsible to offer a texture of 
nonskid qualities, impermeable to water, and offers flexural 
strength able to cater for the aircraft mix expected to use the 
runway. The modulus was taken to be 4,000,000 psi and 
strength to be 700 psi, while the thickness is to be calculated 
by the program. 
 P-306 Econocrete: This layer is formed of crushed concrete 
formed of the old existing concrete surface that was 
demolished. The thickness was taken to be 6 inches and 
modulus to be 700,000 psi. 
 P-209 Cr Ag: This layer consists of a base course formed of 
crushed aggregates present over an underlying course. The 
thickness for this layer was taken to be 6 inches and modulus 
to be 52,802 psi .  
 Subgrade: The stresses reaching the subgrade layer are lower 
than that reaching the upper layers. The controlling stress is 
that at the upper of the layer and as the depth increases the 
stress decreases. The modulus was taken to be 27,238 psi with 
an infinite thickness. 
 
Results 
After simulating both cases, two different thicknesses of PCC 
Surface were displayed. With regards to the existing airplane 
mix, a thickness of 15.46 inches was demonstrated. While for 

the thickness for the new mix that includes the Airbus A380 
was 15.69 inches.  
By further examining the effects of adding the A380 carrier to 
the aircrafts operating in the airport on the pavement, several 
figures arise from the simulation.  
 

 
Figure 2:  Pavement Layers 

The following table summarizes the results of the impact of 
each airplane on the pavement of the designed runway. 
 
Table 2: FAARFIELD Results 

No.  Name CDF 
Contribution 

P/C 
Ratio 

1  B777-200 ER 0.00 4.04 
2  A330-300 std 0.05 1.88 
3  A380-800 0.02 3.61 

4  A320-200 Twin std 0.08 3.70 

5  A321-200 std 0.79 3.46 
6  B737-800 0.06 3.52 

 
Where CDF (Cumulative Damage Factor)  Contribution is the 
amount of structural fatigue life of a pavement that has been 
used up [2].  
 
 CDF =  

 
While P/C Ratio is the required number of passes that lead to  
the formation of one full load application to a unit area of 
pavement. [2] For rigid pavements, the passes are determined 
by measuring the maximum stress occurring at the bottom of 
the PCC layer.  
The results displayed show that the introduction of a new type 
of aircraft to the aircraft mix doesn’t have major effects on the 
pavement of the runway by which the Airbus A380 doesn’t 
play the role of the critical aircraft for the runway in terms of 
CDF contribution and P/C ratio since in both cases, the 
contribution of the A380 isn't the highest.  
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B- Structural Design 
 

1. Architectural Layout 
 
The designed extension of the terminal building follows the 
vertical distribution as the current BRHIA terminal building. In 
other words, the first level is assigned as the reception floor, 
along with its specific facilities like conveyor belts, security 
check points, immigration control stands, duty free…etc. The 
second level is specialized for the departing facilities, such as 
the holding rooms, extended duty free and cafes...etc. A plan 
view for the two levels is shown in the following figures.  
 

 
Figure 3: Second Floor 

 

 
Figure 4: First Floor 

The configuration of the extension was set after studying the 
aerodrome design considerations, guided by ICAO design 
standards for aerospace (i.e. separation distances between the 
terminal building and taxiways and/or runways), in addition to 
the fact of balancing the plan of the whole airport. In other 
words, the extended terminal conserves the horizontal 
symmetry of the new BRHIA plan. The total area of the 
building is around 10630 m2, including three holding rooms, 
as shown in the figure above, each consists of 650 m2.  
Moreover, to conserve the homogeneity with the current 
terminal building, the clear spans between columns are 9 m 
and the height of each of the two floors is 4.4 meters.  
 
 

2. Structural Specifications 
 

The proposed new building consists of 117 (60 cm x 
60 cm) columns on each floor, connected by rectangular beams 
that are 100 cm in width and 42.5 cm in height. The authors 
preferred a two-way joist system over other slab systems for 
the following reasons1: 

1. Longer spans with lesser number of columns, thus 
architecturally appealing and practical.  

2. Lower deflections due to large spans (9 m) subjected to 
heavy loads. 

3. Saving on weight and materials. 
4. No trenching is needed if it rains, thus higher 

productivity and less site work. 

 Most of the waffle pods dimensions were taken from 
manufacturer standards, while some other pods’ dimensions 
were customized to fit the edges. Standard 77.5 cm x 77.5 cm x 
32.5cm forms were used, separated by 12.5 cm thick ribs. A 
typical section of the slab, beams and ribs are shown in the 
figures below.  

 
Figure 5: Slab Section 

 

 
Figure 6: Typical Ribs Section 

 
Figure 7: Typical Beams Section 
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Regarding the loads assigned to the floors, the new operating 
building can be compared to a library in term of live loads, so 
according to the ACI building code, it is recommended to take 
the live loads 500 Kg/m2. And for the same reason, the super 
imposed dead loads are 400 Kg/m2. Note that the roof will 
have a live load of 200 Kg/m2.  
 

3. Modeling  
In order to assess the performance of the designed terminal 
building, a detailed model was done on ETABS, according to 
the architectural and structural specifications discussed above. 
Deformation, displacements and further design results will be 
presented in future paper. The following figure shows the 
proposed structural design of the terminal building. 

 
Figure 8: ETABS model 

 
4. Geotechnical Investigation 

The soil profile, especially the water table and the bearing 
capacity of the soil, is one of the constraints facing the study. 
The only thing known about this profile is that, the 
underground soil of the site is composed of red sand layers 
only (according to the geotechnical map of Beirut City). 
. 

C- Transportation 
 
The characteristics of the existing airport ranging from 
runways, to aprons, to taxiways are set according to ICAO 
Code 4E standards. The airport consists of three concrete 
runways, rapid exit taxiways along with aprons. The two main 
operating runways are 16-34 and 03-21 which have an open V 
configuration.  
Table 4 summarizes the runway and taxiway characteristics. 
 

 

 

 

Table 3: Runway and Taxiway Characteristics of Existing 
Airport 

Runways/Taxiways Length Width Shoulders 

Runway 03-21 3800m 45m 
7.5m on 

each side 

Runway 16-34 

1900m out of 

3400m 

extending into 

the sea. 

45m 
7.5m on 

each side 

Taxiway system  25m 
10.5m on 

each side 

 
In order to cater for the A380 airbus, certain measurements are 
taken into account to upgrade the current airport conditions. 
The basic runway width shall be increased by 15m, while the 
taxiway width remains the same. In addition, the shoulders of 
the runways shall be increased by 7.5m on each side, while the 
taxiway shoulders include 7 m on both sides. 
Table 4: Airport Airside Requirements 

Items ICAO Code E ICAO Code F 

RWY width + 
shoulder 

45m+ ( 2x7.5m) 
= 60m 60m +( 2x7.5m) = 75m 

TWY width 
(+shoulder) 

23m (+ 
2x10.5m) = 44m 25m +( 2x17.5m) = 60m 

TWY width of 
taxiway/taxilane strip 47.5/42.5 m 57.5/50.5 m 

RWY/TWY 
separation 182.5m 190m 

OFZ width 120m 155m 

TWY/TWY 
separation 80m 97.5m 

TWY/Taxilane/Object 
separation 47.5m - 42.5m 57.5m - 50.5m 

Taxiway bridge width 44m 60m 

Clearance at gate 7.5m 7.5m 
 

D- Sustainability 
 

The sustainability of the airport facilities is a very 
attractive aspect that increased the interest in this project. To 
begin with, the new terminal extension has an important 
sustainable feature which is the waffle slab structure. Not only 
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does the two-way joist system reduce the ceiling materials used 
(i.e. concrete and steel) and the slab cost, but also decreases the 
weight on each of the footings, which in turns cuts from the 
foundation materials, therefore potentially means less 
foundation expenses. In addition to that, especially cost wise, 
this technique reduces the overall framework of a building 
charge due to the use of standard, modular, reusable formwork, 
and recyclable waffle pods material. 

Moreover, the curtain walls covering most of the 
façade parameter allows more exposure of sunlight to the 
interior, which leads to less consumption of energy during the 
day.  

Also, the use of crushed old runway concrete as a 
subgrade in the new design will be of great advantage to the 
project since no transportation and disposal costs are implied, 
thus less CO2 emissions are produced. Consequently, such a 
step results in the decrease of space burdens for the wastes 
caused by the demolition of the old concrete layer. The fact 
that the apron is connected to the new building with passenger 
tubes, no busses are used, therefore no impact on the carbon 
footprint. 
 

E- Project Planning and Cost 
 

1. Planning 
The project construction plan covers the airside and the 
landside of BRHIA: the terminal building extension, runways 
and taxiways widening leading to the pavement reconstruction. 
For the purpose of avoiding interruption in the airport traffic as 
well as using the remaining life span of the existing pavement 
(about 2 years), the terminal building construction is scheduled 
first on the calendar without interfering in the traffic movement. 
 After finishing the construction, the pavement would be 
already exhausted, and thus the widening of taxiways and 
runways can be initiated along with the construction of a new 
pavement. The two operational runways will be reconstructed 
one after another in order not to obstruct the airport’s operation. 
Thus, the reconstruction will take a place during the period of 
minimal traffic demand, which, according to the graph below, 
falls between February till the end of April. 
 

 

Figure 9: Traffic in the past three years 

After the exhaustion of the pavement, it will be demolished 
and replaced by a new pavement. The existing pavement was 
estimated to be 40 cm thick. Areas(including runways, 
shoulders, and aprons ), volumes, and production rates of 
demolition and reconstructing the pavement were used to give 
an estimate of the project duration. Below is a table that shows 
an overview of the scheduling of the demolition process: 
Table 5: Factors Affecting Demolition Process 

Area 586,693 m2 
Thickness 0.4 m 
Volume 234,677 m3 
Demolition Rate (fast track) 2,250 m3/day 
Duration 104 days 

 
The above production rate is derived for 6 working Hammers 
(1,700 kg) and 6 excavators (330C). 
As was mentioned previously, the demolished concrete is then 
used as a 15 cm thick layer of base course for the new 
pavement (P-306 Econcrete). Spread and leveling of the 
crushed concrete will be applied using 4 dozers with a 1.2 m3 
bucket. The table below shows the production rate of spread 
and leveling: 
Table 6: Factors Affecting Leveling of crushed concrete 

Area  586,693 m2 
Thickness  0.15 m 
Volume  88,000 m3 
Rate (Fast track)  2136 m3/day 
Duration  41 days 

 
It must be noted that the above phase may not consume from 
the project’s time because it can occur simultaneously along 
with the phase of pavement demolition. 
The final phase of the pavement construction consists of the 
concrete work: 
 
 



226

 Page 6 
 

Table 7: Factors Affecting Pavement Construction 
Area 586,693 m2 
Thickness 0.4 m 
Production Rate (Fast track) 4180 m2/day 
Duration 140 days 

 
Thus, the overall time duration for the pavement demolition 
and reconstruction is estimated to be around 250 days. This 
does not mean that the airport will be dysfunctional over this 
period of time, however, it will function continuously because 
only one runway at a time will be reconstructed. 
 

2. Project Scheduling 
The schedule prepared is divided into two phases with different 
wind orientations discussed in each case. 
Phase 1: This phase includes the closure of Runway 16/34 in 
order to perform the widening and pavement works for the 
runway.  On one hand if the wind was North –South, Runway 
03/21 should be used for landing and Runway 35/17 should be 
used for take-off. On the other hand, if the wind was S-N, 
Runway 21/03 should be used for landing while Runway 17/35 
should be used for take-off. 
Phase 2: This phase includes the opening of Runway 16/34 and 
closure of Runway 03/21. If the wind was in the N-S direction, 
landing should occur on the Runway 35/17 while take-off on 
Runway 34/16. While if the wind was in the S-N direction, the 
landing should be on the Runway 16/34 and takeoff on 
Runway 17/35. 
 

3. Project Cost 
The estimated cost of a project consisting of an expansion of 
the existing airport and the modification of runways can be 
calculated from cost rates that are supplied from Dar al 
Handasah (Shair and Partners). The factors that played a role in 
forming the sum are the structural construction work of the 
terminal building, the technical and safety equipment for the 
terminal building and the runways, and the construction of the 
pavement. 
Table 3 presents the rates and sums for each fixture and the 
estimated total cost for the project. 

Table 8: Estimated Costs 

 
 

III- Conclusion 
 
The multidisciplinary study prepared provides a well planned 
solution for the next several years. When the project is 
completed, the airport will be developed to become able to 
cater for aircrafts up to type F, while previously it was only 
able to accommodate aircrafts up to type E. However, further 
plans are important to follow such a step. As this vision is 
applied, a well designed airport will be ready to cater for the 
needs of the Lebanese citizens and tourists. In addition, our 
only operating international airport will gain a positive 
reputation and may play a role in competing with the 
neighboring airports. 
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Abstract- This paper presents the design of a dry port in Lebanon, 
its economic and environmental impacts, and financial feasibility. 
The site for this facility, designed to be connected to the Port of 
Beirut (PoB), is selected to be Rayak. Its main purpose is to 
relieve congestion at PoB. In terms of capacity, the dry port is 
designed to handle 202,000 TEU’s of domestic and transit 
containers, as well as 250,000 tons of both dry bulk and general 
cargo, by 2030. The port’s pavement was designed to prevent 
rutting and cracking. Preliminary studies show that this project is 
financially feasible. The estimated IRR for the operator proved to 
be attractive with values ranging from 17% to 24% based on 
different scenarios of the handling fees. 

INTRODUCTION 
In Lebanon, for the past decade, the economic sector has been 
struggling. In spite of the stagnant economic conditions, Port 
of Beirut (PoB) has been flourishing. In 2014, the port received 
1.2 mil containers, against a current capacity of 1.4 mil 
containers [1]. Aided by PoB’s high operation efficiency, this 
activity is anticipated to keep increasing, especially when 
stability is restored in the region. At this rate, the facility is 
expected to exceed its capacity by 2018 [1]; in fact in 2014, 
PoB utilized 85% of its capacity which reflects a high 
congestion level [2]. Until now, efforts to relieve this 
congestion were directed at increasing PoB’s capacity either 
by; expanding it toward Beirut River, filling the fourth basin, 
or decreasing container dwell time. However, all these 
measures have their limitations. The expansion, which was met 
by a storm of objections, can’t be implemented without a 
governmental decree, and according to PoB officials 
interviewed in January, the fourth basin project was also 
terminated for the same reasons. Further, even though 
improving the level of operations can solve the issue in the 
short term, this measure will only increase handling capacity 
hence attracting more volumes to PoB and further contributing 
to the problem.  

This project shifts PoB’s off-dock functions and “extends” its 
gate to a dry port. A dry port is an inland extension of a sea 
port that acts as a terminal for dropping off, receiving, and 
clearing containers. In addition, it provides other services such 
as un/packaging cargo, container storage and maintenance, and 
warehousing. By assuming the sea port’s off-dock functions, 
the dry port will achieve its main purpose of relieving 
congestion at PoB. The designed port will also facilitate transit, 
an alternative more economically-viable than sea shipment for 
most countries in Lebanon’s hinterland. Furthermore, as 
Lebanon’s economic indicators, such as GDP and 
unemployment rates, do not reflect any promise of future 
growth, a transportation facility like the dry port has the 
potential of boosting the country’s economic welfare. 
This paper is structured as follows: Determination of dry port’s 
location; Design capacity and area; Port pavement design; 

Environmental and financial feasibility; Economic and social 
impacts. 

DRY PORT LOCATION  
The dry port’s site was determined based on several criteria to 
facilitate the construction process, and insure easy access with 
the neighboring countries. These criteria included flat site 
slope, proximity to road networks, distance from densely 
populated areas, and distance from rivers and agricultural 
lands. Another criterion was the proximity to existing rail 
tracks to allow for future establishment of a series of rail 
connected dry ports across the Arab countries. These 
requirements were then incorporated in a GIS model where the 
input files were a digital elevation model (DEM), a land-use 
raster, and shapefiles containing information on road networks, 
river streams, and cities and villages with their respective 
population. The model’s final output was a rated map of 
Lebanon where all lands were rated based on how much they 
satisfy the mentioned requirements. A sensitivity analysis was 
performed with different rating scales, and Rayak, Bekaa, 
scored the highest in all scenarios. 

DEMAND FORECAST 
According to PoB officials, dry ports are designed to handle 
container volumes predicted to arrive in 15 years. For demand 
forecast, the dry port main trade partners were identified based 
on their past and current share size of Lebanon’s imports and 
exports, their accessibility by land, and their proximity to 
Lebanon. Based on Lebanon’s profile in the Observatory of 
Economic Complexity (OEC), an economic online platform, 
the country’s leading trade destinations which met the 
aforementioned criteria were as follows: Turkey, KSA, UAE, 
Jordan, Syria, Kuwait, and Iraq.  
 
The dollar values for land freight, imports and exports, by 
country was calculated as the difference between the total trade 
monetary value and the sum of the dollar values of freight 
transported by air and sea. OEC website provides total trade 
monetary values between Lebanon and each of the stated 
countries for the period from 2002 till 2011, and the 
distribution of these imports and exports by mode (air and sea) 
were taken from Ministry of Finance (MoF) reports. Sea and 
land freight monetary values were then converted to equivalent 
number of 20ft containers (TEU) after dividing each route’s 
transport cost($) by the product of ($/ton.km) rates and route 
lengths (km) taken respectively from [3], [4] for sea routes and 
[5] for inland routes. Finally, knowing that a 20ft standard 
container holds 24 tons [6], the number of equivalent 
containers was calculated. 
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Based on the resultant number of 2011 containers arriving by 
land and sea, the transport multiplier (TM) concept, which is 
used by PoB officials, was applied to predict the container 
demand at the dry port in 2030. This multiplier is the ratio of 
change in container traffic to change in the country’s GDP 
which is assumed constant over an interval of five years. For 
each time interval up to 2030, the percent growth in container 
traffic was calculated based on TM estimates provided by PoB 
officials and GDP growth estimates taken from International 
Monetary Fund (IMF) website. Then container growth values 
were used to calculate expected traffic at the end of each 
interval. 
 
Other than the sea ports, Lebanon has three main overland 
access points: Masnaa, Abboudie, and Kaa border points with 
Syria. The Masnaa point represents the dry port’s “gate” and 
takes up 15% of exports and 18% of imports in Lebanon [7]. 
Therefore, annual TEU arriving at the dry port is the product of 
the calculated annual TEUs and these percentages. The 
forecasted container traffic was inflated up to 25% to account 
for demand growth due to the dry port’s implementation and 
generated transit passing through it, and the traffic was deflated 
down to -25% to reflect worst case scenarios; this range is 
based on the growth pattern of the Riyadh dry port in KSA [8]. 
Then the number of containers was corrected for capacity 
considerations by dividing the annual TEUs by 0.8 knowing 
that a container yard reaches capacity at 80% utilization [9]. 
Finally, the annual number of containers expected to pass 
through the dry port in 2022 and 2030 are presented in Table I. 

CONTAINER YARD AREA 
The container yard area was calculated based on the maximum 
daily container inventory. The calculation accounted for 
container dwell time and the inventory consists of export, 
import, and empty containers. 2022 and 2030 are both non-leap 
years so the total annual container traffic was divided by 365 
days to get the daily traffic of which 53% are exports and 47% 
are imports based on previous calculations. The dry port should 
also have a stock of empty containers needed for packing; this 
stock is the difference between imports and exports. 
 
The dry port was designed in compliance with United Nations 
Conference on Trade and Development (UNCTAD) guidelines 
and assuming that truck scheduling software is used to 
designate for each truck an arrival time interval and corrects 
for delays.  
Consequently, the standard UNCTAD dwell times (Exports: 3 
days, Imports: 7 days, Empty: 15 days) were applied for 
inventory calculations as shown in (1), (2), and (3) [10].  
 

Average Export Inventory=3 days*Export( TEU
day

)  (1) 

Average Import Inventory=7 days*Import( TEU
day

) (2) 

Average Empty Inventory=15 days*Empty( TEU
day

) (3) 

The total daily inventory is the sum of the results of the above 
three equations. PoB officials recommended using stacks of 
three containers for easy shuffling, and each stack has an area 
of 15m2, so the container yard area is equal to five times the 
daily inventory. Container yard areas are presented in TableII. 

TABLE I 
ANNUAL CONTAINER TRAFFIC IN DRY PORT (TEU) 

Growth 
(%) -25 -15 -5 5 10 15 20 25 

2022 119,8
24 

135,
797 

151,
784 

167,
757 

175,
743 

183,
730 

191,
716 

199,
716 

2030 131,9
73 

149,
581 

167,
176 

184,
770 

193,
568 

202,
365 

211,
162 

219,
959 

 
TABLE II 

CONTAINER YARD AREA (X100M2) 
Growth 

(%) -25 -15 -5 5 10 15 20 25 

2022 9.5 10.9 12.1 13.5 14.0 14.7 15.3 15.9 

2030 10.61 11.9 13.4 14.7 15.5 16.2 16.9 17.6 

 
CONTAINER FREIGHT SECTION AREA (CFS) 

This area is used for un/packing dry bulk (DB) and general 
cargo (GC) that are not delivered in containers. Since no data 
for DB and GC exists for Lebanon, PoB officials 
recommended that the CFS area be designed to handle 125,000 
yearly tons of each for both 2022 and 2030. An area of 10,417 
m2 is required based on formula below [10]: 
 

CFS area= TEUs per year ×40×25
300

 m2   (4) 
 
A 15% container growth rate was assumed since for both 2022 
and 2030 choosing any growth rate value negligibly affects the 
storage area requirement. Thus, a 15% growth rate was chosen 
so that the dry port’s capacity is not over-estimated. However, 
the total area taken is 60,000 m2 because this area is owned by 
the government in Rayak according to PoB officials. This area 
includes the container yard, CFS, the area needed for parking, 
equipment storage, buildings, and internal roads, Fig.1. 

RAIL- ROAD NETWORK 
Usually, a railway connects a dry port with the sea port 
however in this case it was disregarded because a railway is 
not feasible financially and environmentally. According to Dar 
Al Handasah engineers, to reach the Bekaa valley, a tunnel 
would have to pass through Mount Lebanon at a cost of 15 mil 
$/km and the construction of a single track costs 25 mil $/km. 
They further added that railways are not done for distances 
shorter than 100km and for this case only a 50 km track is 
needed. Moreover, the tunnel excavation would impact the 
biodiversity and surrounding environment. 
 
As for the roadway network, it was necessary to assess the 
roads connecting PoB and Rayak and then the network with the 
hinterland to ensure facilitated freight mobility. Mr. Ghaleb 
Naamani, a transport engineer at Dar Al Handasah, 
recommended that the trucking road between PoB and dry port 
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follows the already existing highway connecting Beirut and 
Jamhour, a plan that was approved by Ministry of Public 
Works and Transport. Then it was decided to connect 
Bhamdoun and Choueit by a bridge to avoid the Kahale road 
known for its high truck related accident rates [11]. 
Afterwards, trucks continue to Dahr Al Baydar along the Pan 
Arab highway to reach the dry port in Rayak. The total road 
route has a length of 61.51 km, Fig. 2. Also, to limit the bridge 
span, avoid entering the Kahale region, and limit truck time in 
residential areas, a 1.53km extension of the existing road is 
suggested. This extension is represented in blue in Fig. 3 and 
compared to the Kahale road (in yellow) which is much more 
difficult to navigate a heavy truck along because of the steep 
slopes and narrow curves. The bridge connects the extended 
road to Choueit over a length of 2.41 Km. Although the transit 
traffic is limited in the projected years; this road may be used 
by heavy and medium trucks transporting goods with in 
Lebanon and not just limited to the studied transit trucks. The 
additional truck traffic is expected to be roughly 20 trucks per 
round trip and thus will not have excessive effect on traffic.  
The number of extra trucks is based on the expected service 
and arrival rates calculated using the generated transit traffic 
between PoB and the dry port which accounts for 5% of total 
daily dry port TEUs and a one way trip time of 95 min 
assuming a 30 km/hr in Beirut and 45km/hr in Bekaa[12]. 
 
As for road network with hinterland countries, six routes 
represent the transit roads between the Arab countries. The 
Lebanon-Syria-Jordan route has an acceptable speed reaching 
54 km/hr, but has a relatively high time wasted at the borders 
with an average of 50 hr/trip due to bureaucracy and poor 
custom practices which the dry port can help mitigate [13].  

PORT PAVEMENT DESIGN 
Three main aspects were considered in the pavement design. 
First, pavement should withstand the static load from the 
containers and the moving load from the different trucks and 
equipment. Second, the pavement should withstand severe 
temperatures as Rayak witnesses relatively extreme high and 
low temperatures shown in Fig.4. Finally, the pavement design 
should be economically and environmentally viable.  

Therefore, the pavement was designed as a grid, where the 
vertical and horizontal lines that represent the movement of the 
trucks and RTG’s within the port are paved with concrete, and 
the areas in-between are paved with asphalt that is because the 
container load is spread over a larger area compared to load 
over equipment wheels. Furthermore, this approach guarantees 
economic and environmental viability for it utilizes more 
asphalt than concrete. Even after the costs of wear and tear and 
maintenance are taken into account, asphalt’s residual value is 
203% more than that of concrete [14]. In terms of 
sustainability, asphalt pavements are 100% recyclable, they are 
not harmful to a water environment, and have a lower carbon 

footprint than concrete since they require half the energy to 
construct when compared to concrete pavements [14]. 

The concrete beneath the trucks’ tires and the RTG’s was 
designed as standard PCC with maximum required thickness, 
30.5 cm. This conservative thickness was chosen to guarantee 
effective load resistance no matter the load carried by the 
equipment.  

The first step was to compare temperatures in Rayak to a city 
whose flexible pavement design is part of Mechanistic-
Empirical Pavement Design Guide (MEPDG) software 
database. Using online weather database, accuweather.com, the 
daily temperatures for the year 2015 were obtained and 
inputted into a temperature graph. This revealed a very close 
pattern between Rayak and Dallas, Texas (USA), especially in 
the higher temperatures, Fig. 4. Therefore, the input file for 
Dallas was used to design the pavement knowing that the 
temperature correlation between Zahle, close to Rayak, and 
Dallas was verified in “unpublished” [15]. Other design inputs 
included, a 15 km/hr speed for all machinery within the dry 
port [16]. In the design, a 15% fatigue value for a service life 
of 20 years was targeted. The pavement was designed to 
handle 20,000 Average Annual Daily Traffic of heavy load 
trucks. Truck load was considered heavy to account for the 
load of the carried container.  

For an asphalt thickness of 23.5cm overlaying a 38 cm layer of 
crushed stone, MEPDG predicted a 1.4cm rutting in the asphalt 
and 2cm of total rutting, as well as 15.25% fatigue at the end of 
the design life thus results were acceptable. Another mix was 
used to verify the MEPDG results and was used as input to 
design the flexible pavement. This mix was designed by Mr. 
Hussein Kassem, PhD candidate in Civil Engineering at AUB, 
to withstand relatively high loads, namely at airports.  

ENVIRONMENTAL IMPACT ASSESSMENT 
In general, ports have adverse effects on the environment 
including solid waste generation, water pollution from possible 
fuel spillage, damage to vegetation and wildlife, and noise 
pollution. Environmental factors were considered in the 
decision-making process and adequate preventative measures 
were suggested to minimize any possible negative impacts 
[18]. The main impacts considered include effects on site 
biodiversity, runoff, and CO2 emissions.   
 
The assessment of the dry port’s site allows the identification 
of landscape features, existing ecosystem, vegetation areas, and 
existence of threatened species. However, the identified inland 
location of Rayak does not include any critical habitat.  
 
In terms of post-development runoff, the dry port’s 
impermeable surfaces will disrupt rainwater infiltration which 
leads to increased runoff and possible spread of runoff polluted 
by spillage of fuel, oil, and other contaminants. In terms of 
precipitation, the average rainfall intensity “i” of 685 mm/year, 
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and runoff coefficient “C” equal to 0.2 and 0.8 for 
predevelopment and post-development respectively [17] . 
Using the Rational Method and taking the 60,000 m2 port area 
to be completely paved with asphalt, the runoff is Q = CiA = 
22 m3/day predevelopment, and Q = CiA = 90 m3/day post-
development. This increase in runoff volume shows that an 
adequate storm water network should be considered.  
 
As for emissions, the amount of CO2 released by any mode of 
transportation depends on the traveling and waiting processes. 
Equation 5 is used to estimate the amount of CO2 produced by 
a certain mode of transportation [19]. 

                    TE=∑ 𝐸𝐸𝑚𝑚,𝑙𝑙,𝑑𝑑
𝑚𝑚=𝑛𝑛
𝑚𝑚=0  + ∑ 𝐼𝐼𝑚𝑚,𝑑𝑑

𝑚𝑚=𝑛𝑛
𝑚𝑚=0                         (5) 

Where TE is the total emissions, E is the emissions due to 
transportation and I is the emissions due to the waiting process, 
for different modes of transportation m. However, in the design 
of the dry port, the amount of CO2 emitted due to waiting time 
was neglected as it is negligible compared to the traveling 
time. A comparison between ship and truck transportation 
allows for an adequate assessment of the change in CO2 
emissions incurred by the implementation of the dry port. 
According to the network of transportation and the 
environment, while carrying one ton of cargo for one 
kilometer, a truck emits 59 grams of CO2 and a ship 10 [18]. 
The impact on CO2 emissions by taking the land route over the 
sea route was investigated in Table III based on the emission 
factors just mentioned and transit route length adapted from 
[13] and sea route lengths from [4]. The results show that the 
extra CO2 is minimal in most of the routes except the longest. 

TABLE III 
CO2 EMISSION: LAND VS. SEA ROUTE 

OD Land CO2 (kg) Sea CO2 (kg) Difference 

Lebanon-Jordan 352 20.768 705 7.05 13.718 

Lebanon-Kuwait 1250 73.75 6608.7 66.087 7.663 

Lebanon-KSA 550 32.45 3900 39 -6.55 

Lebanon-UAE 2446 144.314 5822.5 58.225 86.089 

Lebanon-Syria 70 4.13 200 2 2.13 

Lebanon-Iraq 500 29.5 6640.32 66.4032 -36.9032 

 
As a result, several mitigation measures, in addition to the 
storm water network, can be taken to alleviate the impacts of 
the dry port on the environment. For instance, unnecessary 
movement of trucks and equipment must be reduced to 
minimal, and this is achieved through system optimization. 
Cargo handling equipment that is older than ten years of age 
must be retired at the new facility. It is also preferable to use 
alternative fuel and eco-friendly equipment.   

FINANCIAL FEASIBILITY 
For this project, the net present value (NPV), internal rate of 
return (IRR) were calculated under different scenarios using a 

forecasted stream of costs and revenues. These economic 
indicators helped establish the most feasible and financially 
attractive alternative to carry out this project.  
 
The main costs to be incurred in the project are as follows: land 
acquisition cost, infrastructure and building costs, equipment 
costs, IT cost, personnel costs, and maintenance costs, whereas 
the benefits are generated mainly from the handling fees of 
containers, general cargo and dry bulk. Given that the dry port 
is to be in Rayak, there will be no cost of land acquisition as 
most of the required area is owned by the government and is 
assumed to be provided at no extra cost to the dry port 
operating company as a way to encourage investors and to 
make the project more attractive. In return, the government 
will obtain a certain percentage of the revenues from the 
handling fees collected by the dry port operator. The other 
fixed costs are the infrastructure and building costs, equipment 
costs, and IT costs.  These costs are summarized in Table IV. 

TABLE IV 
DRY PORT FIXED COSTS (x 1000,000 $) [20] 

Year Infrastructure Equipment  IT  Total 
2017 34 0 0 34 
2018 17 0 0 17 
2019 17 0 0 17 
2020 17 30.65 0.8 48.45 
Total 85 30.65 0.8 116.45 

 
The infrastructure cost constitutes earthworks, paving, and 
facilities. In terms of earthworks, the land considered for the 
dry port is relatively flat, and thus a medium level of earthwork 
is required. At this stage of the feasibility analysis, the required 
earthworks include excavation, cutting and filling. As for 
surfacing and pavement works, the yard surface will be a grid 
with concrete pavement for the service roads and asphalt 
pavement for the storage areas. Building and warehousing 
costs were also included in the analysis such that the buildings 
include the headquarters, an operational and control building, 
the custom and inspection building, and the maintenance 
garage, and a large warehouse for un/packing GC/DB. In the 
feasibility analysis, the government is assumed to share 
infrastructure costs with the operator to make the project more 
attractive.  
 
The number of equipment was obtained by benchmarking the 
dry port's expected demand with other dry ports around the 
world. The total equipment cost is estimated at 30.65 ml $ and 
was then obtained as per Table V. 
 
The IT costs were approximated based on information obtained 
from an interview with PoB IT staff. It includes required 
software and hardware to insure digitization and optimum 
coordination of the dry port's data and synchronization with 
PoB. The costs were approximated at $800,000.  

 
 



231

TABLE V 
DRY PORT EQUIPMENT COSTS [20] 

Equipment Unit Cost (mil$) Units needed Total Cost 
(mil $) 

RTGs 1.55 15 23.25 
Empty Handler 0.299 5 1.495 
RS 0.47 7 3.32 
Forklift Trucks 0.97 10 0.97 
Tractor Trucks 0.11505 14 1.61 

 
As for the maintenance costs, they are split between 
infrastructure, equipment and IT maintenance. Infrastructure 
maintenance is assumed to be 1% of the buildings and 
infrastructure initial cost [20]. Equipment maintenance is 
dependent on the number of TEUs handled at the dry port, with 
a cost of $2.77 per TEU, and the IT maintenance is 10% of the 
IT cost and is required yearly for maintenance and updates of 
the software [20]. These costs are incurred starting 2021 and 
are subject to an inflation rate of 3% over the study period of 
30 years (until 2050) [20].  
 
Finally, the number of employees required at the dry port was 
obtained by comparing the equipment and tasks required at the 
dry port to those at the newly constructed container terminal at 
PoB. The number of employees was then obtained by 
interpolation.  An estimate of the salaries was obtained by 
interviewing personnel at PoB, and these salaries are subject to 
an inflation of 6% per year [20]. 
 
As for the benefits these are generated from the container 
handling fees imposed on container traffic as well as GC/DB. 
As such, the benefits are dependent on the fees which should 
be carefully set as to attract shippers while maintaining an 
attractive margin of profits to make the project attractive to 
investors. The average handling charges for the different type 
of container traffic at the PoB: 245$/TEU, $31.5/ton of GC and 
$19.25/ton of DB [21]. It is important to note that shipping 
lines typically obtain lower fees in exchange for a guaranteed 
traffic volume. 
 
Given the traffic volume expected in the dry port, the costs and 
benefits over the entire study period can be calculated for 
different values of the fees involved. To encourage shipping 
lines to use the dry port, it is important that dry port fees be 
lower than those at PoB. As such, several dry port fees taken as 
fractions of the PoB fees were applied to see the fraction below 
which the dry port is no longer financially feasible.  
Additionally, two scenarios were considered regarding the 
contribution of the government to the infrastructure costs and 
the fraction of the revenues it earns from the handling fees. The 
first scenario assumed that the government will contribute to 
25% of the infrastructure cost and will obtain 30% of the 
generated revenues. The second alternative assumed that the 
government will contribute to 50% of the infrastructure cost, 
and will consequently obtain a larger fraction of the revenues, 

assumed also at 50%. The NPV and IRR values accrued by 
both, the government and the operator, are presented in Table 
VI for two different fractions of the fees imposed at PoB and 
discounted at 12%, a typical value in the region [20]. 

TABLE VI 
OPERATOR PERSPECTIVE 

Cas
e 

% Gov. 
Contributi
on 

% Fees 
for Gov. 

Fraction of fees wrt PoB 

0.5 0.75 

IRR 
(%) 

NPV 
(mil $) 

IRR 
(%) 

NPV  
(mil $) 

1 25 30 17 48.34 24 113.85 

2 50 50 16 27.61 22 74.4 

 
TABLE VII 

GOVERNMENT PERSPECTIVE 
Cas
e 

% Gov. 
Contributio
n 

% Fees 
for 
Gov. 

Fraction of fees wrt PoB 

0.5 0.75 

IRR 
(% 

NPV (mil 
$) 

IRR 
(%) 

NPV (mil 
$) 

1 25 30 13 6.04 17 34.11 

2 50 50 24 60.17 30 106.9 

 
As shown in above, all scenarios are financially feasible. 
Comparing the IRRs obtained to those of other similar projects 
shows that the values obtained are reasonable. The Ismailia 
Dry Port in Egypt and the Rajiv Ghandi Dry Port in India both 
have comparable IRRs of 22.2% and 20.2%, respectively [22] 
and [23].   
 
Intuitively, the project is more feasible for both the government 
and the operator if the fees imposed at the dry port are higher. 
However, the higher the fees, the less attractive the dry port is 
for shipping lines. As such, the sensitivity of the demand with 
respect to the handling fees should be determined to decide on 
the optimum handling charges. It is however expected that 
shippers will be in favor of the dry port even when the fees are 
75% of those at PoB due to the reduction in dwell time and 
storage fees.  

ECONOMIC ASSESSMENT  
SWOT analysis is done to assess a project’s viability, to 
highlight possible issues, and to come up with adequate 
preventative measures. This analysis consists of identifying the 
organization strength (S) and weaknesses (W) that give the 
organization advantages/disadvantages over others as well as 
other external opportunities (O) and threats (T) that affect the 
project outcomes.  
 
In terms of strength, the dry port benefits from its proximity to 
the border Masnaa point, Zahle industrial city, and to 27 major 
exporting factories, Fig.5, in addition to the agricultural 
exports which the Bekaa valley is known for. Moreover, the 
project site is on a flat land requiring minimum earth work, and 
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it is connected to a well-established road network most 
importantly the Pan Arab highway built mainly to boost transit. 
The region itself provides a large labor force base with a 
population of 840,300 including refugees where 60% of this 
population is in the working age, 10% are deprived Lebanese, 
and the unemployment rate is 6% [24]. These advantages 
outweigh the potential weaknesses such as excessive border 
waiting times [13] and difficulty in installing a rail which was 
proven to be not feasible or justifiable. Finally, the weather 
conditions may be problematic specifically during snow 
storms, but the dry port can have its own snow plowing 
machine. 
 
In terms of external factors, the dry port benefits from 
Lebanon’s strategic position, closeness to main capitals, and to 
the old rail in Rayak which was connected to Syria and is still 
in an acceptable situation [25]. Furthermore, there is a 
profitable future market for construction material in Syria to 
feed the reconstruction process because the supply of products 
through PoB, which is closer to Damascus than Latika and 
Tartus ports, will reduce transport costs for the expected 
volumes considerably; that in addition to the fact that the 
national infrastructure network connecting Syrian cities 
requires major reconstruction which will hinder the transport of 
products [26]. Another market may open for recycled material 
and aggregates from demolished buildings in Syria whether in 
Lebanon or overseas so packaging and customs done in the dry 
port would facilitate the process and limit the possible 
congestion at PoB while generating revenues. Nevertheless, the 
dry port activity may be affected by the region’s stability 
which is why the project can be phased and expanded 
appropriately. Also, government tax regulations should be 
coordinated with dry operators so as not to adversely impact 
container activity. Finally, the adoption of the TIR convention, 
by which a container is sealed at the origin and only opened at 
the destination port, by all hinterland countries is a necessity to 
increase the adoption of container use and facilitate trade. 
 
Based on the above, the project is viable and the Keysian 
School further supports the need for government to subsidize 
such projects. This school advocates governmental spending, 
based on historical data that links improved economic growth 
to an increase in government expenditures. For example, the 
Czech Republic’s anti-crisis plans in 2009 included increased 
expenditures on infrastructure projects especially transport 
ones [27]. Moreover, engaging in a resource intensive project 
like the dry port has numerous advantages. By engaging in a 
project of this scale several jobs are created, during 
construction and operation phases, and this will help develop 
the Bekaa region.  Meanwhile the capacity problem in PoB is 
elevated allowing the authorities to offer competitive rates, and 
hence attract more investors. In addition, PoB authorities can 
focus on boosting the port’s transshipment role after gaining 

capacity from empty containers and stored containers that 
shifted to the dry port. Other possible advantages are available 
in Fig. 6 which is based on surveys conducted with dry port 
managers.  
 
The construction of a dry port in Lebanon is expected to be 
provided by the government or a public private collaboration. 
The realization of the project is accompanied by many risks. 
These risks incorporate:  saturating the market by logistic 
services, the risk of decreased tariffs for transportation 
operations, inflation due to injected funds. These risks are to be 
analyzed by a professional consultancy company once the 
project is accepted for development; the risk assessment is not 
expected to change the decision to proceed with the project. 

CONCLUSION  
In conclusion, the dry port was designed with a total surface 
area of 60,000 m2 of which 16,200 m2 is container yard area 
and 10,417 m2 is CFS area. This facility will handle 212,800 
TEU’s of storage, including DB and GC. At an IRR of 17% the 
project will provide 100 direct jobs. The pavement was 
designed as a grid with 30.5 cm thick PCC strips along which 
the equipment move and 23.5cm thick asphalt layer covering 
container stack areas. Finally, the project was found to be 
environmentally, economically, and financially feasible, with 
minor mitigation measures. This facility gives rise to new 
projects, both regional and national. Such projects include a 
series of similar railway-connected dry ports in the Arab 
countries as well as developing software to optimize the 
operations and coordination between PoB and the dry port.  
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                  Figure 1 Dry port layout                                                       Figure 6 Benefits of the dry port Source: Chang, Notteboom & Lu, 2015 [28] 

 
Figure 2 Truck PoB-dry port suggested route 
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Figure 3 Extension Road vs Kahale Road (Left), Bridge (Right) 

 
Figure 4 Temperature comparison for Dallas and Rayak 

 
Figure 5 Major factories close to the dry port and listed in table below 

 
TABLE VII 

LIST OF FACTORIES IN FIGURE 6 BY INDICATED NUMBER 

1.Liban Lait 5.Mimosa 21.Ethel Chocolate Factory 12.Taanayel Dairy Products 
2.Al Dirani Factories 6.Tanmia 23.Dairy Khoury 13.Sicomo 

3.Daher Foods 7.Somo Plast 25.Chateau Ksara 14. SLAC 
4.Kaa El Rim Carton Company 8.Al Yaman 22.Domaine Wardy 18.Chateau Kanafar 

9.Chateau Ksara 15.Cave Kouroum 24.Jaber Jaber 19.Wadi El Kheir 
10.Center Jdita 16.Chateau Marsyas 26.Domanco 20.Al Manara Dairy Product 

11.A-Z Manufacturing 17.Chateau Kefraya 27.Conserves Chtaura  
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Abstract- This study presents a design of a sustainable refugee 
camp in Tall Znoub, Lebanon. The camp in question includes 
housing units and common areas, medical and educational 
facilities, and water and wastewater supply and collection 
networks. The scope of work is divided into site planning, 
structural design, environmental and societal impact 
assessment, and software modeling. The implementation of the 
scope is executed through multiple site visits to potential 
campsites, regular visits to the UNHCR, and to actual 
settlements in order to better approximate the refugees’ 
current conditions and develop solutions to cater their basic 
needs. Findings of this study include the complete design of an 
official refugee camp in Lebanon, across which wooden shelters 
are distributed with Concrete Canvas shelters in order to 
accommodate the different needs of refugees. In addition, 
water and wastewater networks are designed to satisfy the 
refugees’ sanitation requirements. These facilities contribute to 
positively impact the environment and society in which the 
camp will be implemented. Finally, rendered views of the 
refugee camp are developed using 3Ds MAX. 

I. INTRODUCTION 

One major headline trending nowadays is the refugee crisis 
around the world. The situation has yet to improve as nearly 
19.5 million refugees were registered under the United Nation 
High Commissioner for Refugee’s (UNHCR) mandate in 2014. 
Besides issues faced by refugees themselves, the hosting 
nations also get their share of problems, ranging from religious, 
sectarian to denominational affiliations. For instance, Lebanon, 
due to its proximity to the major war zones in the region, 
provides a significant platform for refugees, mainly of Syrian, 
Palestinian, and Iraqi origins. Yet, Lebanon isn’t fully capable 
of accommodating such a large number of people, hence the 
existence of unregulated informal settlements. This project 
proposes a design and management plan for an 
environmentally sustainable refugee camp in Lebanon. 

The study focuses on five primary dimensions that need to 
be addressed for establishing the first official, legal and 
sustainable refugee camp in Lebanon: site planning, structural 
design, environmental and societal impact assessment, and 
software modeling. The project begins with providing the 
refugees with structurally stable shelters that withstand the 
weather conditions of Lebanon’s mountainous regions 
distributed according to specific criteria across the selected 

land in Tall Znoub. Following the site layout and structural 
design of shelter units, an adequate water network is designed 
in order to ensure continuous water supply to the camp. A 
reduction in the environmental implications is obtained by 
resorting to dry sanitation and finally an assessment of the 
social impact and future prospects of the energy efficient, 
sustainable refugee camp design is established using a detailed 
schedule and work breakdown structure of the activities 
required for the actual implementation of the layout design.   

II. LITERATURE REVIEW 

Refugee camps started developing in the middle of the 
twentieth century. Various conflicts across the years were 
responsible for the establishment of new and larger camps 
across the continents. The Palestinian conflict was one major 
event that led to the creation of multiple camps in Lebanon. 
Other refugee camps were created in order to shelter 
communities escaping the horrors of civil wars in their home 
countries – mostly in Africa [1]. Therefore, the need to shelter 
and protect all moving populations resulted in the creation of 
refugee camps. 

The different amenities provided in camps are 
accommodation, hygiene facilities, clinics, hospitals, and 
educational centers. Therefore, the following section explores 
the services provided in different landmark refugee camps. The 
chosen camps are Dadaab in Kenya – the world’s largest 
refugee camp, Al Zaatari in Jordan – the largest camp in the 
Middle East and Northern Africa region, and Ain El-Hilwe in 
Saida, Lebanon. These camps were selected in order to 
evaluate the differences in offerings in these camps based on 
the camp size and location. 

A. Dadaab Camp 
Located around 100 kilometers away from the Kenyan-

Somalian border, the Dadaab camp is considered to be the 
world’s largest refugee camp. The camp is composed of five 
different settlements that were established chronologically in 
order to accommodate for the increasing number of refugees in 
the region. The first settlements were built in the 1990s to 
provide shelter for Somalis escaping the civil war. More 
recently, the combination of regional conflicts and natural 
events were responsible in increasing the number of refugees 
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in the Dadaab camp to reach a number greater than 423,496 
refugees [2]. 

Ever since its establishment back in 1992, Médecins Sans 
Frontières has been providing medical care in the different 
settlements. Regarding education, around 37% of the camp 
population is of school-going age; however, only 51% of these 
are attending schools as efforts of the UNHCR are being put 
into action in constructing new schools [3]. On the other hand, 
worker programs are offered in some settlements in order to 
help refugees contribute to the environment and society they 
are living in and help them aid their families, especially with a 
daily average of 1,300 refugees arriving to Dadaab. Finally, 
regarding water availability and accessibility, UNHCR’s 
efforts to establish a 314 kilometers water pipeline network 
theoretically provides 23.5 liters of water per day for each 
refugee, which is definitely lower than the standard water 
requirements of individuals. 

B. Al Zaatari Camp 
Al Zaatari camp is the second largest refugee camp located 

in Jordan in “Mafraq” governorate. It was established in July 
2012 by the Jordanian government and worldwide agencies 
such as UNHCR to accommodate Syrians that fled their 
country due to the ongoing Syrian civil war which broke out in 
2011. Around 79,284 refugees currently reside in the camp [4]. 

 
In coordination with the Jordanian Ministry of Health, 

several facilities provide primary healthcare, including clinics 
administered by the United Nations Population Funds, 
Médecins Sans Frontières and others. However, the camp 
suffers from shortage of medical support utilities such as 
ambulances. Concerning water and sanitary services, the 
Ministry of International Cooperation and Development and 
UNHCR announced that work is in progress to produce a full-
scale wastewater and drainage system which will be used for 
agricultural purposes in the camp. Additional works for the 
provision of sewage collection for each refugee household in 
the camp are underway. Then, another piping network will 
transport the sewage accumulated in communal tanks to the 
wastewater treatment plant [4]. Regarding education, the 
cooperation between the Ministry of Education and other relief 
agencies such as United Nations International Children's 
Emergency Fund (UNICEF) ensures that Syrian refugees are 
receiving proper education through newly established schools 
[5]. Despite the presence of such facilities, the Educational 
Sector Working Group in Jordan found that 48.4% of all 
school-aged children are out of school, 38.6% are not currently 
receiving any form of education whether formal or informal, 
and 28.3% have never attended any form of education [3]. 

C. Ain Al-Hilwe Camp 
Taking a more local perspective, the investigation of the 

different offerings in local refugee camps in Lebanon is 
highlighted through the Ain Al-Hilwe Palestinian refugee 
camp in South Lebanon. Located 45 kilometers south of Beirut, 
the camp was created in 1948 in order to accommodate the 

Palestinian refugees escaping their country. Today, the camp 
hosts more than 140,000 refugees mainly Palestinians in 
addition to Syrians which have been fleeing the civil war since 
2011. According to Médecins Sans Frontières, the living 
conditions in Ain Al-Hilwe are far from being exemplary [6]. 

 
In fact, most refugees are currently living in old 

overcrowded buildings that need rehabilitation while some of 
them are in tents. As security poses an important obstacle 
against conducting studies and censuses in the camp, no 
information regarding water supply is available. However, the  
United Nations Relief and Works Agency for Palestine 
Refugees in the Near East (UNRWA) confirms that water 
supply in the camp does not meet the demand. From an 
education point of view, the UNRWA is also responsible of 
providing schools for children in the camp despite the huge 
challenges faced by the organization. With the new arrival of 
Syrian refugees, the UNRWA has been keen on rehabilitating 
the camp’s shelters and infrastructure and planning for several 
electricity and water supply projects.  

From the different aspects of the refugee camps analyzed, 
focus will be on determining the optimal combination of 
housing, clinical and hygiene facilities in order to satisfy the 
refugees’ needs. As shown in Table 1, tents are the most 
common facility used in order to shelter the migrant 
populations. However, the use of Concrete Canvas shelters 
within common areas of the camp is an appealing solution. 

 
TABLE 1 

CHARACTERISTICS OF THE CAMPS UNDER CONSIDERATION 

 Dadaab Al Zaatari Ain Al-Hilwe 

Housing Tents & 
Prefabricated houses Tents/Shelters Tents & 

Buildings 
Education Classrooms Classrooms Classrooms 

Water Supply Low supply Low supply Low supply 

Wastewater 
Treatment N/A 

Transport to 
wastewater 

treatment plant 
N/A 

Health In-camp clinics In-camp clinics N/A 
 

D. Concrete Canvas Material 
Concrete Canvas (CC) – developed by a British company in 

2005, is a flexible, fabric-rich concrete that hardens when 
hydrated to form a long lasting, water proof and fire resistant 
concrete layer [7]. CC permits concrete construction without 
the need for plant or mixing equipment.  

This innovative product was first used for ditch lining and 
mining activities. CC’s ease of installation and flexibility 
allows the opportunity to construct a wide range of custom 
ditches in different regions of the world, as well as temporary 
blast and vent structures in mines. More recently, CC has been 
used for erosion control and slope protection. The use of this 
revolutionary product as part of a refugee camp is yet to be 
adopted so its applicability will be considered in this study as 
part of a combination with the wooden shelters discussed in the 
following section. 
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III. DESIGN ELEMENTS 

A. Site Layout design 
A Refugee camp has to be designed in accordance with the 

Lebanese Regulations and the UNHCR latest handbook1. The 
site that was found the most suitable to host the camp in is a 
495,000 square meters of land located in Tall Znoub, West 
Bekaa which is a property of the Ministry of Information.  

The site survey established by the authors of this paper 
concluded that the number of refugees currently residing in the 
area amounts to 3,200 residents. The camp is designed to host 
5000 refugees assuming a 4% growth rate over the next decade. 
The area allocated for one person is 30 square meters 
according to the UNHCR handbook, yielding to a total area of 
150,000 square meters of space required. In order to efficiently 
supply the refugees with provisions and services with the 
minimum time required, the camp would comprise of five main 
clusters linked by main access roads, each hosting a thousand 
refugees. Each cluster would contain a medical clinic, a food 
center and two classrooms along with the necessary latrines, 
shelters and showers which will be discussed in more details 
throughout the paper. The outer margins and inner separations 
comply with the firebreak requirements providing 75 meters of 
firebreak allocated space for every 300 meters of measured 
distance [8]. A total of five storage areas are integrated along 
with a recreational space designed for every cluster and one 
common cemetery. Fig. 1 presents a plan view of the camp 
layout identifying the five main divisions. Refer to Table 4 in 
appendix for comparison between Tal Znoub camp and camps 
mentioned in “Literature Review” section. 

 

B. Shelter Design 
The primary structural element to be designed is the shelter 

unit that would host the refugees. According to the UNHCR 
latest handbook, the standard shelter space allocated per person 
is 3.5 square meters [8]. Two shelter sizes have been devised: 
the first is a small size shelter of 14 square meters for four 
residents while the second is a 21 square meter shelter fitting 
six refugees. Fig. 2 presents the two standard shelter sizes.  

 
 

 
 

The refugee families the team has visited extend on average 
between six, ten and up to fourteen persons per household. 
Table 2 below presents data on the number of shelters provided 
per cluster (1000 people). 

 
TABLE 2 

DISTRIBUTION OF SHELTERS PER CLUSTER 

 
The shelters in order to comply with Lebanese Regulations 

must not be considered as long term settlements and therefore 
cannot be made from concrete. The material used for the 
shelter units is Douglas fir wood as it can be easily supplied in 
Lebanon. Moreover, the wooden structure can be assembled 
and dismantled by the refugees themselves allowing them to 
build their own shelters and reach self-reliance. The roof of 
each shelter is equipped by polystyrene foam (which is 
biodegradable by Pseudomonas putida) for thermal insulation 
[9].  

To hold the shelter down, the authors initially thought of 
pouring a thin layer (about 7 cm) of blinding concrete directly 
onto natural ground, that acts both as a floor and a support 
system for the shelter. Considering the camp is a short-term 
project, the concrete option was replaced by a bed of hollow 
construction blocks to act as a floor. To help transfer the load 
to the ground, the main columns are extended about 50 cm into 
an isolated opening in the ground. The shelter’s roof is curved, 
to help alleviate the snow and rain load (and for rainwater 
harvesting purposes). Horizontal and inclined wooden beams 
provide lateral bracing, and a wooden frame spanning the 
length of the shelter and extending to the ground supports the 
curved roof. Using SAP 2000, the shelter was tested to sustain 
                                                           
1 Note that shelters must have a minimum distance of two meters separating 
them according to the UNHCR guidelines 

Family Sizes Customized Houses: Shelter 
Unit(s)/Household 

Number  of 
houses/cluster 

Size 1: 6 people 1 big shelter unit (21 m2) 20 
Size 2: 10 

people 
1 big shelter unit (21 m2) and 1 

small shelter unit (14 m2)1 60 

Size 3: 14 
people 

1 big shelter unit (21 m2) and 2 
small shelter units (14 m2) 20 

Total 20x6 + 60x10 + 20x14 =  1000 people per cluster 

Figure 2. Standard shelter sizes 

Figure 1. Plan view of the camp layout 
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the weather conditions in Bekaa rural area, the loads were 
computed for the lager shelter size by referring to Bekaa’s 
average snowfall and wind speed provided by “Unifrom 
Building Code” [10]. The loads for which the shelter was 
tested are provided in Table 3. 

 
TABLE 3 

LOAD TEST VALUES 
 
 
 
 
 

Primary structural testing on SAP2000 shows that the shelter 
remains structurally sound despite the multitude of applied 
loads and load combinations that were taken according to 
ASCE Section 7.10. 

C. Elevated Water Tank 
To provide the tank with usable water, the authors sought 

out multiple options, mainly drilling wells, and buying water 
on demand. Yet the idea of designing and testing a water tank 
seemed both challenging and rewarding, prompting the team to 
proceed with it. The camp’s daily demand was estimated to be 
about 100 m3/day, and this figure was offset by a factor of 
safety of 1.5 to account for leakages and uncertainties in the 
demand (the new demand figure is therefore 150 m3/day). The 
design of the tank was performed on SAP2000, including a 
reinforced concrete support system. Primary testing shows 
little to no issues concerning the structural integrity of the 
water tank. 

D. Water Network 
The total water demand required is 30 liters per person per 

day, this includes basic water demand for cooking, drinking, 
and basic hygiene practices (showers and latrines). In practice, 
water demand for similar camps ranges between 20-30 
liters/capita/day; so extra amount was added to compensate for 
losses and firefighting demands. 

A water network – depicted in Fig. 3, accompanied by the 
water tank was used as the main distributor for the entire camp. 
Since this kind of network will allow uneven water harvesting 
hence, a Venturi meter will solve practically the problem by 
allocating desired rate of water (m3/day) for each location. 
Polyvinyl Chloride (PVC) piping of 32 mm diameter size will 

be used. PVC piping systems are environmentally stable, have 
a long service life, are easily installed, are corrosion resistant, 
and are cost effective. 

All demands were distributed on the different nodes of the 
network with proper elevations and the network was modeled 
on EPANET. Pressures on major nodes are acceptable and 
follow the distribution depicted in Fig. 4 where all resulting 
pressures are high enough to provide a head for the water to 
reach the top of the shelter or showers and hence insuring 
proper distribution of demands. 

E. Dry Sanitation, Latrine Design and Greywater System 
One of the general considerations that need to be thought of 

during the site planning phase is the immediate services that 
ought to be provided for the refugees; these include proper 
provision of latrines and showers in order to ensure a sanitary 
environment across the refugee camp. With regards to the 
environmental implications these structures may subsequently 
generate if not adequately designed and constructed, an 
innovative and sustainable latrine design had to be 
implemented. 

The latrine design makes use of the dry sanitation concept .
Dry sanitation approaches usually require the separation of 
urine and feces. Urine, which generally poses little threat to 
human health, also contains nutrients (88% of the nitrogen, 67% 
of the phosphorus, and 71% of the potassium). Separation of 
urine allows it to be used safely as a fertilizer after minimal 
treatment. Similarly, feces that contain most of the pathogens 
also can be safely used as a fertilizer after storage at ambient 
temperatures for two years or composting at high-temperatures 
for six months. 

According to the UNHCR, one latrine is to be allocated for 
every 20 people, thus a total of 50 latrines are provided for 
each cluster hosting a 1000 refugees. However, after discussing 
with the UNHCR and Dr. M. Abou Najm, ensuring privacy 
and security of the residents became one of the primary targets 
of the project, hence a latrine is provided next to each 
household – with a cross-section shown in Fig. 5 from 
AutoCAD. 

 
 
 
 
 
 
 
 
 

Loads Magnitudes (kN/m2) 
Dead 0.328 
Live 0.294 
Wind 0.511 
Snow 0.981 

Figure 3. Plan view of the site layout along with the water network 

Figure 4. Nodal Pressure Distribution 

Figure 5. Cross-section of the latrine 
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On the other hand, every shower installed accommodates a 
maximum of 50 people, which means that the minimum 
number of showers needed for 250 people is 5 showers yet a 
total of 8 has been chosen and evenly distributed across each 
block containing 250 people as to ensure availability, 
accessibility and mostly privacy and separation between men 
and women showers providing 4 showers for each gender. 

Also, greywater generated from the camp – represented by 
water received from sinks and showers may contain traces of 
dirt, and certain household cleaning products. However, it is a 
safe and beneficial source of irrigation. Greywater release into 
rivers and lakes lead to the contamination of the mentioned 
media, but to plants, they are valuable fertilizer as the nitrogen 
and phosphorous in the greywater serve as necessary food 
source for the plants. Aside from the obvious benefits of saving 
water and money, reusing greywater keeps it out of the sewer 
or septic system, thereby reducing the chance of polluting local 
water bodies.  

In the camp only “plant friendly” products which are salts-
free detergents, boron, or chlorine bleach are to be used since 
the build-up of salts and boron in the soil can damage plants. 

F. Service and Storage Facilities 
Concerning the provision of educational and healthcare 

services in the camp, the classrooms and medical facilities will 
be Concrete Canvas shelters. These structural elements can be 
added as long term investments as they present future 
prospects for the land once the refugee crisis is resolved. The 
material in questions – the canvas, is flexible, and hardens 
when hydrated forming a long lasting water proof and fire 
resistant concrete layer. The canvas is laid out, inflated and 
cured for 24 hours. Every cluster would have three Concrete 
Canvases each of 50 square meters containing two classrooms 
and a medical clinic. Figure 6 below presents the Concrete 
Canvas model developed. 

 
 
 
 
 
 
 
 
 
 
 

On the other hand, a storage area is allocated for every 
cluster. The storage facility is made of prefabricated steel; this 
material has been widely used for storage facilities as they are 
easily assembled and can be procured from multiple suppliers 
available in Lebanon such as Dalal Steel who was contacted 
for information about their products, standard sizes and 
delivery procedure as well as the durability, structural stability 
and impact resistance of their structures. The volume of the 
storage facility is taken as 180 cubic meters abiding by the 

UNHCR standards [8]. Similarly, two food distribution centers 
each of 100 m2 area will be hosted in a prefabricated steel 
structure in each block. This center will host the food 
preparation activities from the collection of ingredients, to 
cooking and finally distributing the food to the refugees. 
Subsequently a total of 15 steel prefabricated structures are 
incorporated in the camp divided between storage and food 
distribution centers. 

G. Other Facilities and Amenities 
The camp offers several other facilities, which help improve 

the refugees’ living conditions. First, playgrounds are provided 
for young refugees where they will be able to enjoy their time. 
Second, soccer fields are provided across the camp to allow all 
refugees to participate in sport activities. Finally, a cemetery is 
provided to burry deceased refugees close to their families. 

H. Solar Panels 
One aspect of the camp that still needs to be discussed is the 

generation of electricity from solar panels placed on the 
shelters. In fact, one main feature of this refugee camp is the 
fact that it is an environmentally renewable and sustainable 
camp. 

Assuming that electricity will be used mostly for lighting 
and heating in addition to personal use from the socket, the 
estimated energy required per year totaled 212 kWh per shelter.  

In order to satisfy this demand, a 200 Watt rated solar panel 
having a 15% solar panel yield and 1.34 m2 area will be 
installed on the roof of each household which means 500 solar 
panels will be installed across the camp. The annual average 
solar radiation which depends on the latitude of the area and 
the angle of inclination of the panel, is estimated to be around 
2000 kWh/m2.year as well as an efficiency of 75% is 
considered. Hence the energy generated from a single panel 
[11] is 300 kWh, 88 kWh more than the required energy 
amount per shelter. 

IV. CAMP VISUALIZATION AND RENDERING 

In order to visualize the camp, 3Ds MAX was used. Objects 
of same layer enter as 1 object so materials from the “iray” and 
“vray” databases are assigned to each object – Wood for the 
wooden shelters, steel for the latrines, showers, storage, and 
food centers, concrete for the classrooms. Then the daylight 
systems alongside the camera are set up in order to complete 
the rendering process. A general rendered view of the camp is 
shown in Fig. 7.  

 
 
 
 
 
 
 
 
 

 

Figure 6. Concrete Canvas model 

Figure 7. Rendered view of the entire camp 
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V. PROJECT SCHEDULING AND WORK BREAKDOWN 
STRUCTURE 

A. WBS: Work Breakdown Structure 
The first step performed was to break down the project into 

activities. The WBS approach organizes and defines the scope 
of the project allowing a preliminary baseline schedule to be 
set. A total of 55 activities had been set out for the organization 
of the Refugee Camp project, starting from the meeting with 
stakeholders and suppliers, to the design phase and ultimately 
the construction phase. 

B. Project Schedule 
Critical Path Method approach (CPM) was used for 

scheduling the Refugee Camp project from its initiation and 
planning phase until its construction phase. Using Primavera 
P6, the construction logic was established. The software was 
chosen as it identifies critical activities, is self-adjusting when 
updated and is currently the most effective scheduling system 
implemented. After defining the predecessors, successors and 
durations of each activity, the total duration for the actual 
construction of the camp ideally amounts to a total of three 
months (Figure 8 in Appendix), yet a safe lag time of 
additional three months must be attributed in order to account 
for possible weather conditions that may hinder the 
construction process or the productivity of laborers and to 
account for delays in obtaining the necessary permits from 
regulatory agencies. 

C. Project Cost 
Once the Work breakdown structure was completed and the 

activities were scheduled using Primavera P6 software, the 
project cost was estimated by preparing an excel sheet 
simulating a bid tabulation activity (Figure 9 in Appendix). 
The cost of laborers was generated and the direct costs of the 
several activities in each of the divisions that need to be 
accorded to the construction of the refugee camp were 
processed. Such activities include the drainage pipes procured 
and installed, the trenches excavated for service and drain 
pipes, the woodwork performed for the shelter units, the main 
tank of a capacity exceeding 2000 gallons, the sanitary fixtures 
and installation, food and storage areas procured and health 
clinics along with their provisions. The costs were determined 
based on Lebanon’s construction cost data collected; the unit 
prices included date back to 1996 and therefore the data was 
brought to present date by taking into account the inflation 
indices for consumer prices from the International Monetary 
Fund official website. 

The implementation of the first officially legal and 
environmentally sustainable project in Tall Znoub, Lebanon is 
estimated at 2,774,133 US dollars. Given the number of 
estimated refugees that could ultimately be hosted along with 
the environmental and sustainable dimension allotted for the 
camp, the project proves to be cost efficient. A refugee camp 
that provides its residents with structurally stable shelters that 
are accommodated to the Bekaa’s climatic conditions while 
providing them with all the necessary care (food provision, 

access to clean water, dry sanitation, health clinics) not only is 
desperately needed in these times in Lebanon, but also 
provides an interesting future outlook to the endless 
possibilities such a camp can provide for the actual residents of 
the Bekaa area once the refugee crisis is resolved. 
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APPENDIX 

 
 

Table 4. Comparison between Tal Znoub camp and other camps 
 Dadaab Al Zaatari Ain Al-Hilwe Tal Znoub 

Housing Tents/Prefabricated houses Tents/Shelters Buildings/Tents Wooden Shelters 

Education Classrooms Classrooms Classrooms Classrooms 

Water Supply Does not meet demand Does not meet demand Does not meet demand ~ 30 m3/person/day 

Wastewater 
Treatment 

N/A Transport of sewage to nearby 
wastewater treatment plant  

N/A Grey water reuse system 

Health On-site clinics On-site clinics N/A On-site clinics 

Electricity Municipal supply Municipal supply Municipal supply Solar Panels 
 

 
                                           Figure 8.  Project Activities List 
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Figure 9. Detailed Cost Estimation for Camp Implementation 
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Lebanon’s advanced medical facilities are generally 
located in its urban centers, primarily in Beirut. These facilities 
are generally privatized, and many average Lebanese citizens 
cannot afford privatized treatment. Recent regional 
developments have resulted in a significant increase in 
population, resulting in existing medical facilities being stretched 
thin. Population increases have been concentrated in rural areas, 
such as the Bekaa region, resulting in already underserved 
regions being further strained. Although extensive efforts have 
been exerted by non-governmental organizations, the Lebanese 
government has proposed no concrete solution. The purpose of 
this Final Year Project is the proposed construction of a 
polyclinic in the underserved neighboring towns of Anjar and 
Majdel Anjar, located in the Bekaa region. The combined 
populations of the two towns approximately doubled in the past 
few years, while existing medical facilities have not expanded, 
justifying the need for a new facility to help meet a potentially 
doubled demand. After conducting a visit to the region, medical 
demands specific to underserved regions with similar 
socioeconomic conditions. Consultations were held with the 
Department of External Affairs at the American University of 
Beirut Medical Center to determine the design capacity of the 
facility. The proposal of a polyclinic includes architectural and 
structural blueprints, treatment of the existing water supply in 
the area, design of parking facilities for the polyclinic, and finally 
management of the clinic to ensure the financial feasibility of the 
project. Findings of the project have shown the area of the 
proposed facility to be approximately 1800m2, split over two 
floors, with shallow foundations being suitable for the design 
loads. The complete Final Year Project, if launched as a real-life 
project in the region, will satisfy both current and long-term 
demands of Anjar and Majdel Anjar. Furthermore, the complete 
design could be replicated with minor adjustments to fit the 
needs of other underserved regions. 

 
I. INTRODUCTION 

Lebanon’s advanced medical facilities are generally 
located in its urban centers, primarily in Beirut. These 
facilities are generally privatized, and many average Lebanese 
citizens cannot afford privatized treatment. Recent regional 
developments have resulted in a significant increase in 
population; as of 2016, the Syrian civil war is entering its fifth 
year, resulting in the influx of over one million Syrian 
refugees into Lebanese territory, effectively increasing the 
country’s population by nearly 25%. 

 
The towns of Anjar and Majdel Anjar, located in the 

Zahle region of the Bekaa, comprise approximately 40,000 
Lebanese inhabitants. Medical facilities in the region are  
 

 
relatively small and unsophisticated, comprised of small 
facilities and modestly funded polyclinics; the capacity of the 
existing facilities appears to have been designed based on the 
demand of the Lebanese population with little room for 
growth. 

 
The population of Anjar and Majdel Anjar doubled to 

approximately 80,000 due to refugee influx, severely reducing 
the operational level of service of the existing medical 
facilities. The area surrounding the two towns, which was 
already at or above capacity prior to its sharp increase in 
population, became even more severely underserved. As a 
result, the region of Anjar and Majdel Anjar appeared to be an 
ideal location for the construction of a much-needed medical 
facility. 

 
The purpose of this Final Year Project is to develop the 

design of an essential medical facility in an underserved 
region. The efforts of the facility will be focused on the 
demands specific to underserved regions, with minor 
adjustments specific to Anjar and Majdel Anjar, determined 
through a site visit to the region. The finalized facility follows 
a design based on two floors, with a designated parking lot 
above ground. 

 
While wealthier members of the targeted community can 

seek healthcare in advanced medical facilities outside of the 
region, the majority of the population that composes the 
middle and lower economic classes generally depend on 
government assistance or subsidized services provided from 
polyclinics. In order to appeal to the economic constraints of 
the majority of the target population, the facility will provide 
subsidized care, and funding will likely be acquired through 
subsidies from the Lebanese Ministry of Health, rather than 
through the typical revenue of privatized healthcare. Since the 
goal of the facility is not profit maximization, institution 
construction and operating costs will need to be carefully 
considered. Thus, the facility will be developed using the most 
economically efficient engineering solutions. 

 
The major civil engineering disciplines that will be 

covered in this project are:  
• Management, in studying the costs, operation, and 

economic feasibility of the facility 
• Structural, including the design and architectural 

layout of the facility  
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• Water treatment, in assessing water quality in the 
region and proposing an appropriate treatment 
method 

• Transportation, in the design of the facility’s 
designated parking lot 
 

II. LITERATURE REVIEW 
With the start of Syria’s violent conflict in 2011 and the 

rise of the Islamic State of Iraq and Syria, nearly half of the 
country’s population has been displaced, resulting in nearly 
seven million displaced within Syria, and over four million 
refugees stranded abroad (Bixler - 2015).  
 

The vast majority of refugees fled to neighboring 
countries, primarily Lebanon, Turkey, Jordan, Iraq, and Egypt. 
As of September 2015, Lebanon was recorded to host over one 
million refugees. While Iraq, Jordan, and Egypt are hosting a 
combined number of one million refugees (Bixler - 2015). 
Unsurprisingly, many of those fleeing from the conflict are in 
need of medical attention. Whether due to injuries sustained in 
the conflict, or preexisting medical conditions requiring 
continuous treatment or medication, many refugees are found 
without proper medical care. 
 
Provision of Medical Facilities in Neighboring Countries 
	  

Various organizations such as Doctors Without Borders 
have taken steps to provide healthcare for refugees, both in 
neighboring countries and in Syria itself. A report by the 
World Health Organization revealed that only 49% of 
hospitals in Syria reported themselves to be fully functioning, 
with 21% reporting themselves not functioning and the 
remaining 30% not reported (WHO - 2013). However, 
neighboring countries have significantly less assistance from 
the organization; Iraq and Jordan have a combined seven 
health structures, and Lebanon has nine health structures, with 
only three receiving regular support for over 90,000 
consultations (MSF - 2013). 
 

While healthcare systems in countries such as Jordan and 
Turkey are already in place and functioning, they have been 
significantly strained by the influx of refugees depending on 
the state-provided healthcare (MSF - 2014). In Jordan, Doctors 
Without Borders collaborated with the Jordanian Ministry of 
Health to construct a mother and child hospital, providing 
maternal and pediatric consultations, among others. The 
hospital served two purposes: providing much-needed 
healthcare for the refugees, and also freeing up the Jordanian 
state healthcare resources by creating a healthcare facility 
specifically for refugees (MSF - 2014). 

 

Doctors Without Borders is not the only organization 
constructing medical facilities in Jordan. In 2013, International 
Federation of the Red Cross and Red Crescent (IFRC) began 
construction of an Emergency Response Unit (ERU) hospital 
near a refugee camp approximately 100km from Amman. 
However, it is not a traditional emergency response unit 
facility; it is a hybrid between a permanent hospital and an 
emergency hospital.  
 
Refugee Healthcare in Lebanon 
	  
 As of 2015, nearly a quarter of Lebanon’s population is 
made up of one-million-plus Syrian refugees. Lebanon has the 
highest number of refugees per capita in the world; an appeal 
by the United Nations for a $1.7B aid package to Lebanon had 
met less than 20% of the required funding in 2014 (Amnesty 
International - 2014). As a result of the lack of funding, 
combined with Lebanon’s preexisting financial struggles, the 
Higher Relief Council temporarily halted Syrian refugee aid 
operations, including medical care, in 2012 (Amnesty 
International - 2014). 
 

Findings of a 2012 report published by Doctors Without 
Borders on Lebanon determined there are significant gaps in 
healthcare provision; nearly 40% of interviewed refugees in 
need of treatment reported themselves unable to access a 
hospital. Nearly 90% of refugees in Tripoli reported receiving 
free healthcare, likely due to the relatively high number of 
hospitals in Tripoli. In less developed areas, such as the Bekaa 
and Wadi Khaled, refugees reporting free medical treatment 
composed less than 25%, indicating such regions may be ideal 
for the construction of a medical facility providing subsidized 
care (Amnesty International - 2014). 
 

The specific types of care needed vary as well. 
Approximately 50% of the respondents of the survey 
distributed by Doctors Without Borders required medication 
for chronic illnesses, including high blood pressure, diabetes, 
arthritis and asthma, with respondents stating the availability 
of their necessary medications varies depending on the 
availability at health centers. Nearly a fourth mentioned the 
need for dentists, urologists, gynecologists, and financial 
assistance for surgeries. Nearly 80% of refugees expressed 
need for access to basic healthcare, with child refugees 
reporting a vaccination rate of only 60% (Amnesty 
International - 2014).  
 

These statistics indicate the demand for specific health 
care treatments; while advanced surgical facilities may not be 
feasible for the healthcare facility, the provision medical 
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services such as dentistry, vaccinations, and consistent supply 
of chronic illness medications can meet the growing demand 
of refugees while still being feasible. 

 
Ghata Initiative  
 

In the absence of a government response plan with 
regards to the influx of refugees, the American University of 
Beirut has taken the initiative to assist the refugee population 
by dedicating its civic and community services to developing 
the Syria Relief Project (SRP). An interview with Mr. Ali 
Basma, a consultant at the Center of Civic Engagement and 
Community Service, presented the recent activities AUB has 
launched for providing the necessary educational, sanitary, 
and recreational services.  

 
In February 2014, the Community Development and 

Projects Unit at the CCECS in AUB, cooperated with 
KAYANY Foundation for the project “Ghata: Bringing 
Education to Informal Tented Settlements.” Through the use 
of portable classrooms within refugee settlements, this project 
was able to provide basic schooling for the children. Each 
Ghata, which translates to “Cover” in English, is constructed 
from materials locally available and easily accessible, such as 
wood panels and steel bars found in standard sizes. The shelter 
can endure severe weather conditions, while maintaining a 
design that is flexible enough for further modification and 
expansion. Most importantly, the structure is easily assembled 
and dissembled, and can be constructed by refugees 
themselves.   
 

Such a setup is not adequate for the intended outpatient 
clinic in Bekaa. However, similar sustainability practices will 
be taken into consideration during the construction of the 
facility by mainly reducing energy and water consumption.  
 

III. SCOPE AND METHODOLOGY  
 

A. Determination of Location and Size of Facility 
 

In order to determine the location of the facility, several 
factors were investigated. It was already well known that rural 
areas located far from Lebanon’s main cities (Beirut, Tripoli, 
and Sidon, for example) were relatively underserved; 
population fluctuations, due to internal and regional factors, 
further influenced the decision on the facility’s location. 

 
The primary region of interest was the Bekaa Valley, due 

to its relatively rural environment and vulnerability to 
population fluctuations as a result of its proximity to 
Lebanon’s borders. A site visit to the area was proposed, in 
order to determine the treatments most highly demanded in 

underserved regions, as well as the approximate size of the 
target populations to be served. 

 
To approximate the size and cost of the facility, various 

consultations would be held with doctors, engineers, and 
medical consultants at the American University of Beirut. A 
space program will be produced to determine the various 
rooms of the facility, as well as the total area of the facility. 

 
B. Completion of Architectural Drawings and Structural 

Details of the Facility 
 

The findings of location and size of facility discussed in 
the previous section will be used to produce the architectural 
drawings of the facility. An architect will be employed in 
order to produce a detailed architectural plan view of the 
facility, using previously mentioned space program as the 
primary reference. The architect will be informed of the 
necessary criteria and constraints present, such as the width of 
hallways, location of columns, and room sizes that would 
allow full functionality of the facility. To determine the 
structural integrity of the facility, ETABS and SAFE software 
simulations will be used to check the adequacy and design of 
vertical and horizontal elements, including column and slab 
dimensions, as well as their reinforcement.  
 

C. Assessment of the Water Quality in the Region and a 
Proposed Treatment Method 
 

The Litani River is one of the most important water 
sources in Lebanon, providing water supply for domestic, 
irrigation, and hydroelectric uses in the country. The Ghozayel 
River, one of the two main tributaries of the Litani, passes 
through the town of Majdel Anjar, the region of interest in this 
study (Litani River Authority, 2009). As a result, the scope of 
this study will include examining the water quality in the 
Litani region and determining whether it’s suitable for use in 
the proposed medical facility.  
 

Point source and non-point source pollutants seriously 
affect the Litani River Basin (U.S. Agency for International 
Development, 2011). Several contaminants have been 
discharged into both surface and groundwater, rendering the 
quality of water as inadequate in the region. 
 

The main source of water supply to the medical center 
will rely on groundwater pumping from a legally drilled well. 
It is important to note that the water pumped will be subjected 
to proper treatment methods rendering the water suitable for 
medical use.  
 

United States Agency for International Development 
(USAID) conducted a study on the water quality of the basin 
in 2010. This study tested for the presence of contaminants in 
the groundwater samples that were extracted from different 
sources of the Litani region, and consequently contaminant 
concentrations were determined. The findings complemented 
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those of the Litani Basin Management Advisory Services 
(BAMAS) study, which was conducted in 2005. The results of 
the analyzed groundwater samples confirmed the presence of 
zinc, mercury, iron, total coliform, E-coli, and organic matter 
as presented in Figure 5 of the Appendix (BAMAS, 2005). 
The contaminants mentioned above pose severe risks to both 
environmental and human health. 
 

It is necessary to rely on a self-sufficient water treatment 
system to remove the contaminants previously mentioned 
from the groundwater. One of the most commonly adopted 
systems is the reverse osmosis that utilizes membranes for 
water purification. This process hinders the passage of 
suspended solids, bacteria, viruses, cysts, pesticides, 
multivalent ions, and monovalent ions, only allowing water 
H2O to pass through. The RO system proves to be the best 
water treatment method, since it is compact, efficient, simply 
operated, and requires minimal labor.  
 

In order to ensure the long-term performance of the RO 
treatment plant and achieve optimal cost-effectiveness by 
reducing maintenance costs, it is of primary importance to 
delay the fouling process by taking preventative measures 
through pretreatment. 
 

Fouling is an inevitable phenomenon that will appear on 
the RO membrane. Failure in periodical cleaning of the system 
will result in severe damage that might require membrane 
replacement, significantly adding to the cost of operation. In 
order to ensure the long-term performance of the RO treatment 
plant and achieve optimal cost-effectiveness, it is of primary 
importance to take preventative measures through 
pretreatment. Some pretreatment processes include the use of 
a dual media filter (sand and anthracite), chlorination, adding 
anti-scalant, etc. Additionally, to ensure that the water 
produced by the reverse osmosis system is adequate for its 
intended use, post treatment is required. Methods of post 
treatment include adding anti-corrosion and an alkaline, or 
post chlorination. 

 
D. Completion of Parking Lot Design  

 
The parking lot for the facility will be designed using 

AutoCAD software. The parking facilities will be split into 
separate staff and patient parking lots, and will include 
entrance/exit points, aisles, islands, and adequate parking stalls 
for vehicles. Knowledge from previous transportation courses 
on parking requirements will be utilized in this process, 
abiding by design requirements and limitations 
 

IV. LIMITATIONS AND CONSTRAINTS 
 
Financial Constraints 

The financial constraints primarily deal with budget 
limitations and the allocation of funds in the development of 
the facility. The final product, performance, functionality, and 
quality of care are directly affected if the project is not well 

managed. Furthermore, government subsidies will be crucial 
in eventually recovering the initial investment in the facility’s 
construction. 
 
Environmental Constraints 

Public concern and government regulations set specific 
constraints in order to protect the environment. Wastes 
generated by health care activities include a broad range of 
materials, including used syringes and needles, blood, 
pharmaceuticals, chemicals, medical devices and radioactive 
materials. Poor management of health care waste potentially 
exposes the community to the spread of bacteria, disease, toxic 
effects and injuries, as well as a risk of polluting the 
environment. 
 
Political Constraints  

Lebanon is currently experiencing a dire political climate, 
as a result of presidential vacuum and a nearly paralyzed 
government. Obtaining approvals and permits will not be 
straightforward, and registration processes will likely face 
delays. This will affect project proceedings, and such delays 
will likely result in increased costs. 
 
Health and Safety Constraints 

Due to the poor living conditions faced by the Syrian 
refugee population entering Lebanon, concerns are raised 
regarding the risk of transmission of contagious viral and 
bacterial infections into the country. 
 

V. SYSTEM DESIGN AND SIMULATION  
 

A. Determination of Facility Location and Size 
 

In order to determine the location and approximate 
demand of the proposed medical facility, a site visit was made 
to a makeshift medical center designed specifically for the 
growing refugee population. During the visit, it was 
determined that the region encompassing the towns of Anjar 
and Majdel Anjar was severely underserved; previously 
established medical facilities barely managed to provide for 
the demand of the Lebanese population, and the refugee crisis 
produced a population spike of 40,000 in the past few years. 
As a result, the area encompassing the two towns was selected 
as the location of the medical facility. 

 
In order to determine the size of the facility, it was first 

necessary to decide what services would be treated. During the 
site visit, it was made clear that a variety of clinical services 
were required, with a specific emphasis on gynecology, 
dentistry, and pediatrics. After consulting with Mr. Namir 
Kanaan, a mechanical engineer at the American University of 
Beirut Medical Center, it was determined that the hospital 
would ideally follow guidelines specified by the American 
Institute of Architects. However, it was decided that rather 
than attempting to replicate an American hospital in the 
Bekaa, a template for a hospital design in a similar 
environment would be more suitable. 
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A consultation was held with Mr. Imad Sadek, Managing 
Director of Administrative and Management Affairs of the 
American University of Beirut’s Department of External 
Medical Affairs. Having worked on various hospital designs 
throughout Lebanon, Mr. Sadek was able to provide an area 
approximation for an advanced, full-fledged medical facility 
designed for construction in Erbil, Iraq. Many aspects of the 
hospital, such as advanced treatments beyond the scope of the 
proposed medical facility, were reduced or removed 
completely. However, the capacity of the facility for treating 
patients was crucial in finalizing the size of the facility. 

 
The population of the target region was estimated to be 

80,000; however, approximately half of the population was 
composed of non-permanent residents. In designing for future 
population growth, it was necessary to slightly increase the 
target population; however, given that half of the target 
population are not considered permanent residents, they were 
not factored in to the future growth out of concern for severe 
overestimation of the population’s demand. After consulting 
with Mr. Sadek, it was determined that the facility would be 
designed for a population of 70,000 at an ideal level of 
service, while maintaining the possibility that the facility 
could later accommodate a larger population. 

 
Mr. Sadek, having recently conducted a study with the 

Lebanese Ministry of Health, stated that on average, 
individuals visit medical clinics approximately four times per 
year. Thus, the total demand of the target population was 
estimated to be 280,000 clinical visits per year. Two nearby 
medical facilities previously existed in relatively close 
proximity; however, the design capacity of the proposed 
facility exceeds that of the existing facilities, and thus it was 
determined that approximately 50% of the population’s 
demand, or 140,000 individuals would be served by the new 
medical facility. Mr. Sadek explained that approximately 45% 
of the target population would have medical coverage, while 
55% would depend on government subsidies, reaching the 
conclusion that only about 70% of the 140,000 would seek 
care at the new facility, with the other 30% seeking care at 
more advanced facilities outside of the immediate area. 

 
Having finalized the design capacity of the facility, 

adjustments were made to the area spreadsheet to produce a 
final total area of approximately 1900m2. A large, empty plot 
of land was found nearly equidistant between Anjar and 
Majdel Anjar, with a total area of more than 60,000m2. After 
consulting with the notary public of the region, it was 
determined that renting a sufficient part of the land would 
have a nearly negligible cost (less than $5,000 per year) 
compared to the total cost of the project. Although it was 
initially proposed for the hospital to span a single floor, it was 
eventually divided into two floors after considering the 
unnecessary added cost of a foundation for such a large area. 

 
After consulting with Mr. Kanaan and Mr. Sadek, it was 

estimated that the cost per square meter of construction would 

be approximately $1,100. Factoring in equipment costs 
(estimated at approximately $1.75M USD by Mr. Sadek for 
the specific services provided) and design/supervision fees of 
approximately 10%, the total cost of the project was estimated 
at just over $4,000,000USD. 

 
In determining revenue, it was necessary to determine the 

total number of staff, as well as the different types of staff that 
would be employed. Consultations with Mr. Sadek, as well as 
Dr. Jamal Hoballah, Chairman of the Department of Surgery 
at the American University of Beirut Medical Center, the 
distribution of number of patients per specialty was 
determined through the general demand of rural areas in 
Lebanon (i.e. significant focus on dentistry, pediatrics, 
gynecology, etc.). From the demand per specialty, the number 
of physicians per specialty was determined through a 
physician-population ratio document published by Practice 
Support Resources, Inc. 

 
Using a general estimate of approximately $500/day of 

clinical services per physician, with a total of 18 physicians 
holding clinic between one and four days a week, total 
physician cost was estimated at approximately $89,000 per 
month. Factoring in other staff including nurses, lab 
technicians, janitors, and secretaries, total employee salaries 
reached $113,000 per month; number of staff and salaries can 
be seen in Tables 5 and 6 of the Appendix.   

 
In determining revenue, base checkup costs were set at 

20,000L.L. for all patients, with an additional government 
subsidy of 30,000L.L. for the 55% dependent on government 
assistance. Additional services, such as x-rays, blood tests, and 
dentistry produce additional revenue, with prices shown in 
Table 7 of the Appendix. Annual revenue totals were 
approximated at $1.872M USD, with annual total costs 
approximated at $1.406M USD.	  

 
B. Structural Design 

 
The architectural drawings obtained, as presented in 

Figures 1 and 2 of the Appendix, included a general layout of 
the facility and a detailed plan for each floor. Sustainability 
aspects were implemented into our design by reducing energy 
consumption through the orientation of the building to 
maximize natural light, as well as the implementation of two 
glass domes to further enhance the effect. Hospital 
construction is generally limited to either steel or reinforced 
concrete; in order to build a structure resilient to changing 
weather conditions, fire hazards, as well as vibrations (for the 
sake of sensitive medical equipment), the “conventional” 
approach will be implemented, i.e. reinforced concrete will be 
used to construct the facility’s skeleton. Concrete structures 
generally require less maintenance than steel structures. 
Furthermore, the majority of construction projects in Lebanon 
are completed through the use of reinforced concrete, for 
economic reasons as well as material availability (CRSI). 
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Specifications on material properties and construction 
methods were decided based on common practices in 
Lebanon. The concrete to be used will have a compressive 
strength of 30 MPa, and steel will have a yield strength of 45 
MPa. The modulus of elasticity of concrete was calculated 
based on the ACI code. As for the construction process, 
isolated footings will be used for the foundations. Columns 
and walls will be used as vertical structural elements. As for 
the horizontal elements, a flat slab will be implemented in the 
construction of the facility. A flat slab is a two-way reinforced 
concrete slab that does not use beams or girders to transmit the 
loads from the slab to the columns. Instead, loads are directly 
transmitted to the columns. Using reviews from the literature 
and consulting with professionals in the design and 
construction industries, dead and live loads were taken to be 
500 kg/m2.  
 

Manual calculations were performed in order to check the 
adequacy of the structure, specifically the performance of 
columns in compression. Assumptions made in this first 
iteration included taking the steel to concrete ratio equal to 
1%. An ETABS simulation will determine whether or not this 
ratio is sufficient. The first step before starting the calculations 
included the determination of the tributary areas supported by 
each column. For every type of column, the column with the 
largest tributary area was taken. The ultimate load on the 
column, due to both dead and live loads, were calculated and 
compared against the axial capacity of the column. The 
columns that were taken into consideration were the most 
critical, because they were subjected to the largest loads. 
Initial hand calculations showed that all the columns under 
study are indeed adequate. This indicates columns of similar 
types subjected to smaller loads will also be adequate.  
 

After importing the architectural drawing into AutoCAD, 
four main layers were kept so they can be imported into 
ETABS. They included Boundaries, walls, columns, and 
openings. Note that there is no layer for beams will be used.  
All other components in the original drawings were not 
imported into ETABS because they have no structural 
function. The imported layers were used to generate the model 
on ETABS. Load sets and combinations, material and section 
properties were then defined. In order to generate the models 
presented in Figures 3 and 4 of the Appendix, all the structural 
components of the facility were placed on top of the 
architectural floor plan and the load set was applied on the 
slab. After running the software, two major conclusions were 
directly made. The results showed that the deflections 
generated by the loads were within acceptable limits and that 
the columns were adequate with a steel-to-concrete ratio of 
1%. This indicates that no serviceability issues will be 
encountered and that the structure is stable. The hand 
calculations verified the software run on ETABS, as all 
columns proved adequate and the steel ratio turned out to be 
the same in both trials.  
 

The next step of structural analysis using ETABS will 
focus on system optimization through reducing the number 
and sizes of columns in order to ultimately reduce the cost of 
construction without risking structural integrity. Major 
constraints that should be avoided are one-way and two-way 
punching shear that might happen as a result of the reduction 
in contact area between columns and slabs, thus increasing the 
punching pressure. After changing the sizes of the columns, 
the new steel to concrete ratio will be calculated and rebar 
detailing will be presented. A similar methodology will be 
conducted for horizontal elements such as slabs using the 
SAFE software. Further findings and conclusions will be 
presented in the final report.  
 

C. Design of Water Treatment System 
 

Attempts to use various softwares for the design of the 
medical facility’s reverse osmosis (RO) system yielded 
irrelevant results, due to the relatively low water demand of 
our facility (elaborated in the steps below). Indeed, the 
calculated value of the facility’s daily demand suggests that a 
small RO unit would be sufficient in supplying the facility 
with treated water. However, the design for such small units 
required resorting to the manual system design of international 
RO manufacturing companies and applying it step by step 
mainly through tabulated data. 
 
! Referring to Table 1 in the appendix and using the TDS 

concentration of the feed water (863mg/l), BWRO 
membrane (standard) type was selected. 

 
! Referring to Table 2 in the Appendix and using brackish 

wells as feed water type, the average permeate flux was 
determined to be 29 L/m2/hr. 

 
! Based on an estimated daily user (outpatients and 

personnel) demand and total number of users, shown in 
Table 3 of the appendix, the computed daily water 
demand is 1.6 m3/day. 

 
! Using the values of the average permeate flux, the daily 

water demand and the membrane area of a small RO 
unit (8.4 m2) obtained from Figure 6 of the appendix, we 
compute the number of RO elements using 𝑁𝑁 = !

!!"#×!!
 

which yields 1 element. 
 
! Aiming for the highest recovery rate possible while 

taking into account the low TDS level (863mg/l) and the 
minimization of the resulting adverse affects (scale 
formation, osmotic pressure increase, etc.), the most 
suitable recovery rate is thus selected to be 75%. 

 
! Based on the selected 75% recovery rate, tabulated 

correlations with number of system stages, as seen in 
Table 4 of the appendix, yield a 2-stage system. 
Moreover since the demand is relatively low, a single 
pressure vessel for each stage is sufficient.  
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Note that emergency preparedness requires the presence of a 
water storage tank with a calculated capacity of 3.5 m3 to 
supply the facility in case of unexpected interruptions. 
 

D. Design of Parking Lot  
 

In designing the parking lots for the facility, various 
design considerations were taken into account. The entrance 
and exit points were located away from nearby intersections in 
order to prevent traffic interference. The semicircular design 
within the hospital entrance serves two purposes: the initial 
aesthetic benefit, as well as allowing incoming vehicles to 
circulate within the hospital grounds without exiting onto main 
roads. Furthermore, it prevents the queuing of vehicles on the 
street in order to prevent the slowing down of traffic on the 
main road.  
 

For efficient use of the land, the aisle is parallel to the 
longest dimension of the lot with stalls on each side of the 
aisle. Although angled parking provides easier parking 
maneuvers, 90 degree stalls were implemented due to 
relatively low turnover rate i.e. incoming patients stay in the 
facility for at least half an hour. This configuration provides 
the maximum number of stalls and allows wider aisles and 
two-way circulation, resulting in shorter travel time and 
distance.  
 

Abiding by the Lebanese code for parking lot design, the 
following restrictions were considered:  
! Stall dimension: 5.2 X 1.8 m 
! Aisle width= 6m to enable maneuvers into and out of 

stall 
! Door clearance=40cm on each side of the car 
! Bumper clearance= 20cm from wall 

 
According to common practice, visitor and reserved 

parking spaces were separated into two different zones. Based 
on course materials provided from CIVE460: Highway 
Engineering with Dr. Fawwaz, 25 m2 is allocated for each car 
in a surface parking lot for an efficient design. This figure 
takes into account entry, circulation, and parking spaces.  
 
Parking lot A: 14 stalls 
! Users: doctors and staff 
! Area of parking= 350 m2  
! The medical facility employs 18 doctors in alternating 

shifts. When operating at full capacity, 11 doctors will 
be present in the facility. Assuming that all ten doctors 
have their vehicles, 3 stalls will act as a buffer.  

 
Parking lot B: 32 stalls  
! Users: patients 
! Area of parking= 800m2 
! 210 patients / 8 hours = 26 patients every hour  
! Assuming that every patient owns a vehicle, a minimum 

of 26 patient parking stalls should be provided, and the 
remaining 6 stalls will act as a buffer.  

 
Another consideration taken throughout parking lot 

design is pedestrian access. To minimize pedestrian- vehicular 
conflict, raised sidewalks were provided. Although this 
increases cost and takes up space, it ensures pedestrian safety.  
 

In order to provide adequate site distance and turning 
radii, islands at the parking access points were provided. This 
will control circulation, and increase safety aesthetics.   
 

VI. CONCLUSION 
 

In conclusion, the construction of a medical facility in an 
underserved region in Lebanon appears completely feasible. 
Due to the relatively modest size of the facility, the structural 
aspect of the project is traditional and straightforward. 
Furthermore, the water demand and purification requirements 
are reasonable. The economic feasibility of the project, based 
on preliminary investigation, suggests the entire capital 
investment of the project could be recovered in approximately 
nine years or less (in the case of increased demand). After the 
initial investment is recovered, the facility would likely 
produce annual profits of approximately $450,000. 
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Figure 2 Medical Facility Floor Plans 

	  
  Figure 3 Structural Floor Plan on ETABS 

	  
	  
	  

	  
  Figure 4 3D Model of Structure on ETABS 

	  

	  
	   	   Figure 5 Groundwater Quality Profile 

	  

	  
Figure 6 Lewabrane 4" Membrane Specifications 

	  

Figure 1 Medical Facility Layout 
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Table 1 Association of Membrane Type for Different Water Salinity 

Low	  conc.	  Brackish	  water	  (up	  to	  
500mg/l)	  :	  	  

BWRO	  (Low	  
energy)	  

Brackish	  water	  (up	  to	  5,000	  mg/l)	  
:	  	  

BWRO	  
(Standard)	  

Brackish	  water	  (more	  than	  5,000	  
mg/l),	  Seawater	  :	  	  

SWRO	  

	  
	  
	  
	  

Table 2 Correlation Between Feed Water Type and Flow Parameters 

	  
	  
	  
 

Table 3 Computation of Daily Water Demand 

Estimated	  
daily	  

demand	  per	  
user:	  

Estimated	  
daily	  

number	  of	  
users:	  

Volume	  
of	  water	  
per	  toilet	  
flush	  

Estimated	  
daily	  

number	  of	  
users	  using	  
toilet	  flush	  

Total	  
demand:	  

5L/day	   200	  

	  
6L	  

	  
100	  

200x5	  +	  
100*6	  =	  

1600	  l/day	  
=	  1.6	  

m3/day	  

	  

Table 4 Percent Recovery versus Number of System Stages 

	  
	  
	  

Table 5 Physician Salaries 

	  
	  
	  
	  
	  
	  
	  

 
Table 6 Salaries of Non-Medical Staff 

	  
	  
	  

 
Table 7 Sources of Revenue 
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Abstract- In cities all over the country, traffic congestion, 

which often leads to accidents, national economic losses, and 
increased vehicular emissions, can be found like clockwork. This 
paper aims to alleviate the traffic congestion found on the 24 km 
stretch from Tabarja, Lebanon to St. Michel, Beirut, Lebanon by 
studying and designing an elevated light rail transit (LRT) system. 
A mass plan including station locations and a horizontal 
alignment for the railway system are proposed. The factors 
governing the operational characteristics of the transit line and 
every relevant aspect are culminated in a comprehensive 
summary containing the data required to properly run the system. 
The gathered peak-hour demand data was also used and adjusted 
for non-peak and low demand periods in order to design the 
system using guidelines provided by the Transit Cooperative 
Research Program (TCRP) and Transit Capacity and Quality of 
Service (TCQS) Manual. This demand data were incorporated in 
a dynamic model that calculates the travel speed, frequency and 
station schedule of trains. The travel characteristics were 
computed to meet the current demand and accommodate the 
forecasted demand on the system until 2030. Lastly, a fixed block 
control system that divides the track into blocks of variable 
lengths has been investigated to ensure safe operations. 

Environmental sustainability, structural functionality, and 
construction feasibility were the main foci of the structural design 
of the post-tensioned-box-girder-segmented-bridge system 
proposed for the LRT. The various sections and structural 
elements were designed in accordance with the guidelines found in 
the American Association of State Highway and Transportation 
Officials (AASHTO), Precast Concrete Institute (PCI), American 
Concrete Institute (ACI), American Society of Civil Engineers 
(ASCE), the Federal Transit Administration (FTA), and Federal 
Highway Administration (FHA) of the United States of America. 
A full structural analysis was conducted using SAP2000, 
Reinforced Concrete Members ACI-Builder, and SPColumn in 
order to analyze the associated dead load, moving load, and 
earthquake load combinations. Accordingly, complete post-
tension and reinforced concrete designs/models of the 
superstructure and substructure elements are provided within 
their respective sections in the paper. 

As the installation of a LRT system affects the environment, 
measures will be implemented in order to mitigate effects on the 
surrounding area. The critical aspects investigated will be related 
to emitted air and noise pollution. The train will be designed to 
minimize energy consumption by employing modern braking 
methods that save and reuse energy – a crucial element for the 
efficient use of natural resources. Also, the train crosses several 
densely-populated areas, such as Jounieh, Lebanon, in which 
stricter measures will be applied to reduce the costs for residents. 
Construction practicability is also taken into account according to 
project-specific costs to evaluate the advantages of the system and 
economic feasibility.  

 

INTRODUCTION 

Traffic has been a major concern for citizens commuting 
on the roads all over Lebanon. In cities all over the country, 
traffic congestion, which often leads to road rage and accidents, 
can be found like clockwork. One of the most severe areas of 
traffic is located on the 24km kilometer stretch of highway 
from Tabarja to Beirut. With one in three citizens owning cars 
and a projected 5 million daily-motorized trips within Beirut 
alone (Choueiri, 2010), it is no surprise driving in Lebanon 
leads to unhealthy competition for the same deteriorating 
stretch of asphalt and extra movement. With little to no room 
for expansion on much of the roadway, an elevated light rail 
system is proposed to help decrease the traffic and congestion 
on the road.  

Many different alternatives were drawn up to reduce the 
problem of traffic from Tabarja to Beirut including expanding 
the highway, creating an underground railway system, creating 
an on-grade railway system or an elevated light rail system. 
Expanding the highway was quickly ruled out due to the little 
usable land to execute such a development. Similarly, an on-
grade system is not suitable due to geographic and 
demographic restrictions and an underground railway system 
would be prohibitively expensive. Fortunately, an elevated 
light rail system gave the most promise to be both cost-
effective and efficient at reducing traffic due to the fact that it 
requires less land and is easily adaptable to the dense 
demographic and geographic nature of the road.  

The Elevated Light Rail System from Tabarja to Beirut 
will employ the use of an alternative mode of transportation 
not yet used in Lebanon, an elevated light rail. This railway 
system works similarly to a normal light rail system (using 
railcars to transport the urban population to their destination), 
but will be elevated on piers along the coast to allow for 
adequate space of the project. The light rail will be composed 
of multiple lanes of railcars, providing mass transportation to 
and from Beirut and Tabarja. The implemented design will be 
easily adaptable to the overall larger railway system which 
would ideally run to and from Tripoli and Sidon. The 
following sections explore the structural design, geotechnical 
design, transportation analysis, environmental impacts, and 
initial investment costs associated with the project. 

 
STRUCTURAL DESIGN 

A. Pre-design Planning 
In order to develop the structural system for the 24km 

stretch from Tabarja to St. Michel, an innovative bridge 
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structure with longer spans and increased construction 
flexibility must be considered. A post-tensioned-box-girder-
segmented-bridge was proposed for the elevated LRT system 
and developed in accordance with the proper structural design 
codes and specific load cases provided by AASHTO LRFD for 
strength and extreme limit states. High-strength, anti-corrosive 
concrete with a compressive strength of 40MPa was designated 
as the main structural material in order to facilitate 
construction through cast-in-place and precast methods, 
increase load resistance through earlier strength attainment, 
and resist the corrosive elements characteristic of coastal areas. 
A 40m simply-supported span supported by single piers was 
chosen, based on the 36m maximum single span of the Dubai 
Metro.  
B. Load Considerations 

The elevated LRT system consists of two steel track lanes 
for occupied train travel on a 5cm reinforced concrete (RC) 
wearing surface casted atop the bridge deck. The Bombardier 
MF2000 train model of the Paris Metro was chosen in 
coherence with a direct fixation track to define the exact 
dimensions and load values, as well as the top slab clearance 
widths required. The self-weight and capacity of the train were 
used in order to calculate the empty train and occupied train 
load values. The geometry of the train, consisting of five 
railway cars, was modeled into point loads simulating the 
contact points between the train wheels and tracks, as shown in 
the profile view in Figure 1. Impact factors including a 
dynamic load allowance due to surface imperfections and 
characteristics of the vehicle suspension, as well as a vehicular 
breaking force, were factored into the live load combinations 
throughout the analysis. The loads, 2D modeling application 
classifications, and service values are summarized in Table 1. 

 

 
Figure 1 

TRAIN PROFILE VIEW 
 

Table 1 
LOADS AND APPLICATIONS 

Load Case Finite Element  
Method  Modeling Class Magnitude 

One Empty Train 10 Point Loads Live 12.4T Each 
One Full Train 10 Point Loads Live 16.3T Each 
Railway Tracks Distributed Load Dead 0.2T/m 

Superstructure Self 
Weight Distributed Load Dead 14.7T/m 

RC Surface Distributed Load Dead 1.1T/m 
 
C. Superstructure Design 

a. Box Girder Geometry 
The top slab width of the box girder was determined 

through dynamic train clearance values found in section 3.8 of 
the TCRP Report 155- Track Design Handbook for Light Rail 
Transit. The top slab width was found to be 8.9m, not 

including the trapezoidal parapets with a 1.0m height, 0.6m 
base width, and 0.3m top width. The remaining cross section 
member sizes of the box girder were found using section 5.3.3 
of the U.S.A. FHA Post-Tensioned Box Girder Design Manual. 
Figure 2 illustrates the final box girder geometry and Table A1 
describes all cross-sectional characteristics. The dimensions 
were used to determine all necessary section properties and 
analysis inputs through Excel spreadsheet equations.  

b. Shear Keys 
Shear keys were added to the top slab, bottom slab, and 

webs of the box girder cross-section as seen in Figure 2. Shear 
keys were used to connect the units and provide stronger joints 
through a puzzled connection of indentations and keys. 
Research conducted by Dr. Rombach of the Technical 
University of Hamburg (2002) provides evidence for shear key 
resistance to shear forces, torsional forces, and earthquake 
effects, as well as geometric design schemes for key placement.  

c. Longitudinal Load Analysis 
A longitudinal load analysis was conducted along the 40m 

span to determine the critical bending moment and shear force. 
Impact factors were added to the live load combinations to take 
into account vertical oscillations in the system. Excel 
spreadsheet coding with embedded moment and shear 
influence lines propagated the factored series of point loads 
along the span and outputted the critical demand for bending 
moments (4432T-m) and shear (623T).  

d. Transverse Load Analysis 
A transverse load analysis to design the deck was 

conducted using SAP2000 software according to section 8.5 of 
the U.S.A. FHA Post-Tensioned Box Girder Design Manual. 
Figure A1 in the appendix illustrates the SAP2000 model of 
the cross-section and a typical bending moment diagram due to 
loading. The AASHTO LRFD Service 1 load combination was 
used in coherence with three factored live load cases: two full 
trains on the section, one full train alone on the section, and 
one full train with one empty train in order to analyze and 
redistribute loads on interior strips designated by AASHTO 
LRFD Article 4.6.2.1. Table A2 summarizes the analysis 
moments and classifies them as positive top slab moments, 
negative top slab moments, and negative cantilever moments. 

 
Figure 2 

BOX GIRDER GEOMETRY 
 

e. Longitudinal Post-Tension Design 
An Excel spreadsheet with the post-tension equations 

needed to design the 40m span was used to evaluate post-
tensioning at the transfer of force and at service in the future. 
The output consisted of using a 9440T force to pre-stress 546 
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15mm strands (1.4cm2) placed within 14 circular ducts of 
14cm diameter (136.5cm2). Deviator ducts are used to guide 
the external tendons throughout the system and provide 
structural integrity to the span, as seen in Figure 3. 

f. Transverse Post-Tension Design 
The transverse post-tension design was performed in 

accordance with AASHTO LRFD 4.6.2.1.3 and the values 
found in Table A2. The required pre-stressing force per one 
meter run of interior strip is 98T for 4 13mm (1.3cm2) strands 
within oval ducts. Figure 4 illustrates the post-tensioning 
within the top slab and Figure A2 illustrates the application of 
a pre-stressing force on such oval ducts. 

g. Punching Shear and Web Shear/Torsion Analysis 
The top slab of the box girder was checked for adequacy with 
respect to punching shear in a pre-stressed slab. The top slab 
was proven to be adequate according to ACI 11.11.2.2 for the 
case of four wheels in the same region and one wheel alone. 
The webs of the box girder were designed according to 
AASHTO 5.8.6.3 and 5.8.6.5 for shear and torsion with the 
related reinforcement details, shown in Table A3. 
D. Substructure Design  

a. Axial Pier Analysis 
The single piers used to support the superstructure were 

designed for the corresponding axial and maximum earthquake 
loads at the base. The piers span a 5m clear height followed by 
a pier cap and the overlying superstructure. The Strength Limit 
State 1 load case provided by AASHTO LRFD for the critical 
compression load on the piers was used to design for a 1520T 
load in compression with the output of 0.90m diameter piers 
and 38T20 reinforcement.  

b. Seismic Pier Analysis 
The single piers were then evaluated using the Uniform 
Building Code 97 (UBC97) earthquake guidelines and zone 
specific factors provided by Huijer et al. (2015) in order to 
calculate the maximum bending moment about the column 
base. A maximum bending moment of 1297T-m was 
calculated through an Excel spreadsheet analysis.  

 
Figure 3 

LONGITUDINAL POST-TENSION TENDONS 

 
Figure 4 

TRANSVERSE POST-TENSION TENDON 
 

c. Pier Final Design 
The final pier design was conducted using the AASHTO 

LRFD Extreme Event 1 Limit State with SPColumn software. 
The resultant pier is shown in Figure 5, a 1.6m diameter 
circular pier with 40T40 (2.50%) and spiral tie reinforcement, 
as seen in Figure A3. The resultant load-moment strength 
interaction diagram for the system is shown in Figure A4. 

d. Foundation Design 
A soil profile that represents poor soil conditions the 

system runs through was constructed through borehole logs 
retrieved for Antelias, Lebanon (Advanced Construction 
Technology Services [ACTS] SAL). The soil profile, found in 
Figure A5, was used to design the piles and pile cap to support 
the above-ground elements. Axial service loads and 
uplift/compression loads due to earthquake effects were taken 
into account with traditional geotechnical factors of safety. 
After integrating through the soil profile and employing 
spreadsheet analyses, six drilled shafts with a 1.6m diameter 
and 27m length were chosen. The pile cap was then designed 
with a length and width of 14.0m and 10.0m respectively to 
satisfy the minimum clearances between shafts and the shafts 
and edge of cap. The pile cap depth was designed through 
modeling on RC Members ACI-Builder in order to adequately 
resist bending of the cap and punching shear from the 
overlying pier, resulting in a 1.7m pile cap depth. The drilled 
shafts were checked for possible tension due to the earthquake 
uplift effect and designed with a minimum 1% steel 
reinforcement due to the lack of net tension. Steel 
reinforcement of the pile cap was also designed in order to 
resist the bending and punching forces, as seen in Figure A6. 
The overall structural design is illustrated in Figure 6. 

 
Figure 5 

RESULTANT PIER 
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Figure 6 
OVERALL STRUCTURAL SYSTEM 

 
TRANSPORTATION ANALYSIS 

I. Data Collection and Adjustments 
In order to start the analysis, ridership data was obtained 

through a 2012 Egis-Group report commissioned by the 
Council for Development and Reconstruction (CDR). The 
report provided demand data for various stations along a 
coastal route in Lebanon for a “weekday peak hour” during the 
years 2020 and 2030. The obtained data was developed in 
order to account for different congestion hours throughout the 
week and more efficiently placed train stations by distributing 
demand through tributary areas of ridership, as seen in Figure 7. 
The fluctuating nature of transportation demand throughout the 
hours of a day and different days of the week are is taken into 
account through redistribution coefficients diving the day into 
peak, non-peak and low demand hours, as seen in Table A3. 
The week was divided into weekdays and weekends and Excel 
spreadsheets were used to develop the data into a more 
accurate representation of reality. Table A4 provides the 
coefficients to adjust demand relative to weekdays. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7 
STATIONS ALONG COAST 

II. Operational Characteristics 
a. Fixed Block Control System 
The third edition of the TCQS Manual was used to 

determine the operational characteristics of the system. Having 
analyzed the control modes available, a fixed block system 
(FBS) was chosen to ensure safe operations of the trains. The 
FBS divides the track into 600m long blocks/spans with 

incorporated traffic signals at the beginning of each block, 
ensuring a safe minimum separation of two blocks between 
trains. Figure 8 illustrates the system in motion. A green light 
indicates there are two or more blocks separating trains, a 
yellow light indicates there is only one block of separation and 
informs the conductor to decelerate to 30km/h from a 
maximum design speed of 70km/h, and the red light alerts the 
conductor of a train presence in the same block and urges the 
conductor to stop immediately, waiting for further directions 
through a yellow caution light. 

 
 

 
 
 

Figure 8 
FIXED BLOCK SYSTEM 

 
b. Non-Interference Headway 
The non-interference headway is defined as the minimum 

safe separation between two adjacent trains, composed of the 
minimum headway, dwell time and operating margin. Equation 
A1 provided by section 8.5 of the TCQS Manual was iterated 
in order to calculate the minimum headway time between two 
trains of 43 seconds for an optimal station approach speed of 
23 km/h (6.389 m/s). Figure A7 illustrates the iterated relation 
between the minimum headway and approach speed. Then, 
using Section 8.5 of the TCQS Manual, a conservative average 
dwell time of 45 seconds per station and operating margin of 
25 seconds were determined. The total non-interference 
headway was calculated by summing up the three components 
to obtain 113 seconds. 

c. System Capacity 
The Bombardier MF2000 train consists of five railway 

cars with a comfortable capacity of 581 passengers and 1000 
passengers at surcharge. Taking into account the non-
interference headway and single train capacity, a LRT system 
with the maximum number of trains satisfying the headway 
would be able to service demand until the year 2052, 
accommodating 13,881 passengers per hour with a maximum 
frequency of 32 trains per hour. The capacity of the system 
increases to 23,891 passengers per hour when surcharge values 
are taken into account. The mentioned characteristics were 

Block A Block B 
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integrated into an Excel spreadsheet model linking forecasted 
demand values and system properties to compute the frequency 
of train movement and hourly passenger capacity according to 
Equation A2 found in section 8.5 of the TCQS Manual. The 
model also calculates the number of trains needed for any 
given year by projecting ridership according to a population 
growth factor derived from the forecasted demand data. Figure 
9 shows the yearly ridership and number of trains needed 
between the years 2020 and 2040 as calculated through the 
Excel spreadsheet model.  

Figure 9  
YEARLY RIDERSHIP AND NUMBER OF TRAINS  
The frequency of the movement of trains and system 

capacity values are shown in Figures A8, A9, showing the 
frequency of trains during the different hours of the weekdays 
and the weekends respectively, and Table A5, showing the 
system’s capacity for different hours from 2020 to 2040.  

III. Modes of Operation 
Two modes of operations were analyzed in order to 

optimize the system characteristics: an alternating stopping 
pattern where the trains stop at every other station (used in 
times of peak demand for faster trips) and a pattern that stops 
at every station (used in times of non-peak and low demand). 
Using inter-station distances and the kinematic characteristics 
of the train due to acceleration and deceleration rates found on 
the Bombardier Technical Specification Sheets, the travel 
times required to pass from one station to the next were 
obtained and used to yield the total trip duration through an 
iterative process with the optimal train speeds. In order to find 
the optimal speed at which the travel time is a minimum, an 
optimization model was set up with the objective of 
minimizing total trip duration. The optimal travel speed is a 
function of the number of stops along the system, leading to 
the derivation of varying optimal speed values according to the 
modes of operation. Figure 10 shows the variation of trip 
duration for different travel speeds for both modes of operation. 

Figure 10 
TRIP DURATIONS AND TRAVEL SPEEDS 

For the successively stopping mode, the optimal speed was 
found to be 70km/h. The Bombardier MF2000 technical 
specifications sheet validated the optimal speed of 70km/h as 
the “recommended operating speed”. The alternating-stopping 
mode’s optimal speed was found to be 90km/h. In order to 
reduce the discomfort caused by high noise levels due to trains 
passing at high speeds in an urban context and to relax the 
design criteria of the structural elements, the maximum speed 
was chosen to be 70km/h for both the alternating and 
successive modes of operation. Also, the difference between 
operating the alternating train at 90km/h instead of 70km/h 
was found to improve the travel time by only 0.79% (from 
39.31 minutes to 39 minutes). The alternating mode of 
operations, adopted in peak hours, sacrifices mobility: in case a 
passenger needs to commute between any two successive 
stations, they would be required to go to the nearest transfer 
station (Nahr El Kalb and Jal El Dib stations) and commute 
back to the station of choice. However, since demands during 
peak hours follow the trends of travelling southbound (into 
Beirut) during morning peak hours and northbound (out of 
Beirut) in the afternoon peak hours, the alternating mode of 
operation prioritizes the flow into and out of Beirut and 
therefore minimizes the time required to cross the entire 
system. The mode has reduced the travel time for a trip to and 
from the line’s extremities by 10 minutes, allowing a trip from 
Tabarja to Beirut (and vice versa) to be completed in 39 
minutes during peak hours, compared to the average 2 hour car 
ride. During non-peak and low demand hours, no clearly 
defined pattern of demand is visible and therefore accessibility 
and low waiting times are deemed more valuable than 
prioritizing the flow along the extremities. When operating 
under the successive stopping mode, a maximum waiting time 
of 5 minutes is maintained by the system. The time needed to 
cross the line from extremity to extremity is 49 minutes. Under 
this mode of operation, mobility is maximized such that 
passengers can board and un-board at any station. 

In conclusion, the model developed takes the train and 
system characteristics as an input and generates the hourly 
ridership and operational characteristics consisting of 
frequency of trains, number of trains, system capacity and trip 
duration for any given hour and day of any year. 

 
ENVIRONMENTAL ASPECT 

The main source of air pollution in Lebanon is transportation, 
with an estimated 2 million cars (434 cars for every 1000 
people1) amounting to 21% of greenhouse gas emissions in the 
country2. Implementing a LRT system will help to reduce air 
pollution, noise pollution, energy consumption, and vibration 
disturbances due to vehicles. Considering the aforementioned 
factors, the elevated LRT was designed in order to mitigate the 

                                                        
1 URBAN TRANSPORT DEVELOPMENT PROJECT. (n.d.).  
A Council for Development & Reconstruction Project 
2 State of the Environment Report. (2010).  
Chapter 4 
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effect on the environment and decrease greenhouse gas 
emissions, while also being aesthetically appealing with 
regards to structural design and addition of greenery along the 
route. 

I. Air Emissions 
The air emissions are mainly composed of carbon dioxide 

(CO2), along with particulate matter and other gases such as 
nitrogen oxides (NOx), sulfur dioxide (SO2), methane (CH4), 
nitrous oxide (N2O), and carbon monoxide (CO). According to 
the Ministry of Environment, an average car travels 
15,00km/year 3  and releases 260.4 g/km 4  of CO2 emissions. 
With 2 million cars, the total amount of CO2 released by 
passenger cars per year is 7.5 million tons.  

The Bombardier MF2000 used in the system saves 30% 
more energy5 when compared to other train models, totaling to 
a use of 24.5 KWh/km. In order to find the emissions produced 
by the LRT system, the energy needed to fuel the train is 
computed by setting the distance travelled by the train per day.  
Knowing that the system emits 0.638 kg of CO2 per KWh6, it 
produces 176 tons of CO2 per weekday and 148 tons per day in 
the weekend. 

In order to calculate the emissions saved by the train, the 
number of passengers on board per day between respective 
stations was found, considering peak, non-peak and low 
demand hours. The number of passengers was multiplied by 
the distance between stations. According to the relation that 
every 2.3 people share a car, the “equivalent” distance saved is 
computed. Finally, this distance was converted to carbon 
dioxide emissions using the respective factors. The net savings 
is equal to deducting the emissions produced by the system 
from the amount of “equivalent” emissions saved.  The system 
saved 108 tons/weekday and 91 tons/weekend-day. This is an 
equivalent of approximately 37,500 tons/year. A mature tree 
absorbs 21.77 kg/year7, making the emissions saved by the 
elevated LRT equivalent to the action of 1.7 million trees. As 
for the remaining air pollutants, savings of each chemical 
compounds were calculated for weekdays and weekends. 
Notable savings include 5,283kg of CO in weekdays and 
4,432kg of CO in weekends. 

II. Sound Pollution  
The LRT traverses densely populated areas, which are 

affected by noise pollution and vibrations due to vehicular 
vertical oscillations. The desired sound level is 67dB in 
residential areas and adopting an LRT, in itself, mitigates the 

                                                        
3 M., & U. (2015). MOBILITY COST: A Case Study for 
Lebanon. 
4 State of the Environment Report. (2007).  
Chapter 5 
5 Transportation, Press release. (2007). The RATP orders an 
additional batch of 49 MF 2000 Metro Trainsets for 189 
Million Euros. 
6 International Energy Agency. (2007). 
7 Discussions with Monty Maldonado, U.S. Forest Service, 
Forests Management, tree planting program, October 5, 2011 

amount of noise and vibration to the surrounding areas due to 
the reduced vehicular traffic.  

III. Energy Use  
 The energy required to power a Bombardier MF2000 is as 

low as 24.5 KWh/km due to regenerative braking, that saved 
17% of energy use. Regenerative braking reuses the energy 
normally lost as heat due to friction. As the train decelerates, 
the energy saved could be used to fuel lights, reacceleration, or 
for other operational services. This technique is desirable for 
this system due to the frequent stops of a commuter train. 
Regenerative braking both reduces energy consumption and 
extends the mechanical lifespan of the braking system – which 
would reduce future maintenance and repair costs. Overall, the 
5 KWh/km savings result in a decrease of CO2 emissions of 
35.75 tons/weekday and 30 tons/weekend-day. 
 

INITIAL COST ESTIMATE 

 The initial investment cost of the system was 
calculated taking into account many project-specific costs. 
Figure 11 illustrates the cost breakdown of the $621,000,000 
budget for the initial investment. 

 
Figure 11 

INITIAL INVESTMENT COST BREAKDOWN 
 

The cost per km for the LRT system is $25,875,000 
including land acquisition costs, compared to an approximate 
$39,000,000 cost per km for a two lane highway. 
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Appendix 
 

Table A1 
BOX GIRDER CROSS-SECTION PROPERTIES 

Property  Value 
Cross-sectional Area 5.88m2 

Moment of Inertia (X) 13.40m4 

Moment of Inertia (Y) 89.91m4 
Centroid Location along X 2.25m 
Centroid Location along Y 1.41m 

Overall Depth 1.80m 
Top Slab Thickness 0.20m 
Top Slab Net Width 8.90m 

Bottom Slab Thickness 0.135m 
Bottom Slab Width (Top) 3.98m 

Bottom Slab Width (Bottom) 4.50m 
Web Thickness 0.30m 
Wing Length 2.13m 

 
Figure A1 

SAP2000 TRANSVERSE MODELING 
 

Table A2 
TRANSVERSE MOMENT VALUES 

Moment Cause Overhang (T-
m) 

Top Slab Edge 
(T-m) 

Top Slab Center 
(T-m) 

Parapet -2.42 -0.46 -0.21 
RC Surface -0.36 -.22 0.16 
Live Load -3.04 -1.88 0.87 

Metal Tracks -.10 -0.06 0.04 
Service Moment -8.78 -3.90 1.55 

 

 
Figure A2 

PRESTRESSING OVAL TENDONS 

 
Figure A3 

PIER SPIRAL REINFORCEMENT 
 

 
Figure A4 

P-M STRENGTH INTERACTION DIAGRAM 
 

 
Figure A5 

SIMPLIFIED SOIL PROFILE 
 

 
Figure A6 

PILE CAP REINFORCEMENT PROFILE VIEW 
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Table A3 
WEEK AND DAY DISTRIBUTION OF DEMAND 

Weekday 

Peak 7:00 to 9:00 and 17:00 to 19:00 

Non-Peak 6:00 to 7:00, 9:00 to 17:00 and 19:00 to 
21:00 

Low 
Demand 5:00 to 6:00 and 21:00 to 24:00 

Weekend 
Peak 7:00 to 9:00 and 14:00 to 18:00 

Non-Peak 6:00 to 7:00, 9:00 to 14:00 and 18:00 to 
24:00 

 
Low 
Demand N/A 

 
Table A4 

DEMAND COEFFICIENTS ACCORDING TO TIME  
Time Period Demand Coefficient 
Weekdays 1 
Weekends 0.75 
Peak Hour 1 

Non-Peak Hour 0.6 
Low Demand 0.3 

 
Equation A1 

MINIMUM HEADWAY TIME 
 

tcs = √2(Lt+deb)
a+agGo

+ Lt
va

+ ( 1
fbr

+ b) ( va
2(d+agGi)) + ((a+agGo)lv2tos2

2(va) ) (1 − va
vmax

) +
tos + tjl + tbr 

Where: 
 𝐿𝐿𝑡𝑡 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑒𝑒𝑖𝑖𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙 𝑙𝑙𝑒𝑒𝑙𝑙𝑙𝑙𝑡𝑡ℎ 
 𝑙𝑙𝑣𝑣 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑖𝑖𝑙𝑙𝑒𝑒 𝑣𝑣𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙𝑒𝑒 𝑡𝑡𝑖𝑖 𝑝𝑝𝑒𝑒𝑡𝑡𝑝𝑝𝑒𝑒𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙𝑒𝑒 𝑓𝑓𝑡𝑡𝑙𝑙𝑓𝑓 𝑖𝑖𝑝𝑝𝑒𝑒𝑝𝑝𝑖𝑖𝑓𝑓𝑖𝑖𝑝𝑝𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙𝑙𝑙𝑖𝑖 
 𝑡𝑡𝑔𝑔 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑡𝑡𝑝𝑝𝑝𝑝𝑒𝑒𝑙𝑙𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙𝑙𝑙 𝑑𝑑𝑑𝑑𝑒𝑒 𝑡𝑡𝑙𝑙 𝑙𝑙𝑡𝑡𝑡𝑡𝑣𝑣𝑖𝑖𝑡𝑡𝑔𝑔 
 𝐺𝐺𝑖𝑖 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑡𝑡𝑡𝑡𝑑𝑑𝑒𝑒 𝑖𝑖𝑙𝑙𝑡𝑡𝑙𝑙 𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙𝑙𝑙 
 𝐺𝐺𝑜𝑜 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑡𝑡𝑡𝑡𝑑𝑑𝑒𝑒 𝑙𝑙𝑑𝑑𝑡𝑡 𝑙𝑙𝑓𝑓 𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙𝑙𝑙 
 𝑑𝑑𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑑𝑑𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡𝑙𝑙𝑝𝑝𝑒𝑒 𝑓𝑓𝑡𝑡𝑙𝑙𝑓𝑓 𝑡𝑡ℎ𝑒𝑒 𝑓𝑓𝑡𝑡𝑙𝑙𝑙𝑙𝑡𝑡 

      𝑙𝑙𝑓𝑓 𝑡𝑡ℎ𝑒𝑒 𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙 𝑡𝑡𝑙𝑙 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑙𝑙𝑓𝑓 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙𝑙𝑙 𝑒𝑒𝑒𝑒𝑖𝑖𝑡𝑡 𝑏𝑏𝑙𝑙𝑙𝑙𝑝𝑝𝑏𝑏 
 𝑣𝑣𝑎𝑎 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙𝑙𝑙 𝑡𝑡𝑝𝑝𝑝𝑝𝑡𝑡𝑙𝑙𝑡𝑡𝑝𝑝ℎ 𝑖𝑖𝑝𝑝𝑒𝑒𝑒𝑒𝑑𝑑  
 𝑣𝑣𝑚𝑚𝑎𝑎𝑚𝑚 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑓𝑓𝑡𝑡𝑒𝑒𝑖𝑖𝑓𝑓𝑑𝑑𝑓𝑓 𝑙𝑙𝑖𝑖𝑙𝑙𝑒𝑒 𝑖𝑖𝑝𝑝𝑒𝑒𝑒𝑒𝑑𝑑 
 𝑓𝑓𝑒𝑒𝑏𝑏 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑏𝑏𝑡𝑡𝑡𝑡𝑏𝑏𝑖𝑖𝑙𝑙𝑙𝑙 𝑖𝑖𝑡𝑡𝑓𝑓𝑒𝑒𝑡𝑡𝑔𝑔 𝑓𝑓𝑡𝑡𝑝𝑝𝑡𝑡𝑙𝑙𝑡𝑡 
 𝑏𝑏 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑒𝑒𝑝𝑝𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙𝑙𝑙 𝑖𝑖𝑡𝑡𝑓𝑓𝑒𝑒𝑡𝑡𝑔𝑔 𝑓𝑓𝑡𝑡𝑝𝑝𝑡𝑡𝑙𝑙𝑡𝑡 
 𝑡𝑡𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑡𝑡𝑖𝑖𝑓𝑓𝑒𝑒 𝑓𝑓𝑙𝑙𝑡𝑡 𝑡𝑡𝑙𝑙 𝑙𝑙𝑣𝑣𝑒𝑒𝑡𝑡𝑖𝑖𝑝𝑝𝑒𝑒𝑒𝑒𝑑𝑑 𝑙𝑙𝑙𝑙𝑣𝑣𝑒𝑒𝑡𝑡𝑙𝑙𝑙𝑙𝑡𝑡 𝑡𝑡𝑙𝑙 𝑙𝑙𝑝𝑝𝑒𝑒𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒 

       𝑡𝑡𝑙𝑙 𝑡𝑡𝑑𝑑𝑡𝑡𝑙𝑙𝑓𝑓𝑡𝑡𝑡𝑡𝑖𝑖𝑝𝑝 𝑏𝑏𝑡𝑡𝑡𝑡𝑏𝑏𝑖𝑖𝑙𝑙𝑙𝑙 𝑖𝑖𝑔𝑔𝑖𝑖𝑡𝑡𝑒𝑒𝑓𝑓 
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Equation A2 
RIDER CAPACITY 

 
𝑃𝑃 = 𝑇𝑇𝑁𝑁𝐶𝐶𝑃𝑃𝐶𝐶(𝑃𝑃𝑃𝑃𝑃𝑃) 

Where: 
 𝑃𝑃 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑑𝑑𝑒𝑒𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙 𝑝𝑝𝑒𝑒𝑡𝑡𝑖𝑖𝑙𝑙𝑙𝑙 𝑝𝑝𝑡𝑡𝑝𝑝𝑡𝑡𝑝𝑝𝑖𝑖𝑡𝑡𝑔𝑔 (𝑝𝑝𝑡𝑡𝑖𝑖𝑖𝑖𝑒𝑒𝑙𝑙𝑙𝑙𝑒𝑒𝑡𝑡𝑖𝑖 𝑝𝑝𝑒𝑒𝑡𝑡 ℎ𝑙𝑙𝑑𝑑𝑡𝑡) 
 𝑇𝑇 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑖𝑖𝑙𝑙𝑒𝑒 𝑝𝑝𝑡𝑡𝑝𝑝𝑡𝑡𝑝𝑝𝑖𝑖𝑡𝑡𝑔𝑔 (𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙𝑖𝑖 𝑝𝑝𝑒𝑒𝑡𝑡 ℎ𝑙𝑙𝑑𝑑𝑡𝑡) 
 𝑁𝑁𝐶𝐶  𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑙𝑙𝑑𝑑𝑓𝑓𝑏𝑏𝑒𝑒𝑡𝑡 𝑙𝑙𝑓𝑓 𝑝𝑝𝑡𝑡𝑡𝑡𝑖𝑖 𝑝𝑝𝑒𝑒𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙 (𝑝𝑝𝑡𝑡𝑡𝑡𝑖𝑖 𝑝𝑝𝑒𝑒𝑡𝑡 𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑙𝑙) 
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 𝑃𝑃𝑃𝑃𝑃𝑃 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑝𝑝𝑒𝑒𝑡𝑡𝑏𝑏 ℎ𝑙𝑙𝑑𝑑𝑡𝑡 𝑓𝑓𝑡𝑡𝑝𝑝𝑡𝑡𝑙𝑙𝑡𝑡 

Figure A8 
WEEKDAYS FREQUENCY 

 

Figure A9 
WEEKEND FREQUENCY 

 
Table A5 

WEEKEND (WE) AND WEEKDAY (WD) CAPACITIES 

Year 
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Peak-
Hour 

WD 
Non-
Peak-
Hour 

WD 
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Dema
nd 

WE 
Peak-
Hour 

WE 
Non-
Peak-
Hour 

WE Low 
Demand 

2020 11,620 6,972 3,486 8,715 5,229 2,905 

2025 13,363 8,134 4,067 10,458 6,391 3,486 

2030 15,687 9,877 5,229 12,201 7,553 4,067 

2035 18,592 11,039 5,810 13,944 8,715 4,648 

2040 21,497 12,782 6,391 16,268 9,877 5,229 
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Abstract - With 13 traffic deaths per 100,000 capita per year, 
Lebanon ranks among the top-20 list of countries with the highest 
traffic deaths rate. It is therefore crucial to take action. Traffic Law 
enforcement was incapable of providing a remedy for this problem 
mainly because of the public unawareness. The bad cultural context 
regarding traffic laws, and the recurrent traffic jam problems are 
also to blame. Thus, a more elaborate action plan has to be 
developed. This project examines the feasibility of implementing the 
first medical aerial transport system in Lebanon. which is bound to 
save thousands of lives that are lost due to ambulance delays in 
traffic jams. The project handles two major issues: the first is the 
technical and structural execution of the helipads’ and helicopter’s 
network, whereas the second tackles the network operation and 
managerial aspect of the proposed project. This paper also 
illustrates a proposition for amending the Lebanese construction 
and urban laws in order to enforce the adoption of aerial transport 
through building helipads on each hospital and within each newly 
developed area. 

I. INTRODUCTION 

Car crashes are leading causes for mortality, a study by the 
UNDP suggests. In fact, every year, 1.2 million people 
worldwide die on the road and 50 million are injured in traffic 
accidents [1]. A rough estimate of 15% of these deaths are either 
due to the delay of arrival of the ambulance to the site, or due to a 
delay during the transportation process of the patient to the 
nearest hospital. Taking a closer look at the case in Lebanon, one 
notices that the elite hospitals are clustered in the Greater Beirut 
Area (GBA) and expands gradually to Mount Lebanon district. 
On the other hand, a survey of car accidents per district reveals 
that most of the fatalities and injuries resulting from car accidents 
take place within Beirut and Mount Lebanon [2]. Figure 8 in 
Appendix A illustrates this statistical study. 

In Lebanon, according to the Red Cross, 10.3% of people 
involved in car crashes have died in 2014 [3]. In fact, the delay 
due to traffic jams worsens the case of many patients that incur 
drastic negative health impacts Thus, implementing a system that 
decreases the transportation time of these victims is expected to 
significantly reduce the number of casualties. Accordingly, 
putting in place an air ambulance network consisting of 
helicopters, helipads and heli-stations will serve this purpose 
perfectly and reduce the number of casualties. This system has 
been implemented and tested in many developed countries and 
has proven to be extremely beneficial [4]. 

This project aims at examining the feasibility of creating a 
network of aerial transport that connects the different hospitals 
within the Greater Beirut Area, with main highways and major 
axis. The design stage of the medical aerial transport network 
includes the different physical design components such as 
choosing a design helicopter, designing the helipads and heli-

stations. Moreover, it studies at length the feasibility of 
implementing such a program, while examining its advantages 
and drawbacks, within the context of the different general and 
technical constraints. 

II. LITERATURE REVIEW AND PROJECT MOTIVATION 

Establishing an aerial network for emergency transportation is 
rather expensive and problematic in a country such as Lebanon. 
For that reason, a detailed analysis of the traffic accidents in this 
country and the design elements associated with the project is a 
must. 

 
2.1 Traffic deaths in Lebanon 

Statistical results of accurate quantification of the number of 
accidents, and the resulting casualties and injuries are 
substantially scarce. The problem with Lebanon is the lack of 
governmental care regarding such issues; however, this has been 
slightly modified during the last couple of years. Most of the data 
regarding accidents and casualties are acquired from NGO’s and 
global traffic surveillance organizations. Table 1 below shows the 
number of traffic deaths per 100 000 capita, in Lebanon for the 
years 2008, 2009, and 2010 [2]. 
It it is estimated that by the year 2020 [5]: 

• Road traffic deaths and injuries will experience a rise by 
65% in middle and low-income countries. 

• Road traffic deaths and injuries will experience a 
reduction of 28% in high-income countries. 
 

Table 1 Deaths due to Road Traffic in Lebanon 
Year	   Deaths	  per	  100	  000	  population	  
2008	   11.2	  
2009	   12.1	  
2010	   12.9	  

Source: Section of Service and Operation, Internal Security Forces (ISF) 

Before examining the reasons behind these differences across 
countries with varying income, it is crucial to examine the user 
categories of road casualties in Lebanon. 

Figure 1 below illustrates the traffic deaths by road user category 
in Lebanon, 2010 [2]. 
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Figure 1 Death by Road User Category 

It is clear that pedestrians have a substantially high share of the 
traffic deaths (33%), whereas buses and cyclists have negligible 
percentages. 
2.2 Cost of Traffic Death  

Traffic collisions are costing Lebanon 3.2-4.8% of its GDP, 
yearly. 
According to the World Health Organization (WHO), the 
estimated GDP lost due to road traffic crashes amount to 1.5M – 
USD 2.2M yearly [5]. 

The latest report conducted by the WHO reported:  
• Yearly traffic fatalities of 649 (77% males, 23% 

females), these are reported 
• The estimation of the actual number is 1088, which is 

equivalent to 22.6 per 100,000 capita 
• A yearly GDP loss of 3.2-4.8% which is equivalent to 

1.5 to 2.5 M USD 
• 43% of fatalities are pedestrians 
• 1 in every 5 victims of traffic accidents dies inside the      

ambulance while reaching the hospital 
 

2.3 Death Fatalities in Greater Beirut Area 

Statistics showed that most of the road accidents, fatalities and 
injuries, occur within the greater Beirut area. Most of the 
hospitals located in this zone lack the existence of a helipad, and 
if present, it is inoperable, except for three hospitals: Rizk 
hospital, Hotel Dieu de France hospital and Saint George 
Hospital. 

After analyzing data from numerous sources, and referring to the 
Kunhadi organization and the Lebanese ISF, a GIS mapping of 
the hottest accident zones within the GBA were highlighted on a 
map resented in Figure 2 below. 

The zones Khalde, Airport road, Ouzaai, Mansourieh, Sin El Fil, 
Dbayeh, and Jal El Dib have the highest reported traffic accident 
rates per year. These zones share in common 2 features. First, 
they all house a major highway, on which most of these accidents 
occur. Second, they do not have any major hospital surrounding 

them. This leads to the extension of transportation time of the 
victims to hospitals existing in other zones.  

 
2.4 Relevant case studies 

Two of the most important cases reflecting the success of 
medical air transport programs are the London and Canada 
programs. 

 
2.4.1 London medical air transport program 

The London Air Ambulance charity saved 1818 patients in 2013, 
34% of which resulted from road traffic collisions. Research 
showed that the service reduced the chance of death of severely 
injured patients by 48% and that of serious trauma by 30-40%. 
(Annual Review– London's Air Ambulance, 2013-2014). The 
operation of this service costs $3.5million to run every year. It is 
partly funded by the government, but it relies mainly on 
corporate donors and charitable donations.  
 
2.4.2 Canada medical air transport program 

The “Canadian Journal of Surgery” published a 10 yearlong 
study in which it claimed that “Patients transported to hospital by 
helicopter have a better chance of surviving traumatic injuries 
than those transported by ground ambulance despite having more 
severe injuries and needing more surgical interventions” 
(Canadian Journal of Surgery, February 4, 2014). However, due 
to the relatively high cost of air transport, it is still limited to 
emergency cases that present high risks if transported using 
typical land means. 

 
Figure 2- TAZ in the GBA Showing the Frequency of Reported 

Accidents/Year 
2.5 Design helicopter 

Based on literature and research, Schweizer helicopters presented 
themselves as the most eligible and credible models of medical 
helicopters. This type of helicopter comes in a wide variety of 
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sizes; Table 3 in the Appendix C illustrates the different models 
available alongside their attributes [6]. 

After thorough investigations and analysis, and taking into 
consideration the fact that this aerial transport network is new to 
the country, a relatively light helicopter was chosen, which has a 
low lease price and small dimensions that fits the existing 
helipads. The helicopter chosen is the Shweizer S-434, which has 
the following characteristics: 
• Max takeoff weight: 2900 lbs 
• Length: 31.2 ft 
• Diameter: 27.5 ft 
• Crew required for operation: 1 
• Additional patients/passengers: 2-3 

III. METHODS AND OPERATION 

After analyzing the issue related to traffic accidents in Lebanon, 
and after looking at several case studies of countries that once 
encountered similar problems, it became evident that action must 
be taken in order to save the lives of many citizens as well as 
reduce the costs of these accidents. Considering the fact that 
Lebanon is in debt, and the execution of large expensive projects 
is rather impossible, it was decided to limit the project to the 
Greater Beirut Area. In fact, the GBA houses more than 50% of 
the Lebanese population and scores the highest rate of reported 
accidents. 
The solution proposed is to develop the first air ambulance 
transport network in Lebanon, allowing patients to be transferred 
directly to hospitals, bypassing the traffic of the GBA, and 
minimizing the transportation time of passengers that are in 
critical conditions. 
Establishing such a network requires the following: 

1. A map showing the hottest accident zones within the 
GBA, with the associated yearly number of fatalities and 
injuries. 

2. A detailed course of action in cases where aerial 
transport is needed, and a categorization of the cases. 

3. Detailed guidelines for the construction of helipads. 
4. Mapping of the locations of major hospitals, and 

installed helipads and helistations. 

3.1 Hot Accident Zone 
The Lebanese Internal Security Forces (ISF), with the help of 
Kunhadi, recorded the location and severity of accidents across 
Lebanon for the last 5 years. This data was integrated in a 
Geographic Information System (GIS) in order to identify hot 
accident zones. Figure 9 in appendix B illustrates the mapping of 
these zones; the columns illustrate the total number of accidents 
per zone per year – ranging between 0 and 28, the yellow section 
represents the number of injuries, and the red section represents 
the number of fatalities (Refer to Map 2 in Appendix A). 
 

3.2 Operation and Action in case of Emergency 
In air ambulance transport, there are three relatively distinct 
operations: 

1. Primary response: A case that is so urgent, which 
requires the transport of medical personnel and/or 
equipment to the site of the accident, as the state of the 
victim is highly unstable. 

2. Secondary response: Direct delivery of a helicopter to 
the nearest helipad to the site of the crash. In this case,	  
the victim is then transferred aerially to the nearest 
hospital or medical center. 

3. Tertiary response: Planned urgent transfer of patients in 
between hospitals, due to the lack of equipment, space, 
or expertise at the medical center at which the patient is 
currently at. 

The phone operator receiving the call for emergency assesses and 
categorizes the call. This person then calls the operation base of 
the air ambulance network. The base then answers the request 
according to the case at hand. 
Operating such a network is faced by a series of constraints: 

1. Helicopters are costly to procure and operate. 
2. Weather conditions are a major concern, as they can ban 

the possibility of delivering a helicopter to the site. 
3. Primary responses are limited to daytime, as the 

operation of a medical crew on-site is rather impossible 
during night-time. 

4. Categorization of the case is a hard job, as people 
reporting accidents are often traumatized and might 
exaggerate in describing the on-site case. 

5. Aerial transport is expensive, and if the government 
doesn’t sponsor this service, then the patient being 
transferred will have a large bill on his account in order 
to be transferred. 

Managing the aerial ambulance network requires high efficacy 
and good managerial role distribution, therefore, the following 
chart developed, dictates the chain of command required in order 
to operate the network. Note that this chart illustrates the base 
managerial hierarchy, neglecting the medical crew and pilots 
operating on site, as these depend on sponsorship level 
corresponding to the project. 

 
Figure 3-Managerial Hierarchy at the Operation Base 
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3.3 Helipad construction guidelines 
Such a network, even if managed perfectly, cannot operate with 
the current number and spread of helipads. A detailed scan of the 
numerous hospitals present within the GBA revealed that only 
three hospitals have a current fully operational helipad. Therefore, 
it is extremely important to impose the construction of a helipad 
associated with each existing hospital. Moreover, the project 
proposes the idea of establishing on-site helipads on several 
major highways and in hot accident zones, in order to answer 
urgent calls and bypass traffic jams. 
The construction of a helipad is subject to many constraints and 
guidelines, regarding its dimensions and its accessories. These 
guidelines are illustrated in the following list, and derived from 
the guidelines of the ministry of health in Australia [7]: 

1. The location of a helipad is very important, as it shall be 
placed in a high-rate accident zone, and shall be as far as 
possible from buildings and surrounding residential 
areas. Preferably on elevated area such as rooftops. 

2. The minimum size of a helipad is 9x9 m, as a landing 
area, which is going to be set as 12x12 meters for our 
case, in accordance with the design helicopter chosen in 
the literature section. 

3. A final approach and takeoff area (FATO) shall be 
provided around the helipad-landing center, which shall 
have a radius of 27.5 meters at least. 

4. Safety shall be provided by ensuring that no obstacles 
stand in the path of the helicopter while landing or 
taking off. Moreover, safety nets shall be established 
around the helipad and approach segment if it is 
elevated. 

5. Lighting equipment shall be provided heavily around the 
helipad in order to allow for night operations, and 
during fog and bad weather conditions. 

6. Wind velocity information device shall be installed on 
each helipad, in order to assist the operation of the 
helicopter. 

7. Approach guidance lights and land markings shall be 
provided as well in cases where the helipad is not clear 
enough from the sky. 

8. Ground markings on the landing pad shall be large and 
clear enough for it to be distinguished from aerial 
elevation. 

9. A pathway to the helipad shall be provided with a width 
of at least 1.2 m and a length exceeding 8 m. 

Figure 10, in Appendix D shows the layout of a roof helipad [4].  
 

3.4 Helistation Design 

The helistation is a conceptual structure design, which aims at 
providing a helipad on major highways and locations of interest 
for emergency evacuations. 

The helistation is a fully equipped structure that comprises of a 
series of 6 columns and 2 beams, spanning over the two sides of 
a highway. The columns and beams withstand a helipad on top, 

which is linked through ramps with two elevators, one on each 
side of the road. The elevators help carrying the ambulance up to 
the level of the helipad, and then the patient is transferred to the 
helicopter waiting on the helipad. The helistation was designed in 
a manner that doesn’t interrupt moving traffic, and designed 
structurally in order to withhold the dynamic loads incurred by 
the landing and taking off of the aircraft. 

Figure 4 below illustrates the dimensions and general layout of 
the helistation. 

The clear span from the pavement ground level to the bottom of 
the drop beam is 10 meters, and the elevation of the ground of the 
helipad is 12 meters with respect to the PGL. 
This structure was designed using ETABS, in order to withstand 
the live loads imposed by the helicopter’s landing and takeoff 
movements. 
 
Input data: 

Table 2 below illustrates the basic data used to design the 
helistation [8]. 

Table 2. Input Data on ETABS for Helistations 
Element Characteristics 
Placement 6-lane highway 
Height of Station 12m 
Slab Thickness 0.5m 
Static Loads 1.6DL+SDL+1.2LL 

! Dead Load (DL)  

! Superimposed Dead Load 
(SDL)  

10 KN/m to be uniformly 
distributed  

! Live Load (LL) 3 KN/m to be uniformly 
distributed on all floors. 

Helipad Special Loading  
! Uniformly distributed. 1.92 KN/m2 
! Load applied on 10x10 cm as 

to produce maximum effect. 
13.35 KN  
 

! Two concentrated loads 2.5 m apart of 0.75xMTW 
(Max Take-off Weight which 
is 2900lb) 

 
Figure 4-Dimensions and General Layout of a Helistation 
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Figure 12 in appendix F illustrates the 3D modeling of the heli-
station, and the following list elaborates on the base data used in 
modeling the structure. 
Design: 
From the results we got, we noticed that the best outcome we will 
get is by having two types of columns (col1 at the extremities and 
col2 at the center beneath the helipad) and two types of beams 
(beam1 at the extremities and beam 2 at the center beneath the 
helipad).  

Tables 5 and 6 in Appendix F illustrate the design 
recommendations for the beams and columns associated with the 
helistation. 

Figure 13 in appendix F shows the deflected shape of the station.  
The maximum displacement occurs at mid-span on either way of 
the station, and has a value of 4 mm which is an acceptable value. 
 

3.5   Aerial network 
Based on the hot zones analysis, an aerial network is established 
as to cover as much areas as possible and insure proper 
functioning of this service, while minimizing the capital cost. 
This network comprises of two main components. The first one is 
the hospital helipads, which shall be installed on each hospital 
rooftop. The second component is the heli-stations installed on 
major arterials within hot traffic accident zones. 
Trying to limit the imposed capital cost of the project, only four 
heli-stations are to be set up: 

1. At Khalde, on the Beirut-south highway 
2. At Jnah, on the Verdun-Ouzaai highway 
3. At Mkalles, on the Siyyad-Mansourieh highway 
4. At Jal El Dib, on the Beirut-North highway 

The radius of influence of each helistation was studied and 
illustrated in Figure 5 below. Moreover, the relation between the 
heli-stations and the hospitals is studied and delineated in Figure 
6 below. 

 
Figure 5-Radius of Influence of each Helistation 

 
Figure 6-Relationship between Helistations and Hospitals 

IV. STRUCTURAL DESIGN OF THE AUBMC HELIPAD AND 
HELISTATIONS 

From a structural design perspective, two structures were 
analyzed, the first is the new AUBMC building, and the second is 
the designed heli-station. 

 
4.1 Case Study: AUBMC 

To check if the existing building can withstand the helipad and 
helicopters’ accompanying forces, the AUBMC building was 
modeled using ETABS software as shown in Figure 11 in 
appendix E. 
Input 

Table 3 illustrates the data used and the underlying assumptions 
that were engaged in the structural analysis of the AUBMC 
building [8]. 

Table 3. Input Data on ETABS for AUBMC 
Element Characteristics 
Columns 800x800 mm with 20 bars 

#6 
Beams 400x200 mm 
Static Loads: Load combination is as 

follow: 
1.6DL+SDL+1.2LL 

! Dead Load (DL)  
! Superimposed Dead Load 

(SDL) 
0.5KN/m to be uniformly 
distributed on all floors. 

! Live Load (LL)  3 KN/m to be uniformly 
distributed on all floors. 

Helipad Special Loading  
! Uniformly distributed. 1.92 KN/m2 
! Load applied on 10x10 cm as to 

produce maximum effect. 
13.35 KN  
 

! Two concentrated loads 2.5 m apart of 0.75xMTW 
(Max Take-off Weight= 
2900lb) 
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Output and Analysis  

The deflected shape is shown in Figure 7 below. Note that the 
maximum deflection, which is highlighted in red below, has a 
maximum vertical displacement of 5mm which is an acceptable 
value. 

Moreover, regarding columns and the moments applied on the 
slabs, it was noted that: 
1. Two frames, column C16 and beam B17, are under high 
stresses and failure might occur. The absolute maximum moment 
in the column C16 is 52.55 KN.m, which is still in the acceptable 
range. 
Also, for B17, we have: 

• Absolute maximum shear= 26.23 KN (in the range) 
• Absolute maximum moment= 31.856 KN.m (in the 

range) 
• Maximum deflection= 1 mm (acceptable)  

2. The maximum moments applied at story 4 (the most critical) 
for the slab are all within the acceptable range. 

This structural analysis of the AUBMC building yielded the 
conclusion that it surely can withstand the additional weight of a 
helipad. Moreover, the dimensions of a helipad were integrated 
within the rooftop dimensions and it was found that there is 
enough space to integrate one. However, the AUBMC is located 
in the heart of Hamra, and the construction of a helipad might 
disrupt inhabitants of this area due to noise contours, and to 
safety measures associated with landing a helicopter in the midst 
of a building’s cluster. This is problematic and could cause many 
inconveniences to the residents of the area. 

 
Figure 7 -The Deflected Shape of the Building 

 

V. FEASIBILITY STUDY 

Referring to Kunhadi data, and some of the ISF data, an 
assessment of the annual cost of accidents in Lebanon is made. 
First of all, the total accident costs, including disabilities, and car 
repairs, are assessed at 1.8 Billion USD per year. However, 
isolating the mortalities costs only (as this project focuses on 
reducing these) they are estimated at 1.5 to 2.2 Million USD per 
year [9]; which is paid by the government to the families of the 
deceased as compensation (cost per life of a Lebanese citizen). 

This number is compared with the cost of running the aerial 
network proposed. The cost of the system is split between the 
cost of building the helipads and helistation and the cost of 
operating the helicopters and base. Table 4 below illustrates the 
operation cost of each helicopter, and its estimated generated 
revenues. These numbers are based on the report of feasibility of 
helicopter emergency medical services in Humboldt County USA 
[10]. 
 

Table 4-Feasibility o operation per helicopter 
Item Unit cost Cost$/year 

Mid-size helicopter lease, fully equipped 55,000$/month 660000 

Operating crew wages 8,000$/month 96000 

Base operation costs 22,000$/month 264000 

Yearly training programs for crew 10,000$/year 10000 

Depreciation of equipment 15,000$/year 15000 

Lighting and helipad maintenance 2000$/month 24000 

Fuel cost 120$/hour 100000 

Yearly cost of operation per helicopter 1,170,000 $ 

Fee per response 500$  

Estimated revenues, based on 
2responses/day 

360000  

Yearly net cost of operation 810,000$ 

Each helicopter will cost around 800,000$ to operate on a yearly 
basis. Considering the fact that the proposed network requires 4 
helicopters, the gross cost is assessed at 2,400,000 USD yearly, 
which is relatively equivalent to the cost imposed by the traffic 
deaths yearly. Moreover, the capital cost of building helipads on 
each hospital is the responsibility of the hospital itself, and that of 
building the helistation is rather negligible on the long run. 
Therefore, the proposed aerial network is feasible. 

VI. TRAFFIC LAW AMENDMENT 

Traffic laws are poorly enforced in Lebanon, of which only five 
are currently applicable. These laws are the national speed law, 
the national drink-driving law, the national motorcycle helmet 
law, the national seat belt and phone use law, the national child 
restraint law. Also, for security reasons, according to the 
Lebanese regulation, only the Lebanese Air Force has the right to 
fly helicopters over the country. This project is highly related to 
the government, and it requires the amendment of this regulation 
and the execution of a new law, forcing all hospitals to acquire a 
helipad on its rooftop or surrounding environment, in accordance 
with global standards, that were previously listed in this paper. 
However, if that is not possible, this project is jeopardized and 
cannot be applied to Lebanon. 
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VII. SUMMARY 

This paper analyzed the traffic deaths situation in Lebanon, and 
assessed the severity of the problem. Moreover, it tackled this 
problem by proposing a solution in the form of an aerial 
ambulance transport system, which covers the greater Beirut area. 
This system was found to be feasible on the long term. However, 
it faces a huge constraint, which is the governmental engagement 
in order to implement new laws related to this matter and making 
sure they are enforced. 
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APPENDIX A CAR ACCIDENTS PER MOHAFAZAT 

 
Figure 8 Distribution of Car Accidents in 2010 

APPENDIX B: GIS MAPPING OF THE HOTTEST ACCIDENT 
ZONES WITHIN GBA 

 
Figure 9- Mapping of the Hottest Accident Zones as Function of Mortalities 

and Injuries 
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APPENDIX C-SHWEIZER HELICOPTERS CATALOG 
Table 3-Shweizer helicopters catalog 

 
APPENDIX D – ROOF HELIPAD GENERAL LAYOUT 

 
Figure 10-Helipad general layout 

APPENDIX E – AUBMC ETABS MODEL 

 
Figure 11 -the AUBMC building modeled on ETABS 

APPENDIX F – HELISTATION STRUCTURAL ANALYSIS 

 
Figure 12-Helistation ETABS model 

 
Table 5-Design requirements for columns 

Design Input\Column Type 1  Type 2 

Cross-Section (m2) 1.2x1.2 1.2x1.2 

Length (m) 12 12 

Rebar (cm2) 140 140 

Design Pult (KN) 463 2487 

Design Mx (KN.m) 62 -55 

Design My (KN.m) 379 -133 

 
Table 6-Design requirements for beams 

Design Input\Beam Type 1 Type 2 

Cross-section (m2) 1x1 1x1 

Length (m) 13 6 

Rebar Top(cm2) 30 10 

Rebar Bottom(cm2) 20 5 

Design +ve Moment (KN.m) 546 125 

Design -ve Moment (KN.m) -1092 -250 

 

 
Figure 13- the deflected shape of the heli-station 
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Abstract - For years, AUB students have been 
suffering from the lack of a parking facility in the 
university which is solely dedicated to them. Thus, 
students are forced to search for a space to park their 
cars around the university’s area which can be very 
time-consuming. The street parking spots and the 
small-sized parking lots nearby are not sufficient. 
Therefore, the main objective of this project is to 
design a Multi-Story Automated Parking Facility 
replacing the existing lot found in OSB, lower 
campus which will be dedicated to AUB students. It is 
of great importance to emphasize that the proposed 
parking facility is aiming to be environmentally 
friendly, where the design will intend to acquire the 
Green Garage Certificate. This certificate defines 
sustainable practices utilized in the structure, 
management, design and technology of the garage. 
Hence, the facility will be another AUB innovation 
that abides to international green standards. A design 
will be proposed and the feasibility of the project will 
be investigated.  

 
I. INTRODUCTION  

 
A. General Overview 

For AUB students that drive to campus, there 
has been a long-term struggle when it comes to finding a 
parking space for their car. In the early hours of the 
morning, it is almost impossible to find an empty 
parking spot since working individuals manage to 
occupy these spaces most of the time. Moreover, on Ein 
El Mraysse Road and Bliss Street lays a large number of 
coffee shops and restaurants that have reserved parking 
spaces for their customers. In addition, the narrow road 
on Bliss Street makes it unmanageable to park any car 
on street without causing traffic congestions. 

Therefore, in a serious attempt to solve the parking 
crisis, this project presents a concept that will ensure the 
availability of parking spaces for AUB  undergraduate 
students, while taking into account the status of AUB as  

 
a pioneer in incorporating sustainability and 
environmental technologies into its campus. The 
proposed project is constructing a Green Automated 
Multi-Story parking facility for AUB undergraduate 
students. 
 

B. Project Description 

The proposed facility is planned to be constructed 
on the existing OSB parking lot facing Irani Oxy 
Building, lower campus owned by AUB. Fig. 1 below 
shows the exact location of this parking lot as shown on 
Google Earth. The final decision of the authors is to 
construct the Green Multi-Story Parking Facility which 
would be composed of ground floor parking spaces 
reserved for bicycles, motorcycles and handicapped 
spots, 4 upper floors and 3 underground floors that 
employ an innovative automated parking system. 

 
Figure 1 - Google Earth image of the existing OSB lot. 

It must be noted that the automated parking system 
utilizes computer-controlled machines that are similar to 
lifts, whereby a car that arrives on the lift’s platform is 
transported to an available parking space, and then 
brought back to the passenger without any human 
intervention. A section of the facility entrance will 
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include aisles that have the base of the machine that will 
carry the parked car to an empty parking spot.  To 
understand this concept, Fig. 2 provided in the appendix 
can visually explain the concept. This system is designed 
to minimize the area used to park cars, eliminate most 
disturbances of conventional parking and withstand an 
immensely higher capacity of parked cars in comparison 
with a regular parking lot. Therefore, according to 
Automotionparking.com, the automated system is 
environmentally friendly and cost efficient, which are 
significant features that the authors want to attain in their 
proposed design. Further investigations will ensure the 
feasibility of such a structure. 

 
II. SURVEY RESULTS 

 
In this part of the study, the authors will present a 

survey to get the probable demand for parking spaces. 
The survey will also tackle the monthly parking fee to 
get an incentive on the pricing that will be adapted by 
the end of the project. The main objective of this survey 
is to get the peak number of vehicles arriving to the 
parking facility and the corresponding peak time. The 
document in the appendix shows the survey presented to 
AUB students. A brief summary of the obtained findings 
is found below: 

 
A. Mode of Transportation  

Students were asked about their mode of 
transportation upon arrival to and departure from AUB. 
The results acquired are presented in the Fig. 3 below.  

 
Figure 3 - Survey statistic of Current Student 
Transportation Mode. 

The students who need a parking spot are those 
driving private car (alone). They represent 43% 
respectively of AUB students. Knowing that AUB has 
around 7500 students, according to AUB’s registrar 
office, this means that 43% × 7,500 = 3225 students 
currently drive to AUB. These 3225 are most likely to 
use the new parking facility. 

In addition, from Fig. 3, 28% currently use service 
or bus, or are carpool passengers in a car. (21%+7%) 
28% of 7500 students is 2100 students, and of these 41% 
(obtained from question 6 in the survey) might be 
willing to change their commute mode to driving to 
AUB and thus must be considered as potential demand 
for our parking facility. 41% of 2100 students = 861 
students who are most likely to use the new parking 
facility. Unfortunately, it is inevitable that a portion of 
students will convert from public to private 
transportation, but it is mainly due to the chaotic 
Lebanese public transportation means and that it is more 
comfortable for some students to drive to AUB. 

 
B.  Cost 

Of the total (3225 + 861 = 4086) students under 
study, around 20.6% (obtained from survey question 7) 
will be willing to pay a monthly fee of the proposed 
100$ according to willingness to pay information 
obtained from the same survey. This subscription rate 
was chosen on the basis that it is equal the average 
subscription charge in the Bliss area, and at the same 
time, high enough to control the demand on the parking 
facility generating enough income to eventually cover 
the costs of the construction of the facility in a 
reasonable amount of time.  

C. Demand 

    The estimated parking demand is: 20.6% × 4086 
students = 842 parking spaces. 
     In addition, this demand estimate can be further 
adjusted to more accurately model the actual demand. 
This is bearing in mind that not all the students 
considered for the parking facility will be on campus at 
the same time (around 79% are present at the same 
time), and that there are a number of students who have 
classes only 2 or 3 days of the week (90% have classes 
every day). Therefore, the adjusted daily demand is: 
842 × 0.79 × 0.9 = 599 parking spaces. Therefore, our 
design demand will range between a minimum of 600 to 
a maximum of 700 spaces. Currently, the parking is 
designed for a capacity of 600 cars. 

14.00% 

43.00% 

7.00% 

21.00% 

12.00% 
2.00% 1.00% 

Transportation Mode 
I live on
campus

Private car
(alone)

Carpooling

Public Taxi or
Bus/Van

Walking

Motorcycle

SAMPLE SIZE = 629 
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D. Peak Hour 

From the survey, about 24% of students will arrive 
on 8:00 am approximately on both TR and MWF 
schedules, followed by a 21% on 9:00 am. This needs a 
queuing and operations system that can handle 24% of 
the 599 parking spots at a time. This 144 cars peek time 
will be distributed along 4 car lifts that move with 0.6 
m/sec. This is achievable and does not cause congestion 
in the parking structure. However in terms of departure 
of students, peek time does not have a constraint on the 
operations of the structure since its widely distributed 
along all times of day with a maximum departure of 17% 
at 2:00 pm. The values obtained above are from survey 
questions concerning the schedule of students. 

III. GEOTECHNICAL FINDINGS 
 

In this section, the researchers will illustrate the 
geotechnical data corresponding to the site. Since 
conducting a full geotechnical investigation, with 
samples to be collected and tested, is costly and requires 
well-experienced professionals, the necessary data will 
be analyzed based on a past geotechnical investigation 
conducted for the construction of the Olayan School of 
Business (OSB) building which is directly adjacent to 
the proposed site. For this purpose, the authors consulted 
the Facilities Planning & Design Unit (FPDU) at AUB 
to collect the soil report prepared for the OSB building. 
The main soil parameters that will be taken into 
consideration to complete this study are:  the allowable 
soil bearing capacity, the shear modulus, and the 
modulus of the sub grade reaction. These parameters 
will later be introduced to the SAFE program in order to 
be analyzed and eventually to determine the type of 
foundation that is adequate for this project.  

A. Soil layers 
The geotechnical layers of the ground levels are divided 
into two layers. 
 
1. Topsoil layers  

 Medium firm to stiff sandy clay 
50%  83% fines  

 Thickness varying from 1  3.5 m 
2. Rock Mass Layer 

 Fractured hard strong Limestone with Chert or 
Marly Limestone   

 Calcium carbonate contents 88%  94% 
 Thickness varying from 1 9.5 m 

B. Water Table Levels 

In order to find the water table levels, readings in 
the piezometers and in the open boreholes were taken at 
different dates, monitored at installation and daily after 
installation over a period of 11 days. The readings show 
water table levels varying between -0.20 meters below 
sea level < el. < +0.90 meters above sea level. It is safer 
to consider that the water table level is 0.90 meters 
above sea level. According to FPDU, the proposed land 
is 4.5 meters above sea level. Therefore, with 3 
basements of 2.8 meters each, upon excavation, the 
water table will be encountered at a depth of 3.6 meters 
below the ground floor, upon the excavation of the 
second basement. Later, the uplift pressure must be 
calculated in order to find the weight of the building 
required to outweigh the uplift pressure, and thus, 
determine the duration of the dewatering process. So, the 
weight of water to be displaced is (5.5 × 59 × 30) m3 × 
1.5 T/m3 = 14,602.5 tons. The weight of the building is 
divided into: (36×0.4×1×3=43 m3 for columns) + 
(59×30×0.3=531 m3 for slabs) + (90×0.3×0.29=78 m3 for 
walls) so total is 652 m3 × 2.5 Tons/ m3=1630 tons/floor, 
and the raft is 59×35×0.75×2.3Tons/m3 = 3622 tons. 
Therefore, after constructing the third floor (building 
weight = 15032 > uplift pressure = 14602), dewatering 
process can cease. 

C. Concrete 

The sulphate and chloride contents in the rock mass 
are expected to be low in the area of construction. 
Therefore, Ordinary Portland Cement Type I can be used 
in all concrete below ground level. The foundation 
concrete should be dense, with a minimum 
recommended cover of 40-mm. 
 The excavations for the 3 basements will reach a 
depth of about 8.2 meters below the ground, whereby the 
top soils are clayey and cannot be excavated without 
having support walls. However, the underlying Marly 
Limestone is hard and strong, and expected to have a 
good vertical stability upon excavation.  
 IV.      FACILITY DESIGN  

A. Zoning Regulations 

 With the help of the FPDU, the authors were able to 
get the total area of land at the existing parking lot next 
to OSB owned by AUB which is 2971 m2. In addition, a-
according to the zoning plans for the city of Beirut, the 
AUB lot is located in zone 5 and the general building 
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requirements applicable are according to the new decree 
15874 dated 5/12/2005. The setbacks on public streets 
are 3 meters, the surface exploitation factor (SEF) is 
40%, and the floor to area ratio (FAR) is 1.25. The 
following calculations were performed in order to 
develop an adequate facility design: 
 

1. The building height should not exceed 25 
meters according to the decree. Due to capacity 
and cost calculations that will be discussed 
later, the authors decided to have 4 floors above 
ground each of 3.2 meters height with the 
ground floor being 3.5 meters high, and 
basements of 2.6 meters, so the total height will 
be almost 20 meters including the roof parapet.  

2. Building footprint = 2971 × 0.4 = 1188.4 m2 
According to the decree, additions to the 
building footprint are: 20% for balcony areas, 
20% extra area due to the fact that the land is at 
an intersection of two roads, 54 m2 for external 
double walls, and 40 m2 for stairs and elevators. 
Therefore,  
New building footprint = (1188.4 × 1.2) × 1.2 + 
54 + 40 = 1805 m2 

Upon these calculations and the land geometry 
found in Fig.4, the authors decided it is best to 
have the building geometry as such:  
Area = 59 × 30 = 1770 m2 

B. Floor Layouts & Operation 

First, a detailed AutoCAD plan was established as 
shown in Fig.4 in the appendix. This drawing shows the 
divisions of each floor. As previously mentioned, the 
parking facility is composed of 4 floors aboveground, 3 
basements and the ground floor which does not utilize an 
automated system since it is reserved for handicapped, 
bikes and motorcycles. As seen in Fig. 4, each floor is 
composed of 4 zones. Each zone contains an elevator 
that will be used to lift/lower the vehicles. 

1. The ground floor shows the entrance and exit of 
the cars in addition to the handicapped vehicles, 
bikes and motorcycles parking spots. The cars 
enter the facility, as the arrow indicates on the 
drawing, then goes into the available aisle 
leading to the designated podium. After parking 
the car, the driver moves out of the chamber 
and it closes up on the vehicle. The podium 
then rotates 90˚anti-clockwise to reach the shaft 

location. The elevator then lifts the car to the 
designated floor where a parking spot is 
available. Note that the entering cars have a 
space to queue inside the facility with minimal 
effects on the main road. In addition, toilets, 
offices, stairs and elevators also exist in the 
space. 

2. The design of the floors excluding the ground 
floor is similar, whereby each zone has a central 
aisle upon which the rail-machine moves back 
and forth on. When the car arrives to the floor, 
the rail-machine slides under the podium on the 
elevator then lifts the car onto the aisle. Then, 
the rail-machine places the car to the left or 
right of the aisle. Note that the basements have 
a larger area since they are not included in the 
setbacks and contain water tanks for water 
collection and building services, 
mechanical/electrical rooms and storage units.  

3. The dimensions of the discussed elements are 
summarized in the following table. 

Dimensions Length 
 (meters) 

Width 
 (meters) 

Ground floor aisles 55 6 
Pedestrian walkway 12 70 
Podium  5.3 2.5 
Handicapped space 5.5 3 
Bikes/Motorcycle space 1.8 1.2 
Central Aisles (railings) 5.3 2.5 
Vehicle space 5.2 2 
 

Priority for carpoolers will be given which will be 
controlled by security guards, whereby the last elevator 
will be dedicated to them for faster operation time. 

It is also worth mentioning that after the end of the 
lifespan of the parking facility, AUB has the freedom to 
convert it to any type of building and still be covering 
the requirements of floor height and setbacks. This can 
be considered a privilege. 

V.      STRUCTURAL ANALYSIS 

         The AutoCAD drawing was then exported to E-
tabs to assess the validity of the proposed design. The
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proposed parking facility is a reinforced concrete 
structure. The concrete compressive strength was 
assumed to be 35 MPa. The live load was calculated 
with the help of the ACI code, and the dead load was 
developed with the help of Mr. Ali Jaber, the head of the 
Smart Parking Co. in Lebanon. The values of the loads 
are represented below:  
Loads on the Slab: 
-Live Load = 2KN/m2, which includes mainly the weight 
of cars (2.5 Tons), rails and elevators (12 Tons). This 
value was verified based on the guidelines of the ASCE 
7-10 for Passenger Cars. 
-Super Imposed Dead Load = 1KN/m2. This value was 
assumed to be minimal because no important dead loads 
are usually assigned in a parking facility, but the 
assumption of 1KN/m2 was taken for more safety. 
Loads on the Roof: 
-Live Load = 2KN/m2, for any unexpected additional 
loads on the roof level of the facility. 
-Super Imposed Dead Load = 3KN/m2, which includes 
the weight of the water collection system, AC systems, 
etc. 
Also, the loads of the rails and the elevator were 
calculated and found to be equal to 26KN per linear 
meter of slab along the rails. 

In addition, the building is exposed to wind loads 
and seismic action, which are critical indicators to the 
level of serviceability of the structure. According to the 
ACI code, the maximum value of side sway was found 
to be less than H/500 meters (H: height of the building) 
and joint displacement was found to be less than 0.02 
meters. Shear walls are included in the design in order to 
resist the horizontal movement of the machine and the 
seismic effect. After that, the ultimate load combination 
was also run through the program whereby the slabs 
were checked against punching shear and deflection; 
beam sections were checked against deflection, flexure, 
and shear; and column sections were checked mainly 
against buckling. 

  VI.     ENVIRONMENTAL BENEFITS 

In this part of the study, the researchers investigate 
the environmental effects of implementing the 
automated parking technology. Green Parking Systems 
are considered environmentally friendly projects that 
conserve fuel and reduce pollution for a clean parking 
facility.  

According to Apcpark.com, toxic emissions are 
considerably reduced upon the use of an automated 
parking system, whereby the following pollutants show 
the percentage by which they will be reduced in an 
automated parking system in comparison with a 
conventional parking garage:  

 Carbon Dioxide (CO2) 83% 

 Nitrogen Dioxide (NO2) 81% 

 Carbon Monoxide (CO) 77% 

 Volatile Organic Compounds (VOC) 68% 

 Energy Consumption (Fuel Use) 83% 

In addition, since there are really minimal lighting 
usages in automated parking systems, substantial energy 
consumptions are reduced. 

VII.    CONVENTIONAL VS. AUTOMATED 

There is a need to compare the automated parking 
facility in hand with a case study of a conventional 
facility on the same land in order to further highlight the 
advantages of constructing such a project in terms of 
cost, space exploitation, and capacity.  

Based on the Lebanese decree, the design car size is 
5.2 × 1.8 meters, distance between 2 cars and between a 
car and a side wall/column is 40 cm, and the distance 
from a back wall is 20 cm. The aisles should be 6 m 
wide for two-way access and other regulations exist for 
the turning radii which take up more space (up to 50 
meters squared per turning radius). To move from one 
floor to another, the ramps are of length of 23 meters and 
width of 3 meters which results in a 300 m2 loss of space 
per floor dedicated to ramps. Therefore, almost 50% of 
the total space is lost per floor due to these reasons in 
comparison with the automated parking facility that does 
not include these considerations. In addition, the 
capacity of a conventional parking is 36 cars / basement, 
31/ground floor, 38/upper floor which results in a total 
of 276 cars. However, in the automated facility, the 
capacity is 98 cars / basement, 6/ground floor (for 
handicapped), 94/ upper floor which results in a total of 
676 cars. Therefore, the automated parking facility can 
accommodate more than double the capacity of that of 
the conventional It is worth mentioning that the current 
parking lot has a capacity of 130 cars parked in a 
disordered manner.  

Mandatory costs for both facilities are concrete and 
steel costs. According to Engineer Nada Kaddoura, the 
cost of concrete is (90$/m3 material + 50$/m3 labor = 
140$/m3) and of steel is (600$/ton material + 20$/ton 
labor = 620$/ton). On average, the average weight of 
steel needed in reinforced concrete column or beam is 
150 kg/m3. Electricity costs are 20% of the total cost and 
an additional cost for mechanical works is also 20% of 
the total cost. For the proposed design, the preliminary 
cost is 2,332,680 for concrete and 430,000$ for steel, so 
total is 2,762,680$. The conventional parking has an 
added cost for ramps which is almost 15,000$ versus the 
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500,000$ extra cost for the car lifts and other “green 
additions” in the automated parking. Although this 
seems like a huge difference in cost, in terms of the 
system cost and operation, but the profit will definitely 
be significantly larger due to the higher capacity not to 
mention the accommodation of the needed demand. (A 
detailed cost analysis was assessed but due to space 
limitations, it couldn’t be added, so it will be included 
will in the full report) 

VII.   SUSTAINABILITY CRITERIA 

      In this section, the authors will address the 
sustainability aspect of the project. The project will try 
to achieve a Green Parking Certification bronze 
standing. A minimum of 110 points is required for this 
purpose. To ensure that the facility design will hit the 
margin of 110 points, the researchers are aiming to 
complete a design that targets 120 points to keep a 
certain margin of error. The authors will choose the 
different points that are applicable in their design and 
then implement them within the scope of the project. 
       The Green Garage Certification Standard provides 
new parking facilities with a path to diminish 
environmental impact and boost structural longevity, 
operational efficiency, revenue diversity and community 
relationships. The Standard is organized in the following 
three major categories, with an added area for 
innovations: 

1. Management: Highlights ways in which 
garage operations can maximize the use of a 
parking asset while minimizing waste. 
Embracing these practices ensures facility staff 
utilizes resources to their full potential. 

2. Programming: Guides garages to new revenue 
sources, greater customer satisfaction and 
stronger community relations. Green garage 
programs ensure effective vehicle 
ingress/egress, provide access to alternative 
mobility solutions, and leverage the garage’s 
potential as a public space. 

3. Technology and Structure Design: Outlines 
the physical attributes a garage can deploy to 
increase energy efficiency, lower waste and 
support customer mobility choice. (Council, 
2014). 

4.        This project will integrate multiple 
elements from the certificate to ensure its 
sustainability and environmental standards. 
Mainly, the project includes: Indoor water 
efficiency, green roofing systems, renewable 
energy generation, ventilation, lighting control, 

storm water management and the use of low 
volatile organic compounds. The other themes 
found in this guideline are currently being 
studied to decide which aspects will be 
integrated within this project.  

VIII.   CONCLUSION 

       In conclusion, such an investment promises great 
profit for the investor in addition to the fact that it solves 
the AUB parking crisis. It is important to mention that 
upon receiving the Green Garage Certificate, this project 
would fit AUB's high environmental standards. It will 
also be a new innovation for AUB knowing that it is the 
pioneer in that field. As civil engineers, the ultimate goal 
is to design a structure that would fit the surrounding 
setting, solve the ongoing parking struggle and do that 
while adhering to high safety and sustainability 
standards. Upon completion, this project would be 
considered as an original multi-story structure that will 
serve AUB students for almost 80 years. 
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APPENDIX 

Figure 2 – The Proposed Automated Parking 
Demonstration 

Ground floor 

Figure 4 – Detailed AutoCAD Drawing 

Upper floor design 

Section of the facility 

Figure 4 – Detailed AutoCAD Drawing 

Figure 4 – Detailed AutoCAD Drawing 
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Survey 
 
Please specify your faculty field. 

1. FEA 

2. OSB 

3. FAS 

4. FHS 

5. FAFS 
 

How do you usually get to AUB?  

1. N/A: I live on campus  

2. Driving private car (alone)  

3. Carpooling  

4. Bus/Van  

5. Public Taxi  

8. Walking  

9. Motorcycle  

10. Bicycle  

 

If you do not drive to AUB by car, is the reason that 
you cannot find a parking spot? 

 Yes 

 No 

 

 

 

 

 

 

 

 

 

 

 

 

Please specify the following:  

  

Usual time of arrival and departure to AUB (This 
semester) MWF: 

Arrival: ______________   
Departure:_______________ 

 

Usual time of arrival and departure to AUB (This 
semester) TR: 

Arrival: ______________   
Departure:_______________ 

 

Where do you usually park your car (if used)?  

 

1. Free on street parking  

2. Paid on street parking  

3. Off-street parking (in a parking lot or garage) 

4. Other 

    Please Specify: _____________________ 

 

If provided with a fully automated AUB parking 
facility seaside next to Olayan School of Business 
(OSB), will you drive to AUB and use this facility? 

Fully Automated Parking is an innovative mechanical 
parking system that will park the car for you. 

 Yes 

 No 

 

Do you think 100 U.S. $/Month is an acceptable 
parking fee to an AUB fully automated student 
parking facility?  

 Yes  

 No, please offer a more adequate pricing: 
___________  
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Abstract- Due to the great influx of Syrian refugees over the 

past few years, the energy and water supply crisis in Lebanon is 
becoming more pronounced. The project aims at solving this 
issue by harvesting atmospheric moisture found in the ambient 
air using the principles of renewable energy and condensation.  
This innovative idea, still at a research level, presents dew as a 
non-conventional water resource.  The system uses electric 
energy from solar panels to drive a condenser that condenses 
vapor into dew.  In order to design a highly efficient system, 
rating curves relating dew yield and energy contribution have 
been developed for different conditions of relative humidity and 
ambient air temperatures.  The results have been used to conduct 
a design for both the cooling and the solar energy integrated 
system. A small prototype of the cooling system was also built 
using thermoelectric cooling units and tested in limited 
conditions.  The study resulted in the design of a solar system 
that fuels the cooling units to be designed according to obtained 
design curves. 

I. INTRODUCTION 

Globally, according to the World Health Organization, 
more than one billion people around the world today have no 
access to clean water.  Have you ever thought that the early 
morning droplets on the windshields of a car or blades of grass 
can actually be saving lives?  Providing people with their right 
to have clean water is a growing challenge in the modern 
world.  The available supply is further threatened by growing 
human activities, significant flux of refugees, groundwater 
pollution due to the accumulation of solid wastes, and sea 
water intrusion caused by illegal welling.  In fact, with last 
year being recorded as the hottest year in history due to global 
warming, water availability is being highly threatened. What 
most people fail to acknowledge is that 95% of greenhouse 
gases are water vapor and not carbon dioxide [4]. This 
technique presents an innovative and sustainable water 
resource that can supports the limited supplies.  Harvesting 
water from the atmosphere generates latent heat but at the 
same time reduces sensible heat potential thus creating a net 
positive cycle in terms of global warming.   

Not all people have access to wells to pump ground water 
and neither do most people live near rivers and lakes.  
Atmospheric water is a resource available to all people 
equally, regardless of where they live.  This is why this 

technique deposits itself as a futuristic approach to solve the 
issue of water shortage in many areas around the world.  
Common practices, like water and wastewater treatment, 
desalination, water decontamination, return impurities to the 
ecosystems; nevertheless, harvesting water from the 
atmosphere does not pollute.  The extraction of water from air 
provides an almost unlimited source of clean drinking water at 
a low energy consumption without damaging the surrounding 
environment.  In this paper, a system that could be a solution 
for the water shortage is presented.  The system relies on 
harvesting water from the atmosphere: potable water is 
collected from water vapor found in the air by a process 
known as condensation.  It generally occurs when air cools 
below its dew point temperature and loses its capacity to hold 
water vapor, so it condenses to form water droplets.  The 
system worked on consists of an energy component, 
photovoltaic cells that replenish themselves solely from solar 
energy, and a cooling component that will be fueled by these 
solar panels.  The paper at hand details the design of the 
energy component and presents rating curves to use in order to 
design the cooling component of the system. 

II.  LITERATURE REVIEW 

The following section focuses on previous efforts to 
harvest dew as a nonconventional source of water. Since 2011, 
companies were trying to produce water from moisture in the 
air.  

In 2011, Eole, a French company, came up with an idea to 
generate water in a nonconventional way in the desert of Abu 
Dhabi.  The system designed claimed to generate more than 
1400 liters of water each day.  Eole needed a source of 
renewable energy and thus resorted to wind. The wind turbine 
installed is 24 meters high, and its 13-meter rotor turns at up to 
100 rpm to run a 30-kilowatt generator [6].  The wind 
turbine’s function was to provide electric energy to a cooling 
compressor that cools the air and condenses water out into a 
tank.  However, there were some limitations regarding the 
electric energy needed and the resulting output of water.  The 
wind turbine necessitated a minimum of 15 mph to generate 
the energy required to drive the compressor.  The French 
company found out that the system was able to produce 350 
Liters of water per day given a temperature of 95 degrees 
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Fahrenheit and a relative humidity of 30%.  Further studies 
showed that the installation of a solar panel could power the 
turbine and could amend the output drastically.  What 
rendered this effort obsolete was the immense cost of single 
turbines, which was around 650,000 USD at that time [6].  
The massive cost of just one component of the system 
rendered the latter unaffordable for most developing countries. 

In April 2013, The University of Engineering and 
Technology in Peru worked on a billboard, which produces 
hygienic water from atmospheric humidity. Electricity, needed 
to power the five condensers used to convert vapor to dew, 
was supplied from the power lines of Peru [6].  The concept 
behind the system lies in condensing vapor in the atmosphere 
into liquid state as the air comes in direct interaction with the 
condensing surfaces.  The concept of reverse osmosis was 
implemented in order to purify the produced water. The 
system was found to generate a daily upshot of about 95 liters 
[6]. 

In June 2014, Ugo Bardi and Toufic Al Asmar observed 
how solar refrigeration could harvest a great amount of water 
by condensation from the air.  As a result, they sought to 
develop this idea into a system that uses electricity from solar 
panels in order to actuate a condenser that collects humidity 
from the ambient air.  They foreshadowed a net yield of two 
hundred liters of pure water per day.  A photovoltaic panel, the 
source of electric energy that drives the condenser, makes the 
system autonomous, renders it versatile in remote locations, 
and eliminates the need for it to be linked to the grid.  Also, 
the system proposed by Bardi and Al Asmar removes the need 
for pipeline systems employed in the usual desalination plants, 
what makes their system relatively cost-efficient in the long 
run. 

Another idea came about in November 2014 when Kristof 
Retezar, an Austrian industrial design student created Fontus, 
which produces freshwater in areas where relative humidity is 
high. Fontus is made up of a condenser, Peltier Element, 
powered by a photovoltaic panel on top of it. Water generated 
is then collected in a bottle fixed underneath a bicycle [10].  
The system is attached to the bicycle as to let air flow at a 
certain speed into a channel as the bike moves forward. By 
doing so, moisture in the air is cooled and therefore condenses 
to water. The system was tested and found to yield half a Liter 
of water per hour in areas where temperature and relative 
humidity values are high enough [10]. 

The Peltier Element used is apportioned in two. Once it 
receives electrical energy, the upper part of the Peliter cools 
down and the temperature in the bottom part increases. The 
higher the temperature increase in the part underneath, the 
lower the temperature in the upper part of the cooling device 
[10].  As the biker initiates his/her activity, air flows into the 
bottom compartment at a relatively high celerity, which cools 

it down.  The system also accounts for air entering into the top 
compartment.  The Fontus stops the air coming to the upper 
partition through “little walls perforated non-linearly” which 
halt the air and give it enough time to “lose its water 
molecules”.  It is important to note that the two compartments 
of the Peliter Element are detached and secluded from each 
other.  The advantage of this cooling device is that it provides 
a large surface for condensation to occur; however, it uses the 
smallest space possible.  

III. THE COOLING COMPONENT OF THE SYSTEM 

A. Literature Review  
The examination of the thermodynamics behind 

condensation and cooling is imperative in obtaining 
correlations that allow one to design a cooling system that 
harvests atmospheric water.  The design of such systems that 
operate at a given temperature and relative humidity is limited 
either to a certain supply of energy or by an amount of water 
to be produced.  A research conducted by Durran and Frierson 
on a cold can containing 350 grams of water placed in a hot 
and humid environment to monitor the release of latent heat 
when water condenses was examined.  Durran and Frierson 
asserted that after 5 minutes, the condensed water formed a 
0.1 millimetre thick layer around the 290 cm2 can.   The mass 
of water was calculated to be 2.9 grams and thus the 
temperature of the water inside the can, initially at 0oC, rose 
by about 5oC, due to latent heat.  Durran and Frierson also 
came up with a graph that plots the change in temperature due 
to total and latent heat as a function of relative humidity at 
different ambient air temperatures (25oC and 35oC) [2].  

B. Scope and Methodology  
The rise in temperature of the water, inside the can, can be 

attributed to two factors: (a) heat transfer due to convection 
with the ambient air and (b) latent heat of condensation.   
Fig.1 presented by Durran and Frierson depicts the 
aforementioned argument since the upper increasing curve 
represents the change in total heat (i.e. the effect of both 
factors), the lower increasing curve represents the change in 
the latent heat (i.e. heat transfer due to condensation), and the 
heat transfer due to convection is accounted for by the 
constant distance between the two curves at any relative 
humidity [2]. 

The condensation of dew releases latent heat, so the latter 
was used to obtain the yield – myield – in g/m2.hr at 25oC and 
35oC through the following two equations:  
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         Qlatent = m × C × ɗtlatent,                         (1)               

                       Qlatent = κ × myield,                                  (2)  

where Qlatent is the energy released due to condensation (cal); 
m is the mass of the water inside the can (g); C is the specific 
heat of water (1 cal/g.oC); ɗtlatent is the change in temperature 
due to latent heat (oC) (obtained from the graph);κ is the latent 
heat of condensation (600 cal/g for water around 0 oC). 
Then, the total energy needed to obtain the amount of water 
calculated was obtained through: 

                       Qtotal= m × C × ɗttotal,                          (3) 

where Qtota is the total heat transfer (cal); m is the mass of the 
water inside the can (g) ; C is the specific heat of water (1 
cal/g. oC); ɗttotal is the change in temperature due to total heat 
oC (obtained from the graph). 

The operations mentioned above were performed at 25oC 
and 35 oC ; therefore, linear interpolation was conducted to 
obtain the values of energy required and the yield per m2 of 
cooling surface per hour for 0.5oC intervals of temperature 
between 25oC and 35oC.   

C. Design Curves  
The design curves in Appendix A were obtained. 
Fig. 3 of Appendix A serves as a scientific model that 

shows the energy requirement (in kWh) to obtain a certain 
amount of water (in mL/ m2.hr) at any combination of 
temperature and relative humidity.  As an illustration, one can 
consider an area where the temperature is about 30oC and the 
relative humidity is 70%.  In order to design a cooling system 
that condenses vapor into water, one needs 1.25 kWh in order 
to obtain 850 mL/m2.hr of water. 

Fig. 4 of Appendix A and Fig. 5 of Appendix A were 
derived from Fig. 3 of Appendix A to demonstrate the 

obtained values from an engineering approach.  To design a 
system, one will either be constrained with the amount of 
energy input or by the need of water and thus the yield.  Fig. 4 
of Appendix A shows the values of yield per unit of energy 
(kWh) at any combination of temperature and relative 
humidity.  At 29oC and 67% relative humidity, 680 mL of 
water will be produced per kWh energy input.  A fixed 
amount of energy available, say 2.5 kWh, will produce 1700 
mL / m2.hr.   Fig. 5 shows the values of energy needed to 
obtain 1 mL of water.  So, at 29oC and 67% relative humidity, 
0.0015 kWh are required to obtain 1 mL.  As a result, if you 
are constrained by the amount of water to produce, say 1700 
mL, you will need about 2.5 kWh.  The two figures represent 
the same data but from two different approaches: (a) designing 
when faced with limited energy input and (b) designing when 
a certain amount of water is required to be produced. They can 
be used to design the cooling component of the system 
proposed; however, one has to take into account the efficiency 
of the type of cooling scheme one will use since the values of 
the graph account for 100% efficiency. For instance, 
thermoelectric cooling units have a very low efficiency (10%) 
and are not ideal to use since they will require much more 
energy than cooling stechniques with 70% efficiency. 

D. Experimentation: Building a Prototype  
A prototype was built not only to concretize what has been 

explained in the above section, but also to collect data to 
describe how the system will perform when put in practice.  
For that, a 30cmx30cm aluminum plate tilted 30 degrees from 
the horizontal, two thermoelectric cooling, TEC, units known 
as Peltier elements, a heat sink and a fan were used.  
Experimental measurements show that optimal yield is 
obtained at a 90 degree tilt due to gravitational load, and 
optimal wind influence and light-emission are obtained at 0 
degree.  Thus, the optimal tilt, which is 30 degrees is a good 
compromise between easy drop collection and weak wind 
influence [1].   

The process goes as follows; the plate having its own 
initial temperature needs to be cooled down below the dew 
temperature for yield to be harvested.  Since the natural cool-
down by convection is a slow process, external help by 
cooling techniques is required.  Thermoelectric cooling units 
or Peltier elements, though very minimal in energy efficiency 
(10%efficiency), were adopted because of their easy handling 
and maneuvering.  Two Peltier units, each found 
experimentally to have a zone of influence of 9cm in diameter 
(as illustrated in Fig. 2 on the following page), were centered 

Figure 1 - Relative Humidity vs Difference in Temperature [2] 
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below the plate and separated by a 5cm gap.

 
Figure 2: Peltier Unit Influence Zone: Distance from Center and 

Temperature at Different Locations 

  Thermal paste was used to connect the peltier units to the 
plate which allows for a greater contact area and for a better 
heat conductivity between the aluminum plate and the peltier.  
Linked to the peltier is a heat sink that absorbs the heat 
generated by the hot side of the peltier, preventing a rise in 
temperature in the plate.  To prevent any heat exchange 
between the plate and the heat sink, a thermal insulating sheet 
was placed between the two.  The design of the sink is a 
function of the peltier’s resistance and power; the peltier unit 
has a resistance of 1.7 ohms and a power of 62.2 watts.  To get 
the thermal resistance (RQ) of the heat sink, the following 
equation was used:  

RQ = (Δt)/(Qmaxpeltier +Rpeltier)= 0.45°/W                  (4) 

where RQ is the thermal resistance of the heat sink; Δt is the 
temperature difference between the temperature of the 
aluminium plate and that of the ambient air; Qmaxpeltier is the 
maximum power of the peltier unit; and Rpeltier is the 
resistance of the peltier unit. 

Typical RQ of a heat sink ranges from 0.05°/W to 0.9°/W. 
The value obtained is deemed acceptable since it lies within 
the range.  Putting all components together, the system was 
tested under different temperature and different relative 
humidity and the results were promising.  

IV.  SOLAR ENERGY INTEGRATED SYSTEM  

A.   Literature Review 
One of the main objectives of this project is to implement 

an innovative and sustainable technology.  
The light and heat provided by the sun, the movement of 

water, and the wind	 are the main energy sources and main 
concern of sustainable studies.  Each source offers a variety of 

advantages and a different way of converting energy into 
electricity.  Both, wind power and hydroelectricity, are 
growing technologies that can fulfill considerable portions of 
electricity demands; however, this project focuses solely on 
solar panels.  

The different components of a typical solar system are the 
photovoltaic cells, a charge controller, a battery bank and an 
inverter [9].  

 
The Solar Panel  
The photovoltaic cells are the basic components of a solar 

system.  They convert the absorbed light into electricity.  
These cells are mostly made of Silicon, and they can be found 
in different forms [3].  When light shines on a solar cell, it 
passes through the cell and is then reflected. Part of the light 
might be absorbed. In fact, only the absorbed light contributes 
to the generation of energy.  

The Battery Bank 
The battery bank stores the electricity from the solar panel 

for later use.  This part is one of the most complicated and 
costly components of the solar system [4].  

The Charge Controller  
The charge controller optimizes the lifetime and the 

production of the panels by keeping the batteries properly fed 
and safe for the long run.  Charge controllers block reverse 
current and prevent battery overcharge. 

The Inverter  
The inverter converts direct current into alternate current 

which is typically needed by housing appliances.  
 

B.  Scope and Methodology 
The first step in the study of the renewable energy 

integrated system is to understand the operation of a solar 
energy retrieving system and examine the most convenient 
module to the study.  The group aimed at understanding the 
output of solar panels with respect to energy.  In fact, the 
output differs depending on the module chosen and the array 
of cells.  It is also important to account for the way the panel is 
exposed to sun i.e. the inclination angle [3].  The group chose 
to go with thin film solar cells, since they are very efficient in 
terms of space and offer a fair budget for study purposes [4].   

Then, the group studied how the battery and the inverter 
work in order to incorporate both in the design.  This task 
required basic knowledge in the electric system and the 
guidance of an expert in this field.  Once the different 
components were explored, the group proceeded to the design 
phase of the energy system.  The choice of a suitable solar 
panel was based on the expected energy required for the 
system at specified conditions of ambient air temperature and 
relative humidity.  The battery was based on the amount of 
energy that the solar panel can generate.  The solar panel 
generates direct current, so the use of the inverter will depend 
on the current needed by the cooling system. 
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The sizing of the solar panel, batteries, charge controller, and 
inverter can be calculated through the following steps: 
 
1. The total number N of solar panels needed is given by:   

                                       𝑁𝑁 = 𝑇𝑇𝑇𝑇 𝐸𝐸𝐸𝐸        (5) 
 
where TE is the total energy needed per day (kWh per day) 
and EC is the energy capacity of a solar panel throughout a 
day (kWh per day per unit).  
 
2. The total area TA of panels needed is: 

𝑇𝑇𝑇𝑇 = 𝐴𝐴 𝑥𝑥 𝑁𝑁                                     (6) 

Where TA is the total area of the panels (m2) and A is the area 
of one solar panel (m2).  

3. The required battery capacity is given by the following 
equation:  

𝐵𝐵𝐵𝐵 = (𝑇𝑇𝑇𝑇 𝑥𝑥 1000  𝑥𝑥 𝐷𝐷)/(0.85 𝑥𝑥 𝑉𝑉)        (7) 

Where BC is the battery capacity (Amp.h), D is the days of 
autonomy of the battery and V is the voltage of the battery 
(V). 

C. Design  

The Photovoltaic Solar Panels 
The solar panel should be implemented such that the angle 

towards the sun results in optimal output for the system.  The 
optimal angle for the photovoltaic cells depends on the 
seasonal variations and location of implementations.  It is also 
important to account for the way the panel is exposed to sun. 
Typically, according to existing databases, the angle is taken 
to be 30 ° in Lebanon.  The solar modules of the system are 
best implemented in places with full exposure to sunlight i.e. 
open fields or rooftops.  

During summer, the average sunlight time is around 15 
hours; whereas, during winter there are 4-5 hours of sunlight.  
In Lebanon, there are 1400 effective hours of sunlight 
throughout the year.  Calculations were thus conducted based 
on the average resulting hours of effective sun per year, which 
results in around 4 hours per day (1400 effective hours per 
year divided by 365 days per year).  

The design is based on the following conditions:  

• The design is conducted on the conditions of a typical 
summer day in Lebanon, during which the ambient air 
temperature is of T=30 °C and relative humidity is 
RH=70 %.  

• Assuming a 100% efficient cooling system, according to 
figure 3 in Appendix A, the energy needed for these 
conditions is 1.38 KWh per hour.  Since the solar panel is 
effective for 4 hours a day, the energy given by the solar 
panel is: 1.38 kWh x 4 hours= 5.52 kWh per day. 

• A standard solar panel of power of 250 W with a size of 1 
x 1.6 m is used.  In Lebanon, the panel outputs, on 
average, an energy of 375 kWh per year, which results in 
almost 1 kWh/day.  

Based on the conditions stated above, the number of solar 
panels needed per day was calculated to be around 6 panels:   

𝑁𝑁 = 5.52/1.03 ≅ 6 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 

This results in a total area of:  

         𝑇𝑇𝑇𝑇 = 1𝑥𝑥1.6 𝑥𝑥 6 = 9.6 𝑚𝑚! 
 
The Battery Bank 
In order to design the battery storage, we will consider the 

following:  
 

• Number of batteries 
• Voltage of battery (V) 
• Capacity of battery (Amp.h) 

 
In the designed system, 12 V batteries are used and are 

assumed to have 12 hours of autonomy.  The result is divided 
by 0.85 to account for battery losses.  

 

𝐵𝐵𝐵𝐵 =
5.52 x 1000 𝑥𝑥 0.5

0.85 𝑥𝑥 12
= 270 𝐴𝐴𝐴𝐴𝐴𝐴.ℎ 

An average battery of 12 V 300 Amp.h, for half a day 
autonomy, is enough in the system; however, in this system, a 
battery is not necessarily needed. In fact, there is no essential 
need for back up in order to maintain power at times when the 
solar panels are not exposed to enough sunlight to produce 
energy.  

V. DESIGN AND PROJECT CONSTRAINT 

A. Economical Constraint 
The implementation of the prototype is highly limited 

on the available budget.  The choice of the various 
components is primarily based on their efficiency.    

 
B. Time Constraint 

Another major constraint faced in the execution of the 
project is time.  The group is limited by a short amount of 
time, for the members have several tasks to complete before 
the end of the final year. The testing of a prototype was done 
in March; however, due to time limitation the group was not 
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able to conduct tests for different conditions of temperature 
and relative humidity.  

 
C. Environmental Constraint 

The project itself is associated with an environmental 
constraint.  The outcome of the system is very dependent on 
humidity and temperature.  The effectiveness of the system 
can be best demonstrated during summer; nevertheless, due to 
the lack of available controlled environmental chambers in 
American University of Beirut, the design proposed could not 
be tested for a targeted temperature or relative humidity. 

VI. CONCLUSION AND RECOMMENDATIONS  
 
The project at hand is a radical innovation in the world of 

sustainability and renewable energy.  The project relies on 
dew as a nonconventional water resource and on solar energy 
to power a condenser.  The project is also based on a study 
done by futurist Thomas Frey, who forecasted based on trend 
monitoring and analysis that water harvesting from the 
atmosphere will be a job by 2030 [8].  The topic at hand is a 
breakthrough in the field of water resources management and 
energy resources management.  

The authors of the paper have sought to develop design 
that allow to obtain the energy requirements, which yield a 
certain amount of water at any combination of temperature 
and relative humidity values.  Based on the average weather 
conditions in Lebanon during summer, the energy value was 
extracted from the rating curves to design a compatible solar 
energy system.  The choice of materials and sub-components 
was taken into consideration.  The group researched the 
different types of solar panels and their respective 
configurations.  For the energy system, the thin solar film cells 
were chosen because they require less space and are more 
affordable than other types of photovoltaic cells.  As for the 
cooling surface, commercial aluminum was chosen because of 
its high conductivity. However, due to the limited amount of 
funding, cost had to be taken into consideration.  To build and 
test a prototype, the Peltier cooler, although a low efficiency 
cooling system, was adopted because of its low maintenance 
cost and its high cooling capacity. 

The use of dew as the water resource came from the idea 
of several studies showing that the other water resources being 
used at present times are being depleted.  Also, dew occurs 
naturally and is generally potable, mainly in the countryside 
[5].  The use of solar energy was eminent due to the fact that 
solar energy is a renewable, sustainable, non-polluting source 
of energy.  Also, studies show that it does not contribute 
negatively to the environment since it does not emit 
greenhouse gases.  The combination of the two concepts is a 
major development in the joint advantage of Water and 

Energy Resource Management fields. Since these fields are 
both part of the Civil Engineering discipline, the profession 
should start considering “Harvesting Water from the 
Atmosphere” as a probable alternative to desalination and 
other techniques.  

The group has not decided on a cooling system to be used.  
This part can be further developed as a joint venture with a 
mechanical engineering group to design an efficient cooling 
system based on the graphs obtained.  The two groups can 
eventually work on optimizing the system as a whole. 
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IX. APPENDIX 
 
 
 
 

 
 

Fig. 3 – Yield at Different Energies for Different Temperatures and Relative Humidity Values 
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Fig. 4 – Yield Per Energy Input for Different Temperatures and Relative Humidity Values 
 

 
Fig. 5 – Yield at Different Energies for Different Temperatures and Relative Humidity Values 

 



285

Investigation of Energy Piles as Sustainable 
Foundations in Lebanon  

Houssam Ghandour, Hasnaa Housain, Reem Jaber, Isamar Mattar, Yara Teddy 

Department of Civil and Environmental Engineering 

American University of Beirut 

Hamra-Lebanon 

hmg06@mail.aub.edu, hsh17@mail.aub.edu, raj17@mail.aub.edu, iam12@mail.aub.edu, ymt03@mail.aub.edu 

 

Abstract- The use of energy piles is considered to be an 
innovative and sustainable method of energy conservation. These 
structural foundation elements act as thermal exchangers aiming 
to reduce the cost of energy required for heating and cooling 
demands. Due to the lack of established methods for the design of 
geothermal piles, this paper studies the effect of the heat exchange 
on the geotechnical capacity of piles in clayey soil. An 
experimental setup is being developed to study the effect of heat 
transfer on the load-response of model geothermal piles operating 
in cooling mode. A case study of a 10-story building located in 
Beirut, Lebanon is studied to analyze its geothermal system 
financially and environmentally. PileSim2 software is used to 
estimate the heating and cooling energy demands and the amount 
of geothermal energy utilized by the building. The results show a 
30% reduction in the electrical energy consumption as well as a 
2000 Tons saving in CO2 emissions for 20 years of operation. At 
the end of the 20th year, the ground temperature reached nearly a 
constant value of 20.52°C starting from an initial value of 17°C. In 
addition, the payback period for the geothermal system is found 
to be between 5 and 7 years for interest rates of 3% and 10%. 

I. INTRODUCTION 

The demand on energy has increased substantially over the 
past few decades, primarily as a result of the development and 
accelerated industrialization of many societies and nations. The 
main form of energy consumption in the industrial and power 
generation sectors is fossil fuel energy, which has been 
developed through the decomposition of plants and animals 
over the years. It can be predicted that this non-renewable 
energy resource will eventually diminish due to the excessive 
extraction. It is in that context that the attention is now directed 
towards the ability to harness renewable energy resources and 
decrease our reliance on oil and gas. 

Developed countries started looking for renewable energy 
resources to sustain the continuous increase in energy 
consumption. One of the solutions which gained attention over 
the past few years is geothermal energy. Geothermal energy 
contains large amounts of the Earth’s interior heat, making it a 
renewable resource that can be harnessed to operate power 
plants and turbines at deep depths. This paper, however, 
focuses on extracting geothermal energy at relatively shallow 
depths using heat pumps and geothermal piles. 

Piles serve as foundation elements that support loads and 
stresses from buildings and other structures. They are used to 
transfer the load from the facility to the underlying soil through 
end bearing and resistance along the pile shaft. Moreover, piles 
may have an additional purpose as they can be used to 
exchange energy with the ground. These energy piles are 
equipped with pipe networks in which a circulating fluid 
undergoes continuous heat exchange with the surrounding soil. 
However, uncertainties lie in the effect of the temperature 
cycles on the geotechnical capacity of the pile and the 
properties of the surrounding soil. Thus, this paper includes a 
section aiming at studying the effect of heat transfer on the 
frictional and end bearing capacities of the piles through 
modeling and designing energy piles for controlled laboratory 
testing. 

On the other hand, this paper presents a case study in Beirut, 
Lebanon determining the feasibility of implementing a 
geothermal system. PileSim2 software is used to simulate the 
behavior of the geothermal system through estimating the 
coverage of energy demands and predicting the ground 
temperature variation with time. The output of this software is 
used in a financial study and an environmental analysis to 
estimate Dollar savings and Green House Gases (GHG) 
emissions reduction. 

The paper proceeds as follows: the next section introduces a 
literature review on the history and previous experiments 
conducted on geothermal piles. It is followed by a design and 
operation section which illustrates the thermo-mechanical 
behavior of pile in-situ. A material characterization section is 
then included whereby the properties of the soil are studied. 
The fifth section elaborates on the lab experiments that will be 
conducted, along with the objectives of each. Subsequently, the 
paper interprets a case study assisted by the PileSim2 software 
for the purpose of evaluating the performance of geothermal 
piles. A financial feasibility section is enclosed and an 
environmental impact section is then presented. Finally, the 
paper concludes with a summary of all the findings. 

II. LITERATURE REVIEW 
It was not until the late 19th century, that the idea of using 

geothermal energy became tangible [1].  The ideal setting that 
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distinguishes geothermal energy from other renewable energy 
resources is that it’s not sensitive to climatic variations or any 
other environmental condition. While the Earth’s temperature 
fluctuates seasonally in the first few meters, it becomes 
constant after a threshold depth with an average temperature 
range of 10°C - 18°C, depending on the region [2]. This fact 
makes it possible to benefit from the constant temperature 
during cold and hot seasons. In cold days, energy is harnessed 
from the soil by heat exchangers and can be used for heating 
purposes. In the hot days, the excess heat can be brought down 
to the underground that acts as a heat sink in this case. 

The first application of harnessing geothermal energy by 
using structural elements started in 1980 in Austria and 
Switzerland with mat foundations. Afterwards, focus was 
directed on using geothermal piles, starting in Austria 1985 and 
becoming later the subject of many research efforts developed 
throughout the years in Europe [2]. 

In 1994, Morino and Oka were the first to utilize steel piles 
as heat exchangers. They evaluated the heat transfer properties 
of the piles through experiments and a 3D- finite element 
method. Concrete was favored over steel as material for heat 
exchanger [3]. Then in 1996, PileSim2 software which is a 
simulation tool for the energy piles, was developed by Pahud. 
Moreover, Laloui et al (2006) used finite element to analyze 
the effect of the increased stresses due to thermal exchange on 
the behavior of the geothermal piles. The results proposed a 
more pronounced effect of thermo-elastic strains as compared 
to mechanical strains [3]. In 2007, Sekine et al succeeded to 
develop a ground-coupled heat pump system using the drilled 
concrete piles with U-shaped pipes for heat exchange [3]. 

The studies continued to reach Lambeth College where pile-
loading tests accompanied with temperatures cycles and 
extended period of loading were performed on 146 piles at a 
depth of 25m dipped in London Clay [4]. The strain profiles 
obtained suggest that the response of the geothermal pile is 
elastic, which means that the effects resulting from contraction 
and expansion of the pile seem to be reversible. It was 
concluded that the shear stresses induced due to thermal 
exchange are not large enough to cause failure [4]. 

In 2013, a physical model was simulated at Université Paris-
Est. The load was applied in increments on a closed-ended 
aluminum tube, and heating was injected immediately by 
filling the pile with hot water. Afterwards, the vertical 
displacement was measured and analyzed. Results hat heating 
induces thermal dilation of the pile. Also, the magnitude of the 
applied load affects the pile behavior and consequently the 
factor of safety involved in its design. For loads exceeding 
40% of the pile’s ultimate resistance, any temperature increase 
in the pile is combined with long-term creep, thus further work 
is needed to detect these effects [5]. 

Throughout the next year, a paper by Akrouch aimed at 
targeting one of the areas that didn’t receive much attention, 
namely the effect of temperature on the creep rate of 
geothermal piles. The results obtained yielded important 
conclusions mainly that the load induced due to heating is 

insignificant compared to ultimate values. As for the 
surrounding soil, the results reveal an increase in its viscous 
component due to the increase in temperature. This has 
increased the long-term displacement of the geothermal pile to 
about 2.35 times the displacement of a regular pile [6]. 

III. DESIGN AND OPERATION 
Research is still on-going to determine rules and guidelines 

on designing geothermal piles. Published works, however, 
include recommendations for the design of piles and how to 
cater for their thermal operation. As material, Brandl 
recommends using reinforced concrete or thermally enhanced 
concrete along with water circulation through high-density 
polyethylene (HDPE) pipes fixed to the steel cage. In extreme 
cold weather, antifreeze solutions such as glycol mixtures or 
saline solutions have to be used to avoid freezing of the fluids, 
which may damage the pipe system [3]. 

As mentioned earlier, temperature variations could be 
utilized through fluid circulation in pipes to heat or to expel 
excess heat from a facility. During heating mode, the 
circulating fluid absorbs the heat from the ground and 
transmits it into the facility via the heat pump. However, in 
cooling mode, the heat delivered by the surrounding 
environment to the secondary system is exchanged with the 
ground using the primary pipe network. This exchange, shown 
in Fig.1, induces additional stresses and strains in the structural 
pile element, which should be accounted for during design. 
Limiting deformation due to constraints by the super-structure 
produces additional internal stresses [7]. During heating mode, 
the pile expands leading to the generation of an internal tensile 
stress. This causes the increase of the compressive stress and 
side friction resistance of the pile. As for cooling, an opposite 
effect occurs, leading to negative compressive stresses and 
reduction in skin friction [1]. However, it is important to note 
that for regular applications (temperature ranges of 20°C-25°C), 
the design of a regular pile needs no altering (i.e. no need to 
increase the factor of safety) to sustain thermal stresses. On the 
contrary, increasing the safety factor might impede the 
serviceability of the pile and induce additional costs [8]. 

According to Brandl, the overall system of the geothermal 
piles is composed of three main parts: primary system, heat 
pump, and a secondary system [3]. The primary system 
consists of the pipe network that either extracts or transmits the 
heat to or from the surrounding soil, while the secondary 
system is made up of a pipe network, which allows the 
circulation of the fluid inside the facility. The two systems are 
closed-loop systems, which are connected by the heat pump. 
The secondary system is also responsible to return the cold or 
the hot fluid to the heat pump in order to repeat the exchange 
cycle [9]. The heat pump transfers the thermal energy into the 
secondary unit. The latter unit consists of a delivery system, 
which is usually the HVAC system that undergoes cooling and 
heating processes inside the building. Sometimes, the heat 
pump is setup with a compressor that increases the temperature 
of the circulating fluid; this is done to meet the desired 
temperature of the facility. 
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Figure 1. Energy flow during heating and cooling [9] 

IV. MATERIAL CHARACTERIZATION 

The soil is brought in buckets to the materials laboratory at 
the American University of Beirut (AUB) and dried for the 
purpose of sieving. Sieve analysis, hydrometer tests, Atterberg 
Limits tests, and specific gravity are performed. First, the 
composition of the soil is determined as follows: 57% fine 
material, 35% of which are clay and 22% are silt. Second, 
Atterberg Limits tests is conducted to conclude that the liquid 
limit (LL) occurs at a water content of 28.9%, whereas the 
plastic limit occurs at a water content of 17.7%. Third, the 
value for specific gravity is calculated to be 2.64, which 
conforms to the general range for clay. 

In addition, 1-D consolidation tests are conducted on soil 
samples to produce e-log p curves in order to choose the most 
suitable water content. The water content is chosen based on 
the fact that clay needs a high amount of water to be workable 
enough. Thus three samples are studied: 100% LL, 80% LL, 
and 50% LL. Due to the similarity of the results of the three 
samples, a 100% LL is chosen for workability issues. The e-log 
p curve, found in Appendix A, shows that a pressure of around 
40 KPa needs to be applied to yield enough consolidation 
before starting the experiment.  

V. EXPERIMENTS 

To model the real behavior of piles under the ground in 
clayey soil medium, experiments are conducted in the 
materials laboratory at AUB. The setup of the experiments 
consists of three geothermal piles and three control piles, each 
of 12 cm diameter and 60 cm length, which were casted at the 
materials lab at AUB. The pipe systems, configured with the 
help of the physical plant team, are of three types:  double-U, 
triple-U, and spiral-shaped copper loops. Copper as a material 
is available in small diameters and is easier to mold with 
behavior similar to HDPE. In the spiral loop, water descends 
through the spiral then it exits through a vertical thermally 
isolated pipe to minimize losses. Fig.2 shows the double-U and 
spiral pipes. 

Each experiment consists of three piles embedded in a 1m 
x1m x1.2m steel tank filled with clayey soil. Prior to 

embedding the piles, the tank is internally covered with 
geotextile around the sides for drainage purposes. Afterwards, 
the bottom is filled with a gravel layer of 20 cm thickness to 
model bottom drainage conditions. Then, the wet soil is 
inserted into the tank layer by layer. For consolidation 
purposes, the soil was loaded by 40 KPa and left for few days. 

The cooling mode is modeled by choosing an inlet water 
temperature of 35°C by heating water in a water bath. Hot 
water is pumped to circulate through the pipe system to 
exchange heat with the 25°C clayey soil. In an effort to isolate 
any external heat effect and maintain this temperature, the tank 
is covered with foam around its external walls. The following 
three experiments are currently being conducted at AUB. 
A. Pile load test  

This experiment aims to compare the structural capacity 
(end bearing + skin friction) of a geothermal pile to that of a 
control pile. The piles are loaded with fluid circulating until 
steady state is reached. Steady state occurs when the 
temperature of the clay bed reaches a constant value measured 
by thermocouples spread along the pile length. The load is 
applied using the piston and geotechnical capacity of piles is 
measured after several cycles of heating until plunging failure 
is reached. 
B. Skin friction  

To determine skin friction capacity, the piles are pulled in 
tension. For this purpose, steel casings are introduced at top 
and bottom of the piles. The casings are plates of 12 cm 
diameter and 1 cm thickness and they are connected using two 
16 mm diameter rods. The test will be done at steady state, and 
the end bearing capacity can be back calculated using pile load 
test results. 

C. Efficiency  
This experiment aims to check the effect of flow rate and 

pipe loop configuration on the efficiency of heat exchange 
between the pile and the soil. The flow rate will be varied in 
each trial measuring the variation of temperature along the pile 
depth for few hours. The flow rate corresponding to the largest 
ground temperature is the optimal flow rate. The same 
procedure is used to assess the effectiveness of the different 
pipe system configurations. Measuring the temperature 
variation along the pile depth, the most efficient system will 
yield the largest temperature gradient.  

 
Figure 2. Double-U and spiral pipes 
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VI. CASE STUDY 

The feasibility of implementing a geothermal system is 
studied for a building located in the city of Beirut, Lebanon. 
PileSim2 software is used to evaluate the performance of the 
heating/cooling system of the building with energy piles. The 
long term effect of the heat exchange on the ground 
temperature is simulated for 20 years. The results of this study 
are used to determine the operational and installation costs of 
implementing a geothermal system against a traditional one. 
Furthermore, the environmental benefits are considered 
through evaluating the reduction of CO2 emissions. 

The building under analysis is located in the North of Beirut, 
Lebanon. It is a 10-story building with 3 basements. The 
footprint is approximately 700 m2 lying on a flat terrain. Each 
floor consists of 2 apartments; each has an area of around 200 
m2 and wide terraces. The soil profile consists of three main 
layers. The first layer, fill layer, ranges in thickness from 5 to 7 
meters. The second layer is a 3 m silty sand underlain by an 
infinite sandy clay layer. Appendix B shows an AutoCAD plan 
of the building along with the soil profile. 

The design calculations recommend the use of 70 drilled 
shafts, each is 40-meter long and 1 meter in diameter. The 
spacing between the shafts is assumed to be 3 m. Each energy 
pile consists of 6 U-shaped pipes allowing water to circulate as 
a heat exchange fluid; the pipes are 4 cm in diameter. This 
primary heat exchange system is connected to the heat pump. 

A. PileSim2 Input Parameters 
PileSim2 is used to simulate the behavior of the heat 

exchange system composed mainly of heat pump and 
geothermal piles. This software was developed by the Swiss 
Federal Institute of Technology in Lausanne (EPFL) and 
validated by measurements of existing systems. The 
heating/cooling system in the building is modeled as a “heating 
and geocooling” system. A percentage of the heat demand is 
covered by a heat pump coupled to the energy piles; the 
cooling requirements are partly satisfied by geocooling without 
the use of a cooling machine. The software computes the 
amount of geothermal energy exchanged with the surrounding 
soil, the auxiliary energy needed for heating and cooling, the 
electric energy used by the heat pump as well as the variation 
of the ground temperature during the 20 years of operation.  

The weather data and ground characteristics are essential 
inputs for PileSim2. The weather data of Beirut, obtained from 
the airport weather station, were inputted as hourly values of 
temperature and solar radiation for the year 2014. The initial 
undisturbed temperature of the ground is set at 17°C equal to 
the ground temperature at 40 m below NGL. The thermal 
conductivities of the silty sand and sandy clay layers are 3.34 
W/mK and 1.61 W/mK respectively [10].  

B. Results and Analysis 
The heating and cooling energy demands of the building are 

computed after running PileSim2. The following assumption is 
followed in order to determine the activation period of each 
mode: heating mode is turned off when the outdoor air 

temperature is greater than 20°C, whereas cooling mode is 
turned off when the outdoor air temperature is lower than 20°C. 
Fig.3 shows the monthly cooling and heating energy demands 
of the building. The total energy needed for cooling is 427.5 
MWh /yr, while it is lower for the heating mode and equals to 
88 MWh /yr. The cooling to heating energy ratio is around 5:1 
representing the weather situation in Beirut.  

The monthly variations of the ground temperature for years 
1, 2, and 20 are plotted in Fig.4. The initial ground temperature 
decreases slightly in the first two months of the year since the 
heating mode is active during this period. When the hot season 
begins, the ground temperature increases as heat is injected 
into the ground at higher rate to fulfill the cooling demand.  It 
reaches a value of around 19.9°C at the end of the first 
operational year. In the second year, the ground temperature 
slightly fluctuates between 19°C and 20.52°C. During the 20th 
year of operation, slight variation of the ground temperature is 
observed reaching an end value of 21.2°C. For further 
observation, the annual average ground temperatures during 
the 20 years are reported in Fig.5. The average ground 
temperature significantly increases in the first 5 years, and then 
its rate of increase reduces during the next years. Eventually, 
the temperature reaches nearly a constant value of 20.5°C. 

 
Figure 3. Heating and cooling energy demands 

 
Figure 4. Ground temperatures during the 1st, 2nd, and 20th years 
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Figure 5. Average annual ground temperature (°C) 

The graphs in Appendix C show that the heating demand is 
constantly covered by 80% since the heat pump needs 
electrical energy to operate. On the other hand, the cooling 
energy coverage decreases with time as the efficiency of 
injecting heat decreases due to the increase in ground’s 
temperature. The cooling coverage is around 20.5%, while the 
average energy supplied by the whole system is around 30%. 

The initial annual ratio of injected to extracted energy 
decreases with time and eventually follows an asymptote with 
a value of 1 as shown in Fig.6. This asymptotic direction 
represents the equilibrium state of the system where the 
amount of the injected heat is equal to that extracted from the 
ground. Furthermore, the geothermal system of the building 
will operate at a constant minimal efficiency as the ground 
temperature reaches its maximum value. At this state, the 
heating demand is still covered completely, whereas the 
cooling coverage will reach its lowest value. Referring to Fig.5 
and Fig.6, the period during which the average ground 
temperature starts to be somehow constant coincides with the 
period at which the ratio of injected to extracted heat is around 
1. This is consistent with the fact that the ground temperature 
reaches constant value at equilibrium.  

 
Figure 6. Annual ratio of injected to extracted heat energy 

VII. FINANCIAL FEASIBILITY 

A financial analysis of the geothermal system of the building 
is performed based on the comparison of the Net Present Value 
(NPV) of geothermal and traditional systems. The system of 
higher NPV is considered to be better investment. The entire 
life of both systems is set at 20 years and interest rates of 3% 
and 10% are used. The geothermal system includes higher 
initial investment costs due to the additional required material 
and machines such as pipes, heat pump, valves, and 
compressor. However, based on PileSim2, the use of energy 
piles can save around 30% of the annual total heating and 
cooling costs. In this section, NPV analysis is presented and 
the Payback time is determined.  

The investment costs are reported in Table I for the 
geothermal and traditional systems. The initial over cost of the 
geothermal system compared to the traditional one is estimated 
to be equal to $ 98,520. The cost of HDPE pipes is calculated 
considering 70 piles of 40 m long, each containing 6 U-shaped 
pipes and considering a cost of 0.67$/m. The cost of the 
installation depends on the labor time needed to finish the work; 
the labor time is based on a specialized contractor Elie Rafie. 
The price of the additional machines used in the geothermal 
system is estimated based on Association Française des 
Professionnels de la Géothermie [11].  

Moreover, the annual electric energy needed to operate both 
systems are computed via PileSim2, and cost of the amount 
electric energy is calculated according to the pricing policy of 
Electricité du Liban institution shown in Appendix D. Finally, 
the net present values with different interest rates is presented 
in Fig.7. It is shown that the payback period of the geothermal 
system is around 5.6 years for 3% interest rate and 6.8 years 
for interest rate of 10%. After 20 years of operation, the net 
saving of the geothermal system equals to around $ 166,000 
for 3% interest rate, while it is much lower for 10% interest 
rate and equals to around $67,000. 

 
Figure 7. Net present values with interest rates of 3% and 10% 
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TABLE I 
INVESTMENT AND ANNUAL COSTS OF BOTH SYSTEMS 

Costs ($) Geothermal 
System 

Traditional 
System 

Pipes 23,520 - 

Installation  40,000 - 

Heat pump 35,000 - 

Annual Electric Energy 38,000 55,000 

Total  136,520 55,000 

VIII. ENVIRONMENTAL IMPACT 

The environmental analysis is evaluated by assessing the 
savings in Green House Gases (GHG) emissions annually and 
during the 20 years simulation period. Using BLCC 5 software, 
consumption of 1 KWh releases around 0.65 kg of CO2, 3.3 g 
of SO2, and 0.97 g of NOx. 

The following table represents the GHG emissions to satisfy 
cooling and heating requirements by the traditional and 
geothermal systems. Based on the results of PileSim2, the 
amount of KWh energy was converted to amount of gases to 
calculate annual and life-cycle reductions. It can be concluded 
that geothermal system decreases GHG emissions by 30% on 
average as shown in Table II. In addition, about 2000 Tons of 
CO2 are saved during the 20 years analysis period, which is 
equivalent to the emission of CO2 from 25 cars circulating for 
20 years continuously. 

TABLE II 
GHG REDUCTION 

 
Traditional 

System 
GHE 

System 
Annual 
Saving 

Total 
Saving 

CO2 (T) 336 236 101 2,020 

SO2 (T) 1.7 1.2 0.5 10.2 

NOx (T) 0.50 0.35 0.15 3.02 

IX. CONCLUSION 

Due to the increase in energy consumption, the search for 
sustainable energy resources has become one of the most 
critical issues worldwide. Significant research is driven 
towards geothermal energy since it presents itself as one of the 
most abundant, renewable, and clean resources. Many 
processes can be used to harness this energy, one of which is 
the usage of geothermal piles, whose history, operation, and 
previous applications were presented in this paper.  

Besides, this paper targets two main goals. The first is to 
introduce a series of experiments that are conducted for the 
purpose of modeling the behavior of energy piles and the effect 
of heat transfer on pile capacity. The second focuses on a case 
study, through which PileSim2 software is used to estimate the 
financial and environmental benefits of using geothermal piles.  

The results of this study show a net saving of 30% in the 
electrical energy consumption which leads to a 30% reduction 
in the emissions of Green House Gases. The software also 
shows that the ground temperature increases from 17°C to 
reach nearly a constant temperature of 20.5°C at the end of the 
20th year. As for the effect of heat on the geotechnical capacity, 
research is still on-going and results are to be presented during 
April 2016. 
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during the 20 years simulation period. Using BLCC 5 software, 
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critical issues worldwide. Significant research is driven 
towards geothermal energy since it presents itself as one of the 
most abundant, renewable, and clean resources. Many 
processes can be used to harness this energy, one of which is 
the usage of geothermal piles, whose history, operation, and 
previous applications were presented in this paper.  

Besides, this paper targets two main goals. The first is to 
introduce a series of experiments that are conducted for the 
purpose of modeling the behavior of energy piles and the effect 
of heat transfer on pile capacity. The second focuses on a case 
study, through which PileSim2 software is used to estimate the 
financial and environmental benefits of using geothermal piles.  

The results of this study show a net saving of 30% in the 
electrical energy consumption which leads to a 30% reduction 
in the emissions of Green House Gases. The software also 
shows that the ground temperature increases from 17°C to 
reach nearly a constant temperature of 20.5°C at the end of the 
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  Abstract-With the trend shifting towards automation, 

the fast-growing industry of construction has been 
gradually adapting to this change. Engineers are urged to 
develop innovative techniques and original inventions to 
meet demand complexity, and overcome construction 
challenges. One of the latest revolutionary methods, 
though still under study, is 3D concrete printing. The 
automated mechanism and its product have various 
advantages of assisting engineers in minimizing human 
errors, achieving higher productivity, and designing 
architectural elements with complex geometry. The main 
focus is to consider integrating various design components 
and material characteristics in order to obtain a coherent 
concrete 3D printing system operating as a single entity.  
The scope of work is divided into several categories: design 
of the optimum concrete mix, fabrication of the extrusion 
nozzle with the integrated pumping mechanism, and 
coordination between material properties and mechanical 
parameters. The compatibility of the concrete mix design 
with the machine functional parameters is clearly assessed 
through numerous experimentations in which flowability, 
buildability, open time, and optimum additive ranges have 
been established. Flow of concrete is experimentally tested 
to function in accordance with the rate of motion of the 
machine, and the rate of extrusion from the head. The 
preparatory experimentations on the concrete mix were 
adjusted to fit the machine parameters. The final result 
was a coherent synchronized system able to operate and 
print several interconnected layers of different geometrical 
shapes. The machine generated a wall of 21 layers, a semi-
circle and an arch shaped structures as successful 
outcomes. . The testing outcomes have shown that the 
ultimate concrete mix for this specific printing application 
consists of 600g of cement, 650g of sand, 250g of fine 
aggregate, and a water to cement ratio of 0.4. Addition of 
3g of superplasticizer and 0.5g of fiber is indispensable to 
ensure that the concrete is continuously extrudable from 
the nozzle over all the printing period. The Archimedes 
screw, rotating at a speed of 20 rotations per minute, 
provide the needed pressure for concrete to continuously 
flow from a height no greater than 2 cm, and a machine 
feed rate along the three axes of  3cm/sec. From a 
managerial perspective, this innovation reduces 
construction time, manual labor and carbon footprint 

which comply with the sustainability requirements 
nowadays. 

I. INTRODUCTION 

Construction is one of the largest sectors in economy. The 
escalating complexity of the construction industry is causing 
increased difficulties in the execution process, direct and 
indirect costs, and project delays. In the last few years, with 
the technological improvements and growth in population, the 
human needs were amplified. More than half of the world’s 
population is now occupying metropolitan regions. Investors 
have thus started capitalizing assets in a wide range of projects 
to serve the flourishing building demands. For them to 
succeed, contractors have to integrate and optimize cost, 
quality, and safety parameters into a single well-coordinated 
system. New techniques in the construction field should aim at 
mitigating the problems of low labor efficiency, deteriorated 
work quality, cut and trim waste, safety, and site control. 
Concrete 3D printing, which is based on a layered 
manufacturing process (LM), is a rising technique that has 
recently been taking a dominant position in the construction 
realm. The structure is built layer by layer using an automated 
machine extruding concrete [1]. The Contour Crafting (CC) 
technique was initiated and developed by Behrokh 
Khoshnevis, a professor of Industrial &System Engineering at 
the University Southern California (USC). 

 In field applications, the Chinese Company Winsun used 
the 3D printing technology to build ten houses out of recycled 
materials in twenty four hours, with a cost less than 5000 
USD. Winsun’s method is based on building blocks in a 
central factory and then assembling them on site. Very few 
labors are needed in the assembling work hence decreasing the 
cost of construction [2]. Also, Lewis Grand Hotel in the 
Philippines is the first operational 3D printed hotel in the 
world (130 square meters) that took approximately 100 hours 
of discontinued work to print. Yakich hopes in the upcoming 
years that 3D printers will enhance the production of low 
income housing in Philippines [3]. 

Furthermore, Amsterdam-based DUS Architects developed 
their latest 3D printer “The Kamer Maker”. DUS Architects 
described Kamer Maker as their new “craftsmanship”. They 
believe 3D printing will encourage governments to build 
affordable homes because of savings in time and cost. 
Therefore, one significant difference between traditional 
construction methods and 3D printing is efficiency [4]. 
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The main advantages of such execution process are to 
increase the margin of creativity in the structural geometries, 
to reduce the constraints originating from the conventional use 
of formworks. In addition, 3D printing aims at minimizing 
cost, time and waste along with maximizing the client’s added 
value [5]. 

For the aim of bridging some gaps left behind by previous 
researchers and overcoming further challenges, past 
implementations are further assessed and extended. Through 
the use of an automated version of the concrete 3D printer, 
many achievements become more tangible. The ultimate goal 
of using the CNC concrete machine is to transform any 
drawing inputs into an endurably stable structure of any 
geometrical shape. Extensive preparatory laboratory testing is 
carried out to optimize the concrete mix and identify the 
suitable material properties.  Integrating the machine 
parameters, nozzle design, and operation control, and 
coordinating the entire system as a whole are primordial stages 
in the fabrication process. The end results of concrete 
structures are obtained and analyzed according to specific 
criteria illustrating flow and extrusion measurements, as well 
as open time and overlap of extruded concrete layers. 

II. METHODOLOGY 

In attempt to achieve a single coherent concrete 3D printer 
able to transform any drawing inputs into an endurably stable 
structure, it was essential first to optimize the part before 
coordinating the whole. Consequently, the design of the 
concrete mix, extruding nozzle, Archimedes screw, the 
machine dimensions, and the feed rate is independently 
examined. In the absence of conventional and exclusive 
testing methodologies for concrete printing application, 
numerous available laboratory tools were used to design 
relevant testing experiments and quantify factors of interest. 

A. Preparatory Mix Testing 
 The testing methodology primarily tackles the ultimate 

concrete mix design, the proportions for printing application, 
and the effect of addition of aggregates, admixtures and fibers 
on the rheological properties of cement paste. 

The optimal concrete mix should meet composite 
performance requirements rendering it fit for extrusion and 
printing. The self-consolidating concrete (SCC) used must be 
able to flow throughout the hose and out of the nozzle. 
Nevertheless, its properties from mixing stage to final setting 
might seem conflicting. The biggest challenge lies in printing 
layers displaying minimal deformation under their own 
weight. In addition, lower layers should bond to upper ones to 
form a strong homogenous system. The SCC is to be extruded 
while maintaining a consistent flow rate, and unless vibrators 
are introduced to the system, the mix must keep its workability 
through the entire “open time”, that is the time from mixing 
initiation to printing finalization. The extruded material should 
consequently be flowable rather than stiff so as not to block 
the 2 cm nozzle head. Moreover, if the workability of the 
extruded SCC exceeds a certain threshold, this detrimentally 
affects the characteristics of the upper layers. Explicitly, 

printed layers must not deform excessively under their own 
and other layers’ weight. In case they lose their bearing 
capacities, the buildability of the entire structure is negatively 
affected. Hence, it is important to maintain an appropriate 
balance between the contrasting properties of SCC for the 
success of concrete printing application. 

B. Machine Parameters 
As opposed to laser engraving or plastic printing, concrete 

integration into the printing field is rather incipient. In the 
absence of Computer Numerical Control (CNC) machinery 
dedicated for concrete printing, it was necessary to customize 
the dimension and parameters of the printer to fit particular 
requirements. For instance, high precision, temperature control 
and slow motion are irrelevant parameters with limiting 
advantages in concrete application. Therefore, as compared to 
any other types of 3D printers, concrete needs considerable 
requirements of which is the machine’s relatively large scale. 
Elevation is a crucial dimension, mainly because the CNC is 
supposed to build a relatively high structure. For the 
previously mentioned reasons, the preferential working zone 
of the printer is 1.2m in length, 1.2m in width and 1m in 
elevation. Fig.1 shows the preliminary sketch of the machine 
based on which it was manufactured. The maximum motion 
speed of the machine is 2500mm/min. The minimum lifting 
capabilities of the arm is requested to be greater than 15 kg for 
it to carry the weight of the concrete filled nozzle. The section 
below further elaborates on the importance of the previous 
number. 

 
C. Nozzle Design 

Designing the extrusion head is a major contributor to the 
concrete flow. Knowing the lifting capabilities of the CNC 
machine, the maximum lifting weight is estimated. The 
motion along the vertical axis is the main parameter to 
consider, simply because stepper motor controlling motion 
will have to accommodate forces resulting from lifting the 
entire system, and weight forces carrying the head upward. It 
is important to note that the use of stepper motors has various 
advantages and disadvantages. Its main benefit is that it gives 
high terms of accuracy when it comes to motion. However, if 
exceeded, the torque capabilities of the motor might cause the 
system to vibrate at high elevations, as the motion created 
through a rack gear transmission can possibly slip.   

Figure 1. AutoCAD drawing of the machine and the actual manufactured 
CNC 
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For the previous reasons, the design methodology will 
follow a backward approach to calculate the maximum weight 
capacity that can be lifted by stepper motors and is responsible 
for motion along the “z axis”. Selecting different alternative 
design parameters is restricted to the available lifting 
capacities. The governing parameters are the fabrication 
material of the nozzle, the geometrical dimensions of the head, 
the volume of concrete that can be accommodated, and the 
extrusion mechanism of concrete from the nozzle. Based on 
the above parameters, studies were performed to decide on the 
proper nozzle dimension and size. Fig.2 below provides 
detailed specifications of the Archimedes screw and head 
casing to be later fixed on the CNC machine. 

 The Archimedus screw is known to be an ideal choice 
when it comes to lifting considerably large water quantities. 
The main advantage of  this screw pump is that it adapts to the 
volume input without the need of any control mechanism. 
When designing the nozzle, the main objective was creating a 
medium of constant pressure, hence facillitating the extrusion 
of consistent concrete layers. The main challenge at this stage 
is to adopt the same water mechanism to other viscous fluid 
such as concrete. Theoretically speaking, the Archimedus 
screw is supposed to rotate at different speeds  in order to 
satisfy three major criteira: (1) flowability chatecteristics of 
the extruded material (2) the feedrate of the nozzle and (3) the 
consistency in the printed layers. Because its operation does 
not require any sophisticated control mechanism, and because 
of its relatively simple manufacturing, the Archimedes screw 
is assumed to be a feasible and tangible option in this project. 

D. Operation Control 
In order to create constant pressure in the nozzle, the 

Archimedes screw is supposed to rotate at fixed speed. 
Previous experimental results states that, for optimum 
extrusion and flow, the desired rotational speed of the 
Archimedes screw must fall in the range of 15 to 60 rpm. As 
for cleaning considerations, water must flow at even higher 
velocity to provide high pressure for removal of residual 
concrete. Therefore, given the necessity for varying the 
rotational speed of the Archimedes screw, the need of a 
stepper motor was essential and irreplaceable. After 
establishing the type of motor providing the sufficient 
kinematic energy input, the next step is to determine its 
required torque capacity. An experiment was designed 
accordingly to specify a safe motor operation speed. 
Throughout this experiment, the nozzle was intentionally 

clogged. The mix used for clogging the nozzle was composed 
of a 3.4g to 1kg cement of superplasticizer and 25% of fine 
aggregate. This mix replicates the worst case scenario that 
might be encountered throughout the printing application. 
Finally, a spring scale was attached to the nozzle’s handle, and 
manual forces were applied to unblock the bottleneck created 
in the nozzle. The respective force module was recorded. The 
three readings taken were as follows: 4N, 6N and 11N. 
Finally, these results were averaged and then multiplied by a 
factor of safety of 1.5. Hence, the ultimate force required was 
found to be 11N.  

The mechanism used to operate the Archimedes screw was 
to couple it to a stepper motor, hence enabling the variation of 
the rotations per minute (rpm) and the rotation polarity. For 
this purpose, an electric circuit was designed based on the 
following main electric components (1) Arduino (2) voltage 
regulator (3) stepper driver and (4) power supply.  
The following steps denote the major functional technicalities 
of the designed circuit: 

1- The power supply transforms the input of an 
accelerating 220V (AC) to a direct 24V (DC) 

2- The voltage regulator takes the 24V (DC) input and 
transforms it to a 5V (DC) output needed to operate 
the Arduino. 

3- The Arduino is the brain that controls the stepper 
driver. This can be achieved by sending a set of 
instructions using Arduino programming language 
(based on wiring) to the micro-controller on the 
board. 

4- The stepper driver controlled by the Arduino drives 
the stepper motor. The stepper driver is configured to 
achieve micro-stepping. In the latter mechanism each 
electric impulse will be transformed into a micro step 
which is equivalent to 1.8 degrees over 4. Achieving 
a system operating by micro-stepping is a must in the 
application of concrete printing, mainly to decrease 
the resulting oscillations during printing.  
  

The standard CNC software takes input drawings, slice 
them into layers, and generate a G-code which is the major 
determinant of the machine motion. Nevertheless, all standard 
available software do not fit concrete 3D printing application, 
in the sense that it requires temperature, filled pathways and 
many other irrelevant inputs. Moreover, most slicer programs 
generate inapplicable codes, basically because they cut layers 
from top to bottom rather than from bottom to top, as per 3D 
engraving software. One further limitation is that the machine 
in the laboratory is only capable of operating based on 
coordinate inputs rather than absolute distances.  
Consequently, all the previous factors urged the authors to 
program a C++ code that takes dimensions from the user, and 
generate a G-code that is readable and operative by the CNC 
machine.    

 

 
Figure 2. AutoCAD drawing of the Archimedes screw with the nozzle 

container and the actual manufactured nozzle 
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E. System Coordination 
Once all the previous specifications have been considerably 

addressed, the main concern at this stage is to proceed with the 
assembly of the different entities into a single system. The 
critical task here is to implicitly integrate all the conflicting 
concrete mix properties into the picture through adjusting the 
machine parameters to the optimum mix characteristics. The 
procedure to follow is elucidated in Fig.6. To initiate operation 
of the system, three major inputs must be furnished: the 
preparatory concrete mix from earlier experimentations, the 
2D drawing, and the rotational speed of the screw. The first 
checkpoint is to verify that the mix is still extrudable under 
controllable automated settings. In the case where concrete 
was not driven out of the nozzle, rpm must increase to provide 
the necessary consistent pressure for the mix to flow.  
Secondly, once pushed out of the nozzle, concrete must be 
printed in a continuous manner.  Any observed discontinuities 
in the layer indicate that the machine feed rate is 
immoderately fast. Nevertheless, if the flow from the nozzle is 
intermittent, a different approach must be adopted: the 
incremental addition of superplasticizer is required, and thus 
the preparatory mix must be adjusted. Finally, in terms of 
buildability, the successive layers are supposed to adhere to 
each other, hence suggesting that the interlayer delay must be 
lengthy enough for the structure to support itself, yet short 
enough to ensure the necessary cohesion between layers. This 
parameter can be determined through assessing the open time 
of the mix. The output of this procedure is a well-coordinated 
system which parameters are matched to the benchmarked 
concrete mix. 

 
III. RESULTS ANALYSIS AND DISCUSSION 

The concrete mix that should be achieved to serve the concrete 
printing application must account for the following 
characteristics (1) flowablilty, (2) extrudablity, (3) workablity, 
(4) and strength. For the previous criteria to be met, numerous 
mixtures are tested to find the optimal proportions of sand, 
fine aggregate, superplasticizer, and fibers guaranteeing the 
minimum strength requirements. Initially, the water to cement 
ratio is fixed at 0.4 by all means to guarantee a minimum 
strength of 40 MPa in compression to satisfy the initial 
strength requirements. Before proceeding with the addition of 
aggregate, the starting point was to determine the proportion 
of sand relative to cement in attempt to achieve a reference 
material paste. By first assuming a 1 to 2 cement to sand ratio, 
segregation of the paste within the nozzle was inevitable. It 
was necessary then to reduce the quantity of sand relative to 
the binder so as to avoid segregation and cracks within the 
extruded filament once the paste dries. Next, the amount of 
aggregates was gradually varied through incrementing its 
percentage relative to dry matter. It is important to note here 
that the maximum aggregate size used is no greater than 2.36 
mm, around one tenth the nozzle head diameter to overcome 
any complications originating from the clogging of the nozzle. 
One major consideration to account for at the stage is to make 
sure that the poured filament does not display any 
discontinuities due to the presence of aggregate. Once the 

optimal ratios are fixed, the “control batch” is ready and hence 
must not be altered later on. Next, the effect of addition of 
superplasticizer (Viscorete) on the mix is closely assessed. 
Admixtures with varied dosages are added to the control batch 
until reaching a stage where the final mix design meets the 
extrudibility, flowability and workability criteria. Finally, to 
intercept any potential cracks and increase ductility, fibers are 
incrementally added until the mix is no longer extrudable. The 
resultant fiber percentage is hence the maximum allowable 
amount not clogging the nozzle. The previously described 
methodology sets practical guidelines and indications for 
establishing a mix design that is extrudable and workable.  

A. Flow and Extrusion Measurements 
In the preliminary study, it was necessary to assess the 

functionality of the designed nozzle before attaching it to the 
machine body. The experiment carried to define the variation 
of nozzle efficiencies with the changes in mix design is 
summarized in the graph of fig.3. The Archimedes screw was 
connected to a rotating arm, and the manual rotations were put 
in sync with periodic beeps.  The amount of concrete flowing 
during a fixed interval of 15 seconds was determined using a 
volumetric flask. The same experiment was carried out at 
different rotating speeds (rpm) and superplasticizer 
percentage. The aim was to primarily define the optimum mix 
in terms of acceptable flow and ease of extrusion of the nozzle 
head. Fig.3 below summarizes the result of the experiment. 

In order to determine the optimal rotational speed for 
concrete mixes with various superplasticizer percentages with 
respect to binder, the test was carried at different rpms. The 
objectives are to primary express the variation of flow with the 
rotational speeds, and to capture the mix which results are the 
most consistent flow. These are major considerations, mainly 
Looking at the graph, mixes with superplasticizer percentages 

 
 

Table I 
Optimal Concrete Mix Ranges 

 

Material Range 
Minimum Maximum 

 

1 to 1 (sand to 
cement ratio) 

2 to 1 (sand to 
cement ratio) 

 

10% of dry fines 25% of dry fines 

 
0.2% of cement 0.4% cement 

 

3.4g/1kg cement 5.75g/1kg cement 
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 of 0.44 and 0.47 are rendered equally likely to fit the flow and 
extrusion for printing requirements. The general pattern 
observed indicates that the faster the rotation, the more is the 
volume of concrete extruded from the nozzle head. 
Nevertheless, when the amount of plasticizer is relatively 
large, it is believed that the screw mechanism has little effect, 
if any, on the concrete flow.  When looking at the 0.56% 
curve, it is noticed that no matter what the increase in rpms, 
the flow rate of the extruded material remained 30ml/sec. 
Consequently, although it is highly preferable to use flowable 
concrete for its ability to diffuse in the hose, it makes the 
concrete extrusion from the nozzle uncontrollable. Note also 
that for lower percentage of superplasticizer, the results were 
predictable for low rpm values. It is important to mention that 
because the nozzle arm was manually rotated; all the above 
numbers and values are subject to further adjustments under 
automated controllable settings. 

 
B. Offset Test and Open Time Measurement 

The following bond test was conducted to determine the 
effect of delay in time on the cohesion between two 
overlapping concrete layers. The method adopted was printing 
four sets of two adjacent lines at     followed by printing 
two overlapping lines above each set at 
                   respectively. Each set was cut into a 
section of        . The bottom of the first layer and the 
top of the overlapping one were glued with a contact area 
of      , using epoxy glue of strength 25 MPa to steel plates 
and left to dry for 24 hours. The two plates were subjected to 
tensile forces to gauge the cohesive strength between the two 
overlapping layers. 
The results obtained for all the samples exhibited a failure of 
the epoxy glue at the top layer under a stress of 3.3 MPa 
without any apparent cracks between the two layers, which 
can be contributed to the circular shape of that layer and the 
incomplete solidification of the epoxy glue. Furthermore, 
when examining the cross-sections there were no visible lines 
separating the layers; at         complete cohesion was 
still achieved.  

 

The following test was conducted to determine the optimal 
center to center offset       between two adjacent layers. 
Given that the approximate width of the single bottom layer is 
measured to be 3cm, the method adopted was printing four 
sets of two adjacent lines while varying      by increments of 
3mm {27, 24, 21, 18 mm}. In each set, three parameters were 
measured: total width,     and height of interlock.  

Table II 
Offset Parameters 

    (mm) total 
width(mm) 

height of 
interlock(mm) 

27mm 0 59 13 
24mm 1 57 16 
21mm 2 55 18 
18mm 3.5 50 20 

 
The results tabulated show low interlock values in sets 1 

and 2 which result in weak lateral cohesion and a visible 
notch. Also a significantly high    value in set 4 was recorded 
which can affect vertical buildability negatively by 
unbalancing the overlapping layer. Therefore set 3 was chosen 
to be an optimal balance between balance and lateral cohesion. 

C. Major Findings 
Based on the printing system described, and given that, at 

all time, the mix was flowable and no extrudibility 
complications were found, the simplest geometric shape to 
start with was a linear wall. Varying the interlayer delay from 
32 seconds to 92 seconds with an optimum rpm ranging from 
8 to 20, and a federate of 3cm/sec, it was noticeable that after 
several iterative trials, the printing mechanism should proceed 
with a batch system. This system varies from 6 to 10 layers 
based on the complexity of the printed geometric shape. The 
need for a batch system was an advantageous option, mainly 
because it gives time for the lower layers to set and withhold 
the structure at higher elevations. However, the main 
drawback lies within the intrinsic variability between the 
batches. After several trials, the main finding for the linear 
mode was a 30cm double wall with 16 layers’ elevations. As 
for the circular operation mode, more complexities were found 
due to the minor deviations of the machine pathway and thus 
those of the extruded material. The major finding was a double 
layered semi-circle with an average diameter of 30cm and a 6 
layers-height. Finally, raising the level of complexity, the two 
modes where combined when printing a double layered self-
standing arch with two 12cm footings, two 30cm columns and 

Figure 3. Variation of flow rate with respect to rpm 

Figure 4. Bond test apparatus (left) and epoxy failure (right) 
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a semicircle of 30cm diameter. Fig.5 illustrates some of the 
shapes printed by the machine. 

 
Figure 5. Layered samples printed by the machine 

IV. 3D CONCRETE PRINTING AND SUSTAINABILITY 
 

Concrete 3D printing technology is assessed based on 
environmental, economic and social performances as 
compared to with traditional construction methods. The safety 
hazards on site, the material wastes as well as harmful 
emissions urge the immediate shift into more sustainable, eco-
friendly and ameliorated technologies [6]. This highly precise 
automated process offers construction with reduced waste, 
pollution, noise and labor injuries on site. Thus, along with the 
increased level of human safety and environmental welfare, 
construction cost is reduced significantly. The percentage of 
CO2 emission is mitigated by approximately 75% and the total 
energy by 50%.  

 
V. SCALING UP 

A starting point for scaling up this application is printing 
two level houses using precast frames. The simplicity of the 
structure and the low level of tensile stresses allow for the 
entire level to be printed as one unit. All structural and non-
structural elements will be printed using only fiber reinforced 
concrete of 40MPa compressive strength. The method 
suggested is printing the entire level from a plan view, 
including walls with embedded window/door openings, 
columns, and other architectural features of the floor. The top 
part of the first level and the bottom part of the second shall 
include a set of printed notches that are mirrored in the 
intermediate slab to create a key and lock mechanism. Step 
two is printing the slab separately on the ground and lifting it 
using a crane to position it in the aforementioned interlocking 
mode.  

The above system’s weak structural integrity limits its 
scope significantly and could not fully replace traditional 
methods. The targeted plan includes a system of modular 
precast structural elements integrated with in-situ automated 
printing system. The structural elements including columns, 
beams, and slabs will be made of precast non-printed 

reinforced elements to resist fully lateral and vertical stresses. 
The remainder of the level will be printed in-situ using a 
hydraulically jacked printer (similar to the Grocon Jumpform 
system), including the walls, and other architectural features 
present. This method is highly favorable because the 
automation of the printing process offers speed and a precise 
estimate of completion time per activity. The knowledge of 
precise information allows for a more lean construction 
process. This is implemented by ordering the precast structural 
element on time and keeping small on-site buffers. 
Consequently, adopting a takt time process will decrease the 
variability of the schedule/labor force demand. 

VI. CONCLUSION 

The optimization of the CNC machine into a coherent and 
automated concrete 3D printing system requires merging 
several design, material and structural components. Starting 
from scratch, the mechanism of the machine and its 
parameters are modified in compliance with the printed 
concrete mix properties. 

The extruded concrete from the nozzle is assessed based on 
the ease of extrusion, continuity of the flowing layer, the 
supported system and the stability and strength of the end 
structure. 

As perceptible results, a coherent synchronized system is 
able to operate and print different geometrical shapes, building 
up several interconnected layers. Further testing and 
improvements will be carried out in order to achieve the 
remaining desired goals of improving buildability, finding 
more accurate delay time between batches of layers. Adopting 
a construction management approach will be useful when it 
comes to weighing the benefits of this innovation in terms of 
cost, time and environmental feasibility. 
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Figure 6. The printing set up 

Figure 7. Flow chart explaining the methodology to follow in assembly of the machine and the design of the optimum mix 
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Figure 8. Some of the architecture shapes printed by the machine 

Figure 9. Open time test samples 
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Noise Mitigation in Urban Areas: AUBMC 2020 Case 
Study 

 
Abstract- This paper studies noise pollution in a local context and aims at finding feasible mitigation measures taking AUBMC area as a 
case study. After thoroughly researching the topic to better understand the causes and implications of noise, as well as suggested solutions 
to alleviate its severity, the group moved towards applying these findings to the study area. A professional sound meter was used to 
measure noise levels at different locations and at different times of the day, which allowed, after analysis, the preliminary identification 
of noise patterns and their causes. High levels of noise were noticed compared to the regulations of both the Ministry of the Environment 
(MOE) and World Health Organization (WHO). Solutions were developed tackling each problem. Noise barriers were tested using 
ArcGIS (Geographic Information System) software and found effective in alleviating the problem. Additional regulatory solutions related 
to construction and transportation were also suggested. 
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I. INTRODUCTION 
 
Environmental issues facing the world nowadays often cause 
noise pollution to be marginalized. However, the perception 
of sound and the extent to which it varies in duration and level 
have considerable effects on human well-being. World 
Health Organization recognizes noise as a major factor in 
several physical and psychological problems, the most 
common of which is noise-induced hearing impairment, 
affecting perception of speech and communication between 
individuals, especially in the presence of background noise. 
WHO also states that noise levels of 65 dB(A) at Leq (24 hr) 
cause cardiovascular and hormonal disruptions including 
heart rate increase and changes in blood pressure. It is also 
stated that if the exposure to noise is temporary, the 
physiological system can over recover, which is not the case 
if exposure is consistent and intense. This project aims at 
assessing noise pollution around the area of AUBMC, where 
the ongoing AUBMC 2020 plans have been raising questions 
related to noise [1]. In a survey done both online and in print 
on 94 random people questioned about noise pollution in that 
area, over 88% were AUB/AUBMC students or employees, 
the majority of those passing around the AUBMC area almost 
daily. Over 90% of survey takers answered “yes” to a 
question asking about whether or not there is a noise problem 
in the area. For those survey takers, the number representing 
the severity of the problem on a scale from 1 to 5, 5 being the 
most severe was an average of 3.8/5. This shows that the 
problem at study is significant. The most recurrent answers 
to a question about the sources of noise were construction 
work and transportation, specifically vehicle horns. Frequent  

 
 
 
suggestions for solving the problem were the following: using 
glass barriers, reducing site work on peak hour, re-routing, 
improving public transportation, using new transportation 
techniques. Noise annoyance prevalence in the area 
accentuates the need for the quantification of the problem and 
finding solutions. 
 

II. METHODOLOGY 
 
A. Noise Measurements 
A noise meter (B&K 732A) along with an iphone app 
(NoiseTube) were used to record noise levels in dB(A), after 
calibration for consistency between devices and another 
calibration with white noise in the AUB mechanical 
engineering labs for accuracy. The reliability of the noise app 
was validated during a study between the AUB 
Neighborhood Initiative and Dr. Zaher Dawy from the AUB 
electrical engineering department [2]. Noise measurements 
were carried three times a day on a span of several days. Noon 
(11:00 to 13:00 hr), afternoon (15:00 to 18:00 hr), evening 
(19:00 to 21:00 hr), and midnight (23:00 to 00:00 hr) readings 
allowed the identification of noise levels at different times of 
the day to allow the identification of noise levels at peak 
hours. The times chosen were representative of rush hour 
noise levels, which proved the presence of a noise pollution 
problem as will be discussed later. Other than temporal 
variation, spatial variation was accounted for by representing 
the space surrounding AUBMC by taking measurements at 
different locations. These were at point A, on Abdelaziz 
Street near Casper and Gambini’s, point B near the Childrens’ 
Cancer Center, and point C at the emergency exit at the heart 
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of AUBMC. A dynamic measurement M (mobile) was taken 
also walking around the area directly surrounding AUBMC. 
Measurements were taken at ten minute durations. A total of 
80 measurements was taken, 20 measurements for each 
location A, B, C, and M. Average values of noise levels at 
each location and at each time of the day were calculated and 
tabulated. 
 
B. Traffic Counts 
Aiming at relating noise levels measured to traffic conditions, 
spot speed measurements and calculations of traffic flow at 
each of the three static points was performed. A specific trap 
length was considered on every road, and the time taken by 
the vehicle to cover the determined distance was measured 
and therefore the speed was calculated. Moreover, the 
number of vehicles passing by a fixed position at the three 
locations was recorded every 30 seconds 100 times. The flow 
and speed were measured on several days at different time 
intervals.  
 
 
C. GIS Modeling 
GIS was used to map noise levels resulting from the ACC 
construction site and roads in the area as a base case, followed 
by introducing noise barriers shielding from both sources by 
7 dB(A) at the barrier. A detailed GIS modeling methodology 
is described in title III. Theories and Assumptions   

 
 

III. THEORIES AND ASSUMPTIONS 
 

A. Noise Level Definitions 
Throughout this project, the units of noise levels are 
represented in decibels (dB), which is the unit used to 
measure intensity of sound. dB(A) is a way of representing 
this intensity taking into consideration the range of 
frequencies at which the human ear is sensitive to sound. The 
“A” weighted curve is used for this purpose.  Equivalent level 
(Leq) is the continuous sound level that produces the same 
effect on the human ear as that of the actual noise during 
measurement. It’s a way of simplifying representation since 
noise level are variable over time. Leq can therefore substitute 
all these different values by a single number [3]. 
 
B. GIS Assumptions and Detailed Methodology 

i. Sound- Distance Relationship 
The equation used to find the sound intensity L2 at any 
distance r2 from the source, whether construction or 
transportation, is given below [4]: 
𝐿𝐿2 =  𝐿𝐿1 − |20. log (𝑟𝑟1

𝑟𝑟2
)|  (1) 

 
Fig. 1 illustrates the relation and the parameters involved in 
it. 
 

 
 
 

 
Where: 
𝑟𝑟1: Distance from object 1 to the source, object 1 being the 
location of the sound meter or measuring device. In this case, 
it is 3 m from vehicles and 7 m from the ACC construction 
site. 
𝑟𝑟2: Distance from object 2 from the source, that is the distance 
between any point in the area under study and the sources of 
noise 
L1: Sound intensity at a certain distance r1  from source in 
dB(A). For vehicles, it was assumed to be 70 dB(A) at a 
distance of 3 m while for the construction site, it was 75 
dB(A) at 7 m. 
L2: Sound intensity at a certain distance r2 from source in 
dB(A) 
 

ii. Effect of the Sound Barrier  
A noise barrier is an obstacle implemented between a noise 
source and a receiver to control sound waves propagation and 
to limit noise levels. A typical improvement caused by these 
structures is to decrease noise levels by 5 to 10 dB(A) 
depending on the materials used and the design executed [5]. 
In this case, a green barrier was assumed to be decreasing the 
noise caused by the road network around AUBMC by 8 
dB(A) on average at the source, so the noise reduction in the 
total area is a function of this 8dB(A) and the distance from 
the noise sources.  
 

iii. Effect of the Land Cover 
The area around AUBMC is completely urban with a small 
area being green. Buildings in this area are mainly built from 
concrete so the reflection caused by such structures was 
found to be 65% [6], meaning that concrete absorbs 35% of 
the sound waves that hit it while reflecting back 65%.  
This property of a certain material is defined as the Noise 
Reduction Coefficient (NRC) [7]. NRC is the percentage of 
sound that a surface absorbs. In the case of concrete, NRC is 
0.35 as previously stated. 
 

iv. Noise at Sources 
The two main sources of noise that were assumed are the road 
network in the region and the construction site. 
Concerning the road network, a case where 70 dB(A) at 
source was considered due to the vehicles flow and this was 
in accordance with the measured sound levels [8]. Also, since 
the area is a small one respective to noise assessment studies 

Figure 1. Sound intensity emission 
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of cities, all the roads within it were assumed to have the same 
source noise level. 
On the other hand, the ACC construction site was given a 
source noise level of 75 dB(A) which was taken from site 
measurements and literature review of typical noise levels in 
similar construction sites [9]. 
 
C. GIS Methodology 
 
To assess the present problem of noise in the vicinity of 
AUBMC, a simplified model using the previously mentioned 
assumptions was implemented into ArcGIS. 
The creation of the model involved sketching of the existing 
buildings in AUBMC in 2D as sound receivers and the road 
network in the area along with the ACC construction site as 
sound sources. 
Following the sketching phase, the ArcGIS model builder 
(Fig. 2 and 3) was used to simulate how sound propagates 
with distance and how it is affected by the sound barrier and 
the land cover. Raster analysis was used throughout the 
process. 
 

 
Figure 2. Model used to simulate noise propagation around AUBMC 

 
 

 
Figure 3. Model used to simulate noise propagation around AUBMC 

(Cont'd) 
 
The first step in the model was to get the distance between 
each point in the region of AUBMC and the noise sources, 
which are the road network and the construction site. The 
Euclidean distance tool was used to do this and results were 
then used to set the sound-distance relation. 
Values in the rasters were generated according to the relation, 
starting by the source noise levels which are 75 dB(A)and 70 
dB(A)then decreasing as points are further away using the 
Raster Calculator tool. 
The following step was to account for the land cover. Since 
the area is an urban area, a concrete structure was assumed to 
exist every 10 meters and the NRC was implemented into the 
formula using the Raster Calculator tool too.  
Resulting values were averaged as to account for both noise 
emissions from transportation and construction sources. 

Finally, the results were arranged into ranges using the 
Reclassify too in order to compare with allowable ranges. 
Two cases were carried out in order to know how a barrier 
implementation along the road can affect noise levels in the 
region.  
 
 

IV. DISCUSSION 
 

A. Analysis 
Averages for noise levels collected during experimentation 
are as follows: 
 
 

TABLE I 
AUBMC AREA MAXIMUM NOISE LEVELS 

Location 
Noise Level dB(A) 

Noon Afternoon Evening Midnight 

A 69.4 73.3 64.3 53.5 

B 67.9 67.8 66.4 51.8 

C 67.9 73.0 67.5 54.1 

Mobile 70.4 70.3 67.1 51.0 
 
 

 
TABLE II 

AUBMC AREA AVERAGE NOISE LEVELS 
Location Noise Level dB(A)  ∓ 𝑆𝑆𝑆𝑆. 𝐷𝐷𝐷𝐷𝐷𝐷 

Noon Afternoon Evening Midnight 
A 66.7 ∓ 1.79 67.9  ∓3.05 61.9  ∓2.14 49.2  ∓1.31 
B 65.4 ∓1.75 63.5  ∓2.39 62.7  ∓2.93 47.5 ∓0.98 

C 64.8  ∓1.95 65.7  ∓3.79 63.0  ∓3.90 48.6  ∓1.00 

Mobile 66.7  ∓2.61 67.1  ∓1.73 62.8  ∓3.28 48.2  ∓1.24 
 

         
 

TABLE III 
LEBANESE AMBIENT NOISE LIMITS FOR INTENSITY IN DIFFERENT LAND ZONES 

[10] 
Land Use Noise Standard dB(A) 

Day Time 
(7:00 a.m. to 
6:00 p.m.) 

Evening Time 
(6:00 p.m. to 
10:00 p.m.) 

Commercial, administrative, or 
downtown 

55-65 50-60 

Residential/commercial 
centers on highways 

50-60 45-55 

City Residential areas 45-55 40-50 
Suburbs with light traffic 40-50 35-45 
Country residential areas, 

hospitals, parks 
35-45 30-40 

Heavy industries 60-70 55-65 
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TABLE IV 

SUMMARY OF USEPA AND WHO RECOMMENDED SOUND LEVELS FOR 
COMMUNITY NOISE [11] [12] 

Level Effect Area 
USEPA 
Leq(24)< 70 dB(A) Hearing All areas (at the 

ear) 
Ldn< 55 dB(A) Outdoor activity 

interference and 
annoyance 

Outdoors in 
residential areas 

and farms and other 
outdoor areas 

where people spend 
widely varying 
amounts of time 

and other places in 
which quiet is a 

basis for use 
Leq(24)< 55 dB(A) Outdoor activity 

interference and 
annoyance 

Outdoor areas 
where people spend 
limited amounts of 

time, such as 
school yards, play 

grounds, etc. 
WHO 
Leq(24)= 55 dB(A) Serious to moderate 

annoyance 
Outdoor living area 

Leq(24)= 70 dB(A) Hearing impairment Industrial, 
commercial 

shopping and 
traffic area, indoors 

and outdoors 
 
The area under study can be considered as a city residential 
area and a hospital area. For ease of comparison, points A and 
B will be taken as residential and C as a hospital area. 
According to table III, noise levels should range between 45 
and 55 dB(A), and those at C between 35 and 45 dB(A) 
during daytime, with values of 5 dB(A) lower during the 
evening. The difference between the required levels and those 
present clearly show a noise pollution problem. Table IV 
shows that present levels cause activity interference and 
annoyance and could cause problems to the hearing system.  
 
The results show maximum levels of noise varying between 
65 and 75 dB(A), with total noise levels averaging at values 
around 65 dB(A). Fig. 1 below better relates spatial and 
temporal variation of measurements. 
 

 
Figure 1. Variation of Average Noise Levels with Time and Place 

 
 
The graph shows peak hours during the afternoon, with 
graduate decline until the evening.  
Note that measurements during midnight were performed to 
obtain base values of noise to which noise levels at other 
times are compared. Levels at midnight are all around 48 
dB(A). Points A and B maximum values exceed those of 
midnight by around 19 dB(A) and those of C by around 17 
dB(A). Values also show that during the daytime, noise is 
most prominent at point A, B then C, while during the 
evening C becomes the most affected by noise and A the 
least. This could be due to the fact that during daytime, all 
areas are subject to construction and traffic noise, with point 
A the most affected by the AUBMC 2020 site and B by traffic 
on the road, especially that both points lie on two heavily used 
roads. Point C on the other hand is only affected by hospital 
activity and traffic. However, noise levels during the evening 
are present only due to hospital activities, where traffic and 
construction work are diminished. This shows that the two 
main constituents of additional noise are traffic and 
construction work. 
As for traffic calculations, the table below shows values flow 
and velocity at points A, B, and C: 
 

TABLE V 
AVERAGE VEHICLE FLOW AND VELOCITY AT THREE STUDY POINTS 

Location A B C 
Parameter Flow Vel. Flow Vel. Flow Vel. 

Noon 486 28 365 26 103 35 
Afternoon 598 20 424 21 172 29 
Evening 389 31 297 33 87 37 

Flow in veh/hr and velocity in km/hr 
 
All the results showed a peak flow of vehicles and a relatively 
low speed in the afternoon interval with respect to the other 
intervals which can be attributed to the fact that, at this time 
of the day, the traffic flow is concentrated because of 
employees daily leave time. This leads to the increase in the 
density, resulting in decrease of vehicle speed. Comparing the 
obtained results with the previously mentioned noise levels, 
it can be observed that as flow increases and velocity 
decreases, noise levels increase. It is important to note that 
noise due to traffic is not directly related to these factors 
through tire pavement-interaction, since this is usually 
applicable at highways and freeways. Rather it is due to the 
car horns and vehicle engines. 
 
B. Suggestions 
Since construction is the main contributor to high noise 
levels, regulations related to site work should be 
implemented. 
Table IV presents conventional working hours at different 
days of the week: 
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TABLE VI 
RECOMMENDED WORKING HOURS 

Days Hours 
Monday to Friday 8:00 to 18:00 
Saturday 8:00 to 13:00 
Sunday and holidays No work allowed 

 
Failure to work within the given working hours should result 
in a warning followed by a written request for the closure of 
the site for a couple of days. 
In addition to that, regulations must be followed within the 
site to reduce the nuisance resulting from machinery and 
equipment by regular (monthly) examination of the machines 
and trucks used, due to the fact that the more they are 
maintained the less nuisance they produce, in addition to 
implementation of noise reducing devices that act as barriers 
in equipment. 
In addition, ArcGIS was used to test the implementation of 
barriers around the construction site and the roads.  
In the first case, no barrier was implemented and the run gave 
values that are in accordance with values measured during 
experimentation, as shown in fig. 2 below. 

 
Figure 2. ArcGIS Output with no Barriers 

In the second case, upon the implementation of the barriers, 
noise levels decreased to more acceptable ranges, as shown 
in fig.3 

 
Figure 3. ArcGIS Output with Barriers 

 
The figures show significant decrease in noise levels after 
the implementation of barriers, where acceptable ranges are 
achieved in comparison to those without implementation. 
The basis on which the characteristics of noise barriers were 
used and the extent to which they decrease noise was taken 
from general specifications of barriers. 
Further studies are to be performed on the design and the 
implementation of these barriers, as in the materials used 
and the dimensions and specific locations. 
 
To expand on the transportation sector, public transportation 
should be improved to pave the way for decreasing the 
usage of individual cars along with their associated negative 
implications. Regulations related to excessive use of vehicle 
horns should be enforced since the resulting sound is the 
highest contributor to noise from traffic. 
For decreasing noise annoyance specifically at point C, 
where AUBMC employees and medicals complained the 
most about car horns, a logical suggestion would be 
pedestrianizing the road right next to the ER door, as shown 
in fig. 4 below (Road at point B, Cairo Street from Souraty 
to Maamari intersections). Vehicles heading towards 
Abdelaziz Street are forced to avoid this area, which could 
result in a better hospital environment especially that this 
road is at the main door of AUBMC. Patients cannot access 
the ER or the entrance on foot can be provided with a drop 
of area where they can be carried using a wheelchair or an 
ambulance car. This would definitely increase traffic flow at 
the entrance of Abdelaziz Street, but it will ultimately 
become the same as that before pedestrianizing the ER road, 
because the number of cars would still be the same, i.e. there 
is only dislocation of vehicles from the ER road to the 
entrance of Abdelaziz Street. 
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Figure 4. AUBMC Area Map 

 
 

V. CONCLUSION 
 
Work done enabled the quantification of noise levels around 
the AUBMC area and identification of their major sources. 
This was necessary to better understand the magnitude of 
problem. Noise levels are beyond the minimum levels 
recommended by health officials, which requires definitive 
action measures. The theoretical implementation of noise 
barriers reduced noise levels a between 5dB(A) and 10 dB(A) 
depending on the location of the point of study. 
Pedestrianizing the road next to the main entrance can 
drastically decrease annoyance in the area. Implementing 
these measures and others needs coordination between the 
construction and transportation fields as well as urban policy 
enforcement. To better serve the AUBMC 2020 area, future 
plans should take into consideration the problem on hand to 
ensure sustainability.  
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Abstract- With the increase of industrialization in Lebanon, 
the need for an efficient and safe work environment has become 
crucial. However, very little awareness is present concerning these 
issues from the social, engineering, and academics aspects. Major 
fire incidents in industrial buildings are occurring at an average 
pace in Lebanon. Incidents such as the Kesrouan cotton factory 
fire that occurred on the 15th of October 2015 due to an electric 
short circuit urged us to investigate the aftermath of the blaze. 
The structural and material damages seen, such as the slab 
deflection, crumbled concrete covers, and weakened concrete 
material were used as a base to our investigation. The purpose of 
our study is to examine the structural behavior of buildings 
subjected to fire loading, which can lead to progressive structural 
collapse of concrete due to elevated temperatures. The scope of 
the project was divided into three main parts. First, a parametric 
study was carried out to observe the influence of different design 
parameters of the structure’s property subjected to ambient and 
elevated temperatures. Second, the induced thermal forces were 
obtained from the von Mises stresses by modeling the slab and 
beam under different scenarios using the finite element software, 
Abaqus. Third, an experiment was performed in the lab to 
simulate the fire event and record the behavior of concrete and its 
strength. The data was obtained from site visits and information 
was collected from the literature review. With this information, a 
SAFE model for the building was built and evaluated for slab 
deflections. Using the obtained results from the simulations and 
experiments, design guidelines were highlighted from the 
structural and materials perspective. Upon the research done, it 
was seen that there are fire codes in Lebanon, however, due to the 
large amount of corruption, the involved people do not abide by it. 
This study will be used as a basis for possible future studies that 
will encourage and contribute in implementing and abiding by the 
fire safety building codes in Lebanon. 

I. INTRODUCTION 

Fire in structures has catastrophic effects due to elevated 
temperatures, which may cause structural failure leading to 
casualties. A building undergoes progressive collapse when 
one of its main elements fails due to fire. This is frequent in 
industrial buildings, where tons of combustible items are stored, 
fire can easily propagate across the building, making the job 
for firefighters very challenging. 

In terms of design, very little attention is given to the 
detrimental effects of fire on the structural elements, whereas 
the main focus is on other hazardous incidents, such as 
earthquakes and wind. However, fires happen much more 
frequently than earthquakes and hence the design of anti-fire 
structures is crucial. According to UPSeis, 5.5 magnitude 

earthquakes and above on the Richter scale cause slight 
damages to buildings and other structures, with an average of 
1400 of these earthquakes happening worldwide every year [3]. 
On the other hand, around 370,000 buildings catch fire per year 
in the U.S. alone, showing a large significant difference 
between the number of earthquakes and fires that occur 
annually [8]. Hence, due to the large number of fires that occur 
every year, fire-building codes should be implemented to 
prolong the fire resistance of the facility. 

II. LITERATURE REVIEW 

Looking at the history of fire induced progressive structural 
collapse, it is very rare that commercial tall buildings will face 
complete failure due to a normal accidental fire [7]. This is 
mainly due to bracing the frame against high thermal stresses, 
equipping the building with sprinkler systems, and designing 
the structure so that the heat generated will not surpass the 
material’s threshold. Regardless of these precautions accounted 
for in the preliminary design of various structures, the Faculty 
of Architecture building at the Delft University of Technology, 
and Windsor Tower in Madrid, Spain, experienced mild or 
critical structural failure due to fire-induced events. 

A fire triggered in the Faculty of Architecture Building at 
the Delft University of Technology, Netherlands, quickly 
escalated into a blaze that lasted for hours. The fire caused a 
major portion of the composite structure to collapse leading 
researchers to investigate the cause and aftermath of this 
occurrence. With the data collected, researchers could perform 
heat transfer simulations and thermal stress calculations of the 
fire event [5]. Upon aggregating the required data, researchers 
can understand the fundamental development of the time-
temperature history. By investigating the thermally induced 
stresses developed via simulations, researchers were capable of 
analyzing the structure under fire conditions and comment on 
the spalling of the columns from the fire-induced incident. 
Hence, simulations via finite element software could be used to 
model fire events and account for induced forces from thermal 
stresses that will be investigated in the study using Abaqus. 

The Windsor Tower in Madrid, Spain, was subjected to a 
fire due to an electric malfunction. This caused the entire 
composite structure to burn for more than twenty hours, 
resulting in the failure of the top portion of the exterior steel 
frame [6]. The building was structurally designed to 
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redistribute the load upon any failures, which explains why the 
entire frame did not collapse from the fire. Further 
investigation showed that the facility lacked fireproofing in the 
upper portion of the building because the following were still 
being installed [6]: 

1) Fire protection of the perimeter steel columns using a 
boarding system 

2) Fire protection of the interior steel beams using spray 
protection (epoxy coating) 

3) Sprinkler system. 
4) Aluminum cladding system to reduce heat conduction 
The lack of fire proofing of the steel and concrete members, 

sprinkler systems, and fire compartmentation was the reason 
behind the rapid cause and spread of fire. Thus, one of the 
feasible solutions to increase buildings’ fire resistance would 
be to add fire protection coatings such as epoxy coating, fire 
extinguishing, or retardant systems. 

In an investigation conducted by Behnood and Ghandehari 
[2], high strength concrete samples with and without 
polypropylene (PP) fibers were heated to temperatures of 
600oC to observe their compressive and splitting tensile 
strengths. Compressive and splitting tensile strengths of the 
samples with PP fibers were higher than the ones without PP 
fibers at high temperatures. However, concrete samples that 
contain PP fibers were more sensitive in tension than they are 
in compression at high temperatures [2]. Thus, the mechanical 
properties of concrete showed significant improvements at 
high temperatures with the addition of PP fibers. 

III. ABAQUS MODEL 

Concrete structures are known to resist fires, concrete is 
non-combustible and has a low thermal conductivity, it tends to 
remain in place during a fire, with the concrete cover 
protecting the reinforcing steel, and the cooler inner core 
continuing to carry the load. Calculations of the behavior of 
concrete structures in fire depends on many factors, the most 
being loads on the structure, the elevated temperatures in the 
concrete and the mechanical properties of the steel and 
concrete at those temperatures. When a concrete structure is 
exposed to fire, the temperatures of both steel and concrete 
increase, leading to increased deformation and possible failure, 
depending on the applied loads and the support conditions [4]. 
A section of the Daraya cotton factory building was modeled 
using Abaqus and a finite element analysis was performed to 
simulate the induced thermal stresses. 

A. Material Properties  
A linear static model was used. The ambient-temperature 

mechanical properties used are Poisson’s ratio for elastic 
behavior equal to 0.2, Young’s modulus (E) for elastic 
behavior equal to 23500 (kg/cm2), the concrete compressive 
strength 𝑓𝑓𝑐𝑐′  equal to 250 (kg/cm2), and the expansion 
coefficient alpha equal to 6E-006 [9]. Those properties were 
varied with temperature starting from room temperature 
assumed to be 20oC to 600oC.  

B. Loading and Boundary Conditions 
The section understudy was subjected to a uniform loading 

of dead and live load equal to 0.0003 of magnitude, which 
represents the axial force imposed by the floors on the column 
that is holding them. The boundary conditions details of the 
finite element model are presented in Fig.1. 

C. Concrete and Reinforcing Temperatures 
 

Figure 1. Boundary conditions. 

In order to make the analysis at hand realistic, design charts 
that give thermal gradients in slabs could be used. For 
simplicity, it has been proven that for simple members of 
normal-weight concrete, empirical hand calculation means are 
available. These empirical methods are derived from computer-
based thermal analysis [4].  
Wickström’s method for calculating temperatures in a concrete 
slab for a standard fire is based on fire exposed surface 
temperature Tw. 

Tw=ηw Tf                                                                (1)                                                    
Where, ηw= 1-0.0616th

-0.88 

Tf is the fire temperature and th is the time in hours. At any 
depth x in meters into the slab, at time th, the concrete 
temperature Tc is a factor of ηx of the surface temperature Tw, 

ηx given by the following equation. 
ηx=0.18 ln (th/x2)-0.81                            (2) 

The concrete temperature Tc is given by the following equation: 
Tc= ηx ηwTf                                       (3) 

These formulas were utilized to obtain a heat transfer analysis 
so that results would be more real. 
The heat gradient analysis and the formulas listed above are 
only used for concrete slabs, there are other formulas for 
beams and columns (heat conduction would be in two 
directions), but they were not used in the analysis. 
From the fact that the slab understudy spalled, we can deduce 
that the temperature at the cover which was 3.5 cm was about 
250°C. From this temperature, the temperature at the surface of 
the slab (exposed to the fire) was back calculated; this is how 
the slab was divided into 10 parts each having its own 
temperature as shown in Fig. 2. 
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Figure 2. Slab compartments showing temperature variability. 

D. Concrete and Reinforcing Temperatures 
After conducting several runs on the model, it is worth 

noting that the cover spalled as show in Fig. 3. 
 
 

Figure 3: Spalled slab. 

 
Figure 4: Von Mises showing the slab spalled. 

Moreover, axial forces were calculated from the Von Mises 
stresses by multiplying the stresses by the area of intersection 
between the column, slab and beam (Area=25500 cm2). 

 

Figure 5. Axial force as a function of temperature. 

The axial forces obtained from the Von Mises stresses increase 
linearly as temperature increases. This is reasonable because 
once a fire incident occurs, the stresses on a member increase 
and the stresses are directly proportional to axial forces. 

IV. LABORATORY EXPERIMENT 

This section includes the experimental procedure that was 
undertaken to test both ordinary and modified Portland cement 
concrete samples against increased ambient temperatures. The 
motive of the experiment is to obtain the values of the 
maximum compressive strength 𝑓𝑓𝑐𝑐′ of these samples before and 
after being subjected to high temperatures. The contribution of 
polypropylene fibers admixture and intumescent epoxy coating 
to fire resistance is yet to be determined. 
The set-up comprises of a high temperature oven chamber, a 
heating oven for removing moisture content, 7cmx7cmx7cm 
molds, Portland cement, course aggregates, fine aggregates, 
polypropylene fibers, intumescent epoxy coating, and water. A 
burning chamber was not available in the laboratory, instead a 
high temperature oven chamber was used to obtain the desired 
temperatures for testing the concrete samples. In order to test 
different kinds of concrete samples for comparison, the 
samples of concrete were categorized as follows: 

1) Plain Portland cement concrete 
2) Portland cement concrete containing polypropylene fibers 
3) Portland cement concrete with intumescent epoxy coating 
4) Portland cement concrete containing polypropylene fibers 

and intumescent epoxy coating 
The concrete design mix for the experiment without any 
admixture was designed to obtain an ideal concrete 
compression strength of 290 kg/cm2. Having a cube volume of 
343 cm3, the following proportions were used per concrete 
cube for the concrete design mix as presented in table I. 

 TABLE I 
CONCRETE DESIGN MIX WEIGHT PROPORTIONS 

Material Weight per cube 
Portland Cement 105 g 
Coarse Aggregates 326 g 
Fine Aggregates 320 g 
Water 81.9 g 
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It must be noted that the coarse and fine aggregates had to be 
oven dried at 105°C overnight in the heating oven to 
completely remove the moisture content from them. Moreover, 
the original water to cement ratio intended for use was equal to 
0.53. However, additional water had to be added, yielding a 
water over cement ratio of 0.78, to take into account the high 
absorption rate and empty voids of the oven dry aggregates. 
After preparing the concrete design mix, two quantities that 
yield 7 concrete cube samples each were prepared, one batch 
containing polypropylene fibers admixture and one without. 
To obtain the quantity of polypropylene fibers needed for the 
batch with fibers, 2.2% by weight of the Portland cement were 
added to the mixture, yielding to around 2.4 grams of fibers 
needed for the entire batch [1]. 
After the two batches were mixed, the mixtures were poured 
into the cube molds to create the samples. Once the concrete 
samples were dry, the cubes were cured for 28 days to obtain 
99% strength of the concrete, and the intumescent epoxy 
coating was applied on the samples that needed coating. 

The samples are now ready to be tested under different 
elevated temperatures. In order to compare the samples with 
one another, each batch was tested with its own control sample, 
both with and without fibers at its room temperature of 22°C. 
As for the others, the samples were heated at the desired 
temperatures of 420°C, which was the temperature attained in 
the case study, 550°C, and 670°C. Note that each sample was 
heated for one hour after the surface temperature of it reached 
the desired temperature. After the heating was completed, the 
samples were allowed to cool to their normal room temperature 
before applying the compressive strength test. The results of 
the compressive strength test along with the type of sample and 
temperatures applied are summarized in the following table II. 

TABLE II 
RESULTS OF CONCRETE SAMPLES AT ELEVATED TEMPERATURES 

 

 

The results obtained show significant improvement in the 
compressive strength with the addition of the coating. The 
coated samples retained 40% of their original strength at 550°C, 
whereas the non-coated samples retained only 27% of the 
original𝑓𝑓𝑐𝑐′ . The coating added a resistant shield against the 
elevated temperatures, protecting the concrete material from 
heat. It can be inferred from the results above that the effect of 
coating diminishes as the temperature reaches high values, the 
difference between 𝑓𝑓𝑐𝑐′ of the coated and non-coated samples at 
670°C is small. 

The fibers added to the mix help in reducing micro cracks in 
the concrete and in preventing heat to seep through it. The 
samples with fibers added showed no improvement in strength 
at ambient temperature, yet at 670°C the samples retained 17% 
of their original strength while the samples without fibers 
reached 10% of their 𝑓𝑓𝑐𝑐′ at similar temperatures. This value is 
also higher than that of the coated samples without fibers. 
Hence, it can be inferred that the fibers reduce cracks that help 
concrete to resist elevated temperatures even without the use of 
coating. It is also important to note that the samples with fibers 
showed minimal spalling, even at 670°C, while the samples 
without fibers had many cracks and spalled severally. 

The results show equal compressive strength values between 
the coated samples with and without fibers. Yet, at high 
temperatures the samples with fibers showed higher values of 
compressive strength. Although the effect of coating is small at 
very high temperatures, the fibers in the samples still were able 
to minimize cracks and spalling. 

This shows the importance of using similar products in 
construction. They help the concrete to retain higher values of 
their compressive strength, increasing the structure’s resistance 
to temperature and heat for longer periods. The coatings 
provide an additional layer that would decrease the heat flow 
into the concrete. In addition, the fibers reduce the cracks in 
the concrete and do not let the heat seep into the material. Thus, 
under high temperatures such products are necessary for the 
integrity of any structure, helping the concrete to resist 
deterioration and spalling for longer periods to allow for a 
longer evacuation time during fire events. 

 
 
 
 
 
 
 
 
 
 

 
 

  
 
 

Figure 6. Concrete samples in the high temperature oven furnace. 

Sample Temperature 
(°C) 

Area 
(cm2) 

Maximum  
Weight (kg) 

Compressive  
Strength (kg/cm2) 

Control 
(Plain) 

22 49.7 14500 291.7 

Plain (Non 
Coated) 

420 51.48 8000 155.4 
550 50.77 4000 78.8 
670 50.77 1500 29.5 

Plain 
(Coated) 

420 50.77 8500 167.4 
550 51.55 6000 116.4 
670 51.48 2000 38.9 

Control 
(Fibers) 

22 50.98 14500 284.4 

Fibers 
(Non 

Coated) 

420 50.98 8000 156.9 
550 51.12 4800 93.9 
670 51.12 2500 48.9 

Fibers 
(Coated) 

420 51.47 8300 161.3 
550 52.20 5500 105.4 
670 51.33 2700 52.6 
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Figure 7. Plain concrete and fibers concrete samples after the compression 
strength test, from left to right. 

V. PARAMETRIC STUDY 

A parametric study was carried out to observe the influence 
of different design parameters of the structure’s property 
subjected to ambient and elevated temperatures. The 
parameters varied were span length, concrete compressive 
strength, slab thickness, live load, and column size. The 
column capacity was obtained using the following equation 
acquired from ACI-building codes. 

   𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑦𝑦 = ∅ × .065 × (𝑓𝑓𝑐𝑐′ × 0.85 × 𝐴𝐴𝑔𝑔 + 𝜌𝜌 × 𝑓𝑓𝑦𝑦)       (4) 
Values for 𝑓𝑓𝑐𝑐′  at elevated temperatures were obtained from 
previous research carried out by Buchanan [4]. Slab deflections 
were checked through SAFE models. Column capacities were 
analyzed at ambient and elevated temperatures and compared 
to the demand (service loads). The parametric study includes 
an iterative process that continues until the demand upon 
certain elements overcomes the capacity and a failure occurs. 
Results showed that a typical column will fail at a temperature 
exceeding 500°C regardless of parameter changes such as span 
length or member dimensions. At 500°C the corresponding 𝑓𝑓𝑐𝑐′ 
is 60% of the original compressive strength. After this decline 
in strength, the structure would fail under service load. 

VI. SOCIAL ASPECT 

Fire safety practices aim to prevent the upsurge of fire and 
limit a fire occurrence after it starts. Following the building 
code that is usually complemented by the fire code does this 
practice. In this paper, we will focus on fire safety measures 
that are planned during construction of a building and not those 
taught to occupants of a building. To be eligible in obtaining a 
permit that states that the built structure is safe in a fire 
occurrence, the client should go through two stages: 

1) Check whether the designs and specifications comply 
with the codes present in the country. 

2) During construction, the structure should not fail any 
inspection conducted by authorities hired by the Civil Defense. 

General fire precaution techniques needed will vary from one 
site to another and also during the construction process, leading 
structural engineers to consider the following: 

i) Escape routes and fire exits 
   ii) Compartmentation 
  iii) Fire detection / firefighting equipment   
  iv) Emergency signs 

In the Kingdom of Saudi Arabia, civil defense institutions 
assign a third party company to inspect the fire safety 
legislation of a construction site. The latter ensures that 
drawings and specifications are according to code before the 
start of construction. During construction, a person from the 
civil defense is assigned to evaluate if the fire safety measures 
in the specifications are implemented on site. At the end of the 
construction phase, the building is either considered as safe and 
can start operating normally, or is not given a “can start 
operation” permit until it is in accordance with the code. 

With fires in industrial buildings increasing in the past years, 
it is evident that fire codes are not being well implemented in 
Lebanon. According to a local business owner, Mr. Karout, 
“nothing here requires you to follow any regulations”, adding 
that since he opened in 1989, there was not any inspection 
made to ensure that the structure is fire-safe. The only way a 
building is considered as safe from fire is through hiring a 
private insurance company that will do the job. On paper, it is 
mandatory for owners to pass an inspection annually, however, 
in reality it is not the case.  

The decisions taken by clients can have a great influence on 
the health and safety of a project.  Abiding by the fire code can 
prolong the life of the structure and decrease human fatalities 
drastically. Depending on the severity of the fire, the client is 
obliged to fully reconstruct or rehabilitate the structure, largely 
increasing the costs of maintenance. 

VII. CONCLUSION 

From the obtained results in our study, it can be indicated 
that industrial and large-scale buildings should use high 
strength concrete so that the columns can withstand elevated 
temperatures. From the Abaqus model, it has been shown that 
it is preferable to have symmetrical industrial buildings for 
stability and integrity. The reason behind this is that the axial 
forces obtained from the Von Mises stresses are relatively 
small due to the symmetrical plan of the building at hand. It is 
desirable to have reasonably large sizing of members and large 
concrete covers to withstand the stresses resulted from the 
elevated temperatures, increasing the factor of safety of the 
building. Concerning the experiment held, it was concluded 
that fire coating adds a longer fire resistance to the material. 
The fibers on the other hand, prevent spalling, protect the steel 
reinforcement, and increase integrity. With structural and 
construction modifications to the building, reliable fire systems, 
efficient evacuation plans, and raising awareness through 
education, we can prevent building damages, reparation costs, 
and most importantly, casualties. 
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Abstract- This  paper  integrates  a  design  of  The  Holiday   

Inn  hotel  in  Ain  el  Mreissi. It incorporates a structural design 
of the hotel, geotechnical study, parking design, transportation 
analysis, and construction management study along with an 
environmental concern. The structural design takes into account 
the design of the columns, slabs and beams of a typical floor, and 
the design of the staircases, the basement walls and the shear 
walls. It was done through either hand-on calculation samples or 
software design of each element followed by the modeling of the 
building using ETABS to analyze the structure under static and 
seismic loads. Moreover, the team will present a design alternative 
with pre-stressed concrete slabs that will be compared with the 
traditional approach. An analysis of geotechnical studies of 
nearby sites was done to get the needed soil characteristics for the 
foundation design. A parking design was carried out with the aim 
of satisfying the hotel’s future demand and a traffic analysis was 
done to assess the impact that the Hotel will have on its 
surroundings. The team took also into consideration the use of 
recycled materials to reduce negative impacts on the environment, 
and tried to integrate in design and construction as many LEED 
requirements as possible. Last but not least, the group submitted 
a bill of quantities and costs and a schedule for all the activities 
needed to construct this Hotel. Also, this paper mentions the 
reason the group opted for the redesign approach rather than 
renovation. 

 

I. INTRODUCTION 

The Beirut Holiday Inn Hotel, which opened its doors two 
years before the civil war broke out in 1975, is not only a 24-
floor shattered building but also a ghost of separation between 
east and west. As the civil war divided the city, the two main 
rivals, the Lebanese Front representing Christian rightwing 
militias backed by the Lebanese army and the National 
Movement representing Lebanese leftist parties backed by 
Palestine’s PLO, competed to dominate the area. “Seen by 
militants as a strategic military asset, the Holiday Inn became a 
trophy in the battle” (Reference [1]). This iconic building 
located between the coastal neighborhoods of Ain el-Mreisi 
and Mina al-Hosn standing next to the Phoenicia Hotel and 
facing the St George Yacht Club was one of the most luxurious 
buildings that attracted rich visitors from Middle East and 
Europe. People used to come enjoy its rooftop restaurant 
rotating at the top. Nowadays, in order to access the building 
and walk through a skeleton of concrete, one needs a permit 
from the army. Standing at the bottom hardly able to capture 
the colossal size of the building in one glance, a person is 
confronted with a cadaverous, dented shell of history. This 
hotel holds a lot of memories. Plenty of people want them 
erased, and for them, the only way to accomplish that, is by 

demolishing the building. On the other hand, because of these 
memories, the good and the bad, other people want it to stay. 
They want to renovate it and turn it into the striking hotel it 
once was. 

The primary focus of the project was to study the feasibility 
of demolishing and redesigning, or renovating the hotel then 
deciding on the better option from a cost, social and 
environmental perspective. However accessing the site early on 
turned out to be a major constraint and the permits for 
conducting the necessary tests needed for renovation, were 
refused. Given these circumstances, along with other main 
reasons mentioned later in this paper, the team decided to 
redesign the building from scratch. Fortunately the members 
were able to put their hands on limited architectural drawings, 
which were used to redesign the structure, and were able to 
access the site lately.  

Consequently, the goal of this project is to relate the 
knowledge acquired from five different disciplines in civil 
engineering in order to use the abstract architectural drawings 
and come up with a sound and feasible design, all the while 
taking into account the new ACI code requirements, as well as 
the new standards for a five-star hotel. 

II. LITERATURE REVIEW 

A. Potential Impacts due to Demolition 
Building materials account for a big portion of waste 

materials generated around the world. Rules and regulations 
are being enforced as much as possible to limit the 
environmental impacts associated with any construction or 
demolition project. 

The impacts associated to demolition in this case can be 
classified in three main categories that are: 

1. Physical Impacts  
2. Socio-economical Impacts 
3. Transportation and Disposal Waste Impacts 

The various types of pollution (Air, Noise, Dust, Land and 
Water), demolition waste, vicinity of the pedestrians, vibration 
disturbance and impacts resulting from the parking and vehicle 
movement form the Physical Impacts. Socio-Economical 
impacts are related to labor safety and inconvenience to drivers 
and pedestrians near the site. Last but not least, the impacts 
associated with the transportation and disposal of waste 
material are dust, noise and road safety. 
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B. LEED requirements 
In order to make the building as eco-friendly as possible, the 
team researched about the LEED requirements. Since the 
building is going to be built according to existing architectural 
drawings, not all of the requirements could be implemented. 
The requirements that can be applied to the hotel along with 
the points earned are:  
Sensitive Land protection (1 point): 
Leed Requirement: Locate the development footprint on land 
that has been previously developed. 
Result: The Holiday Inn is designed in a land that has already 
been developed.  
 High priority site (2 points): 
Leed Requirement: Locate the project on an infill location in a 
historic district. 
Result: The holiday Inn is located in the historic district of 
Beirut, where its land has already been developed before.  
Surrounding Density and Diverse uses (5 points): 
Intent: To conserve green land and wildlife habitat by 
encouraging development in areas with existing infrastructure.  
Leed Requirement: Locate on a site whose surrounding 
existing density within a ¼-mile (400-meter) radius of the 
project boundary meets the values in Table 1. 

Table 1 Points for average density within 1/4 miles of project 

 
Result: The Holiday Inn is located in Downtown Beirut, the 
85th densest city in the world (2800 hab/km2). 
Green Vehicles (1point): 
Leed Requirement: Designate 5% of all parking spaces used by 
the project as preferred parking for green vehicles and enforce 
for sole use by green vehicles. Discounted parking rate of at 
least 20% for green vehicles is an acceptable substitute for 
preferred parking spaces. The discount must be publicly posted 
at the entrance of the parking. Preferred parking areas and 
signage for carpool and vanpool vehicles and green vehicles 
may be combined if 10% of total parking capacity is reserved 
with this signage and both Reduced Parking Footprint and 
Green Vehicles credits are achieved. 
Result: the group provided 111 parking spots restricted to 
preferred parking and reduced its parking rate by 50%, in 
addition to a private van minimize the use of staff parking 
spaces (elaborated in the parking study section). 
 
C. Recycled and Reused materials 
According to Reference [2], in a developed country like 
Belgium, the amount of construction and destruction (C&D) 
waste is around 230 tons/km2 per year from which 86% is 
either recycled or reused. Such precise data is not available in 
Lebanon, but an approximate number can be obtained by using 

a C&D waste average density of 1.5t/m3 and by assuming that 
every 100 m2 of built up area generates 50 m3 of waste  

According to the Order of Engineers, the total built up area 
in Lebanon for the year 2012 was 8,484,500 m2. So, using the 
previous estimation method, the amount of C&D waste 
generated would be: 

 
C&D	Waste = 8484500 ⁄ 100 ∗ 50 ∗ 1.5 = 6,363,375	tons 

 
Of which zero % is Recycled or Reused. 
The use of recycled concrete aggregates is expanding all 

over the world with infrastructural laws by developed countries 
in order to promote the usage of these materials more 
prominently. According to Professor Issam Srour, about 6.1 
million m3 of demolition waste was generated in the July and 
Naher El Bared wars only, all disposed in illegal landfills. 
Srour noted that approximately 0.9 million tons of construction 
waste were generated in the Beirut area between 2009 and 
2010, where more than 85% of the total amount by mass was 
formed of concrete, hourdis and masonry. These three cement-
based materials can be reused or recycled.  

Unfortunately, there is yet no legislative law in the LBC 
(Lebanese Building Code) that permits the use of recycled 
concrete aggregates (RCA) in the construction industry. Hence, 
a modification of the Order of Engineer’s Building Code has to 
be issued in order to authorize the use of RCA in precise 
percent rates. Many previous international publications 
proposed different method statements to determine new mixing 
combinations of concrete using recycled materials. It is up to 
the Lebanese authorities to base themselves on a relevant study 
that reflects the same condition in this country, or to develop a 
new research on the topic in order to legalize it.     

One relevant publication is Ref. [2]. First, a sieve analysis 
was carried for both crushed concrete and natural aggregates 
and the authors were able to find a resemblance in the particle 
sizes of the crushed concrete aggregates and that of natural 
aggregates. 

Reference [3] also shows that both Specific Gravity and 
Water Absorption are satisfactory results. As for the average 
compressive strength, a decrease of 8-16% was noted when 
RCA were used. The compressive strength is a function of 
demolished concrete grade, replacement ratio of recycled 
aggregates, and the water cement ratio. Thus the Study 
concludes that RCA could be used for up to 30% in Portland 
cement concrete without affecting the functionality of the 
structure created. 

III. METHODOLOGY 

A. Site Visits 
Pictures of damaged concrete columns and damaged shear 

walls were taken and pinpointed for reference. The group 
visually investigated the steel to check for potential corrosion 
or weakness. In addition, the team inspected the current 
structural elements of the hotel, including size of the columns, 
thickness and type of slabs, clear height of typical floors and 
underground floors, shear walls and staircases to check their 
compliance with the five-star hotel requirements. Moreover, 
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the concrete strength was measured using a Schmidt hammer 
borrowed from the AUB lab.  

 
B. Structural Design 

The team started the design based on the architectural 
drawings at hand. These drawings were dimensionless, and 
thus required the use of Google Maps in order to scale the 
building and acquire the proper dimensions. The typical floor 
plan is shown in figure 12 in the appendix 

Using the ACI code 318-11, and inferring from the market 
about the type of materials used in the construction industry 
nowadays, the group prepared several designs alternatives and 
chose the most suitable one. The design of a typical floor, 
public floor, and underground basement entails the dimensions 
of slabs, columns, beams, shear walls, and staircases.  
The assumptions taken for the dead and live loads are based on 
Uniform Building Code:  
For a hotel typical floor and a parking floor: 

L.L=200 kg/m2 
S.D.L=500 kg/m2 

For a hotel public floor:  
L.L=500 kg/m2 
S.D.L=500 kg/m2 

For stairs:  
L.L=500 kg/m2 
S.D.L=170 kg/m2 

The group then ran simulations on ETABS, Ref. [4], in order to 
see how the structural elements react to different types of loads. 
Lateral loads were also integrated to make sure that the 
building can sustain seismic activities. The properties that 
provided the basis of the seismic parameters were extracted 
from the ACI code to account for lateral loads.  
 
Factors: 
According to Table 12.2-1 of Reference [5], using F Shear 
wall-frame interactive system with ordinary reinforced 
concrete moment frames and ordinary reinforced concrete 
Shear walls: 
Response Modification: R = 4.5 
System Over strength: Omega = 2.5 
Deflection Amplification: Cd = 4 
Occupancy Importance: I = 1 (Since the building represents a 
low hazard to human life in the event of failure, including 
agricultural, temporary, and minor storage facilities.) 
 
Seismic Coefficients:  
According to Reference [6]: Ss = 1.5 (for Moderate to high 
seismicity zone-rest of the Lebanese territory) 
S1 = 0.45 (for Moderate to high seismicity zone-rest of the 
Lebanese territory) 
Tl = 8 
Site Class:   
According to section 20.3.4 of Ref. [5], since the rock is 
limestone, the site is classified as B. 
C. Geotechnical Study and Foundation Design 
A proper soil investigation is mandatory in order to check the 
soil condition especially that the site is also close to the sea. 

The fact that the building exists; a soil investigation cannot be 
achieved. Thus, the team relied on information of a nearby site, 
Reference [7], and assumed the same soil properties. These 
properties provided the basis of the seismic parameters, which 
were extracted from Ref. [8] to account for lateral loads. In 
order to decide on the appropriate foundation type and design, 
the group will refer to the allowable bearing pressure, amount 
of settlements, and the loads imposed by the structure. 
Based on the Geotechnical investigation Reference [7], 
information obtained from field works and laboratory testing 
indicated that the subsurface stratum is uniform consisting of 
two main strata as follows: 

• A top layer of Fill Material consisting of light brown 
to creamy well graded gravelly sand; this layer 
extends from the ground surface level to a maximum 
depth of 60cm and extending throughout the entire 
site. 

• Underlying the Fill Material is limestone bedrock. 
While the intact rock cores are moderately strong to 
strong, the rock mass is closely to extremely fractured 
and moderately to highly weathered. 

 
For the very poor quality rock mass, the allowable bearing 
capacity of bedrock stratum can be estimated using the Hoek-
Brown Criterion which takes into consideration the lithology, 
compressive strength, degree of fracturing, weathering state 
and groundwater condition of the bearing bedrock. 
The equation is of the form: 
 

9: =
c	×	s=.>	×	σ ×	 1	 + 	 m	×	s=.> 	+ 	1 =.>

B
 

  
9:: Allowable bearing pressure 
c: foundation factor 
s &m: lithology & fracturing factors 
σ: uni-axial compressive strength 
F: factor of Safety 
 
The maximum expected settlements are going to be estimated 
using the formula of elastic linear theory for relatively 
homogeneous layers. The equation has the following form: 

D = EFG×
1 − IJ

KL
 

S: settlement 
c: Foundation shape factor 
q: Bearing pressure 
B: Foundation width 
I:	Poisson’s ration 
KL:	Deformation modulus 
 
D. Parking Design 

In this part, the team will analyze the parking demand 
according to the newest Lebanese law criteria for parking and 
garages based on the number of rooms, restaurants and 
exhibitions areas. The first step is getting the total number of 
parking spots required. The team referred to the Lebanese 
parking lot criteria to infer the number of car parking needed 



316

 4 

given the number of rooms, plus the number of cars to be 
provided for recreational areas. 

Moreover, the team allocated spaces for the handicapped by 
referring to the American with Disabilities Act. 

In addition to the aforementioned, parking spots were 
allotted to special cases like loading trucks, and electronic cars. 

Lastly, the members conducted a parking management 
strategy whereby they assumed parking fees according to the 
type of users 
 
E. Traffic Analysis 

Intersection studies are important to determine streets where 
traffic signals are needed, study the quality of traffic services 
and control the intersection movements by setting adequate 
traffic signal timing to ensure good traffic flow. 

The traffic analysis was conducted on the intersection 
leading to the hotel at peak traffic time (5pm). The Holiday Inn 
is located on the main road that leads from Downtown-Kontari 
to Ain El Mreissi, which is one of the most congested lines in 
Beirut. Any activity across the road will definitely lead to an 
increase in traffic. In order to reduce the traffic impact, a 
detailed study on traffic flows and directions during the day 
(during peak hours) took place on the surrounding road 
network in order to come up with the least harming solution.  

This experiment consisted of analyzing the intersection 
delays and pedestrian crossing time on this particular 
intersection. On one hand, the vehicular delay by counting the 
number of stopped vehicles is obtained in each approach 
during 15-second intervals and multiplying it by the length of 
the interval. On the other hand, the adequacy of the actual 
pedestrian crossing time is checked by referring to its 
theoretical value.  

The time a vehicle is stopped, i.e. waiting in a queue on an 
approach to the intersection, represents the stopped delay. In 
order to achieve this task, the team was divided on each 
approach to count the number of vehicles stopped in intervals 
of 15 seconds. One has to note that some vehicles remained 
stationary for more than one interval, and were thus counted on 
the following interval as well. The team kept on following this 
methodology for a total of 15 minutes, where each minute was 
divided into four-15 seconds intervals 

The level of service (LOS) of the approach can be 
determined using the calculated average stopped delay per 
vehicle. 
As for the pedestrian part of this study, using the crosswalk 
widths of the intersection and the effective crosswalks being 
smaller than 3.05 meters, the team checked the adequacy of the 
measured pedestrian crossing time using the following 
equation: 

OP 	= 	3.2 +
R

ST
+ 0.27UPVW               (1) 

F. Bill of Quantities 
Last but not least, the group did a quantity takeoff to come up 
with the Bill of Quantities (BOQ). The way this was done was 
through hand-on quantifying of items and materials on 
AutoCAD. The team measured room and corridor floor areas 
for tiling; wall areas for plastering, tiling, painting and 

waterproofing; wall perimeters for masonry blocks; column 
and slab volumes for concrete pouring. 

The BOQ was then used to price activities based on unit 
material and labor cost. Furthermore the BOQ was also used to 
develop a schedule for a typical floor based on Lebanese 
market productivities. The productivity rates were collected 
from several local contractors. One has to note that unlimited 
number of resources was assumed in the resource allocation 
process. 

IV. RESULTS 

A. Site Visit 
After accessing the site, the team concluded that the hotel was 
not heavily damaged structurally. Some columns and shear 
walls were slightly damaged by shells, but most importantly, 
the team noticed that the hotel does not meet the current 
standards of a five stars hotel. The clear height of typical floors 
is 2.85m without tiling, so there is not enough space to install 
proper mechanical materials. The underground parking clear 
height is equal to 2m, which makes it impossible to install 
proper mechanical materials for ventilation. Also, the passage 
of trucks, vans, or high 4x4s is impossible. All the staircases in 
the hotel are very narrow and circular (1m radius), which 
makes them very uncomfortable. It is also clear that the 
existing design didn’t account for fire escape. Finally, the 
design study, (explained in part B-7) has shown that the 
existing shear walls design did not account for seismic loads. 
The team noted that the exposed steel in some cracked columns 
and walls showed severe signs of corrosion. The extent of the 
damage is shown in figure 6,7, and 8 in the appendix. From the 
second visit, the team acquired an idea about the compressive 
strength of concrete due to non-destructive testing. The test 
was performed on various columns, slabs and beams from 
different floors. The obtained strength values revealed a high 
variability ranging from 8 MPa to 59 MPa. 
 
B. Structural design 
The following material properties were used for the design: 
For steel: fy = 4200 kg/cm2 
For concrete: f’c = 35MPa and X	Y:Z:[E\ = 0.0361 
Concrete for the columns: f’c = 40MPa. 
 
1) Ribbed Slab for typical floor: 
Span Length = 6.5m 
Ultimate weight = Wu = 1.55T/m2 = 0.88T/m/rib 
Maximum ultimate moment demand = Mu = 3.8 T.m 
Slab thickness= ln/21 = 6.5/21 = 30cm to prevent deflection 
based on ACI code 9.5.2.1 table. 
We get: b = 15cm, d = 27cm and h = 30cm with 
 X	E]^_^E:Z = 0.27	X	Y:Z:[E\ 
Longitudinal reinforcement: 2T16 for bottom reinforcement 
and 2T14 for upper reinforcement. 
Shear reinforcement: 2∅6mm at s = 13cm up to L/5 = 1.3m 
from support, rest at s = 20cm. 
2) Beams: 
Continuous beam with non-equal spans 
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Longest span length = 8.5m and shortest span = 5.8m 
Ultimate weight = Wu = 11.6T/lm  
The team drew the continuous beam on SAP2000 to get the 
ultimate moments. 
Maximum ultimate moment demand = Mu = 74.2 T.m 
 X	a\b^]\a = 0.55	X	Y:Z:[E\ = 0.01986 
Beam dimensions obtained: b = 120cm, d = 31cm and 
h = 35cm  
Longitudinal reinforcement: 13T32 for bottom reinforcement 
and 12T32, or 7T25, or 6T20 for upper reinforcement 
depending on the changing moment. 
Shear reinforcement: 4T10 at s = 13cm up to L/5 = 1.3m from 
support, rest at s = 20cm. 
3) Two-way solid slab: 
The team members are learning how to design a two-way slab 
on SAFE. The design will be completed soon. 
4) Columns: 
Using X = 2%	and using hand-on calculations, the tributary 
areas of each of the 2 types of columns (interior and exterior 
columns) were calculated. 
The ultimate load demand on each column was then calculated 
by adding the loads from 4 parking floors, 7 public floors and 
24 typical floors. The columns sections were calculated; the 
column self weight was then calculated and added to the total 
load to get the final column section. 
Tables 6 and 7 in the appendix summarize the different column 
sections and their respective steel reinforcement requirements. 
5) Staircase: 
The team researched the ACI design procedure for a two-flight 
stair spanning longitudinally and implemented it. 
The design resulted in 11 steps per flight with risers of 16cm, 
goings of 30cm, and landing of 1.5m width.  
The steel reinforcement for the staircase is as follows: 
9T14 at 15cm longitudinally and T10 bars at 10cm intervals 
transversally. 
The following drawing shows the staircase plan along with its 
steel reinforcement. 

 
Figure 1 Staircase drawing 

6) Basement wall 
The team members are learning how to design a basement wall. 
The design will be completed soon. 
7) Shear walls 
The shear walls were analyzed on ETABS as per the old 
dimensions measured from the architectural plans of the hotel. 
The walls thickness was equal to 60cm. After running the 
analysis, it appeared that the current shear walls could not 
resist the lateral loads and that seismic design was not taken 

into account when the hotel was designed. So the shear walls 
design had to be adjusted in order to resist seismic loads. 
After consulting with the advisor, the team decided to add 4 
additional T-section shear walls of thickness equal to 30cm at 
the place of respective partition walls. 
Also, the original shear walls thickness was decreased to 50cm 
on the 13th floor and above to get a less conservative design. 

 
Figure 2 Original and added shear walls on ETABS 

 
C. Parking Study and Design 
 

According to the parking decree for hotels in Lebanon 
shown in figure 9 of the appendix, 1 car must be provided for 
every four rooms. In addition, one should account for the cars 
allocated for restaurants or recreational areas in the hotel and 
thus providing 50% of the number of cars allocated for these 
recreational areas in the decree. 

The Hotel accommodates 41 rooms (37 singles, 1 double, 3 
suites) per floor in the first 12 floors in addition to 22 rooms (1 
single, 20 double, 1 suite) for the rest of the building. The 
surface area of one floor of the hotel is about 2100 m2. 
Restaurants are present on the top two floors and four 
exhibitions and entertainment floors are present between the 
parking basements and the hotel’s lobby. Each exhibition floor 
has a net area of 10200 m2. As mentioned in the decree, one 
parking spot is needed for every 30 m2. 

 
Calculation of parking spaces: 

• Parking spots for rooms = 
#	fg	hffLi

j
= 	

jk×kJlJJ×km

j
 

= 194.5. 195 parking spots are needed for the rooms. 
• Parking spots for restaurants and entertainment areas = 

0.5	×(
Jk==×J

m=
+

j	o	k=J==

m=
) = 750 

750 parking spots are needed for the exhibition and 
entertainment areas. 
• Total Parking spots = 195 + 750 = 945	parking spots 

As such, a total of 945 car parking spots are needed for the 
Holiday inn building. 
 
Parking Design: 
The parking is designed to accommodate a total of 1110 cars 
distributed into 4 floors.  
The parking designs are found in the figures below. The first 
image shows the parking design on the first basement floor, 
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and the 2nd shows the three other parking floors on the second, 
third and fourth basements since they have the same design. 
 

 
Figure 3 First basement floor parking 

 

 
Figure 4 Second basement floor parking 

 
The stall dimensions, turning radii and isles distance are all 
designed according to the Lebanese building code. 
The Lebanese law does not provide minimum spaces for the 
handicapped. According to ADA (American with Disabilities 
Act) requirement parking criteria, it is required to provide 2% 
of the total parking spaces to the disabled people. 
As such, Handicapped parking spaces = 0.02	×1110 = 22.2 
23 parking spots for handicapped are needed.   
The 23 handicapped parking spots are placed next to the 
elevators as seen in the design figures in blue. 
The remaining available parking spaces can serve two other 
users: the hotel and the Credit Libanais staff, since both 
buildings share the same parking.  

 
D. Traffic Impact Analysis 
The following AutoCAD drawing is a representation of the 
intersection geometry along with its directional movements.  
 

 
Figure 5 Intersection Geometry with directional movements 

 
The data obtained for each of the Northbound, Westbound and 
Southbound approaches are summarized in the appendix. The 
table below however summarizes the average delays and 
percentage of vehicles stopped based on the recorded data. 
 

Table 2 Average stopped delay per vehicle for each approach 
 NB SB WB 
Total number of stopped vehicles  82 67 469 
Estimate of total stopped delay 
(veh.sec) 

1230 1005 7035 

Number of vehicles departing 
approach  

131 88 148 

Average stopped delay/vehicle 
(sec/veh)  

9.39 11.42 47.53 

Number of non-stopped vehicles  49 32 251 
% of vehicles stopping  62.6 63.6 46.5 

 
LOS criteria for signalized intersections are as follows: 

Ø For the North Bound approach, the LOS is A as the 
average stopped delay per vehicle is equal to 9.39 
sec/vehicle which is less than 10 sec/vehicles. 

Ø For the South Bound approach, the LOS is B since the 
average stopped delay per vehicle is equal to 11.42 
sec/vehicle, which is between 10 and 20 sec/vehicles. 

Ø The LOS for the West Bound approach is D, having 
an average stopped delay per vehicle equal to 47.53 
sec/vehicle, which is between 35 and 55 sec/vehicles. 

An LOS of A for the northbound approach and B for the 
southbound approach are considered good. One can conclude 
that no key modifications or improvements are needed for 
those approaches with regards to renovating the Holiday Inn. 
However, the westbound approach yielded a LOS level of D, 
implying major improvements to be undertaken. As far as the 
demolition and reconstruction of the Holiday Inn is considered, 
it will surely increase the traffic in the surrounding areas which 
will in turn lead to the need of improving this intersection. This 
undertaking requires adding more green time to the westbound 
approach for the cars to pass. Another solution would be to add 
more green time on the southbound approach of the subsequent 
intersection since the majority of the westbound traffic goes 
left. Those suggestions will ultimately clear and facilitate the 
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route of the vehicles, which will in turn pave the way for the 
improvement of the LOS for this approach. 
As for the pedestrians, the following data was obtained: 
 

Table 3 Green time measured for the different crosswalks 
Crosswalk Width (m) Measured green time for 

Pedestrians (sec) 
WB 9 24.12 
WB 10 19.63 
SB 20 29.92 
NB 16 28.12 

 
Using equation (1), the table below summarizes the minimum 
green time needed for 15 pedestrians to cross the different 
crosswalks. 

 
Table 4 Theoretical green time needed 

 WB-9m WB-10m SB-20m NB-16m 
Green time 16.25 17.25 27.25 23.25 

 
By comparing the actual green time available for pedestrians 
and the calculated minimum green time needed by pedestrians 
to cross, it is found that there is more than enough time for 15 
pedestrian to cross at each green light at all the approaches. 
It is important to notice that there is no heavy pedestrian 
activity on this intersection at the moment. But the traffic will 
surely increase considerably during major construction 
activities and after the reconstrution of the hotel, and may 
become a crucial criterion for the design of this specific 
intersection, resulting in changes in green time pedestrian-
allocation for each approach. 

 
E. Bill of Quantities and Schedule 

The total cost for civil related tasks was estimated to be 
499,199$ per typical floor. The hotel consists of 24 typical 
floors. The total cost of civil related tasks would then be 
24	×	499,199$ = 11,980,776$ for the hotel without the lobby, 
restaurants, basement and exposition floors. 
To get an estimate of the complete project cost, the cost of civil 
related works should be added to the costs of the geotechnical 
studies, mechanical and electrical works, furniture and interior 
decoration, contractor’s overhead, contingency and profit… 
  

It would take 115 days roughly per floor to complete the 
tasks listed in the BOQ. The estimated lag time between floors 
is equal to 30 days since the activities are overlapping. So the 
total construction time estimated for the hotel’s typical floors is 
equal to 24	×	30 + 115 = 835	a:rb = 2.3	r\:]b. 

 
The full bill of quantities along with their prices and the 
schedule and sequence of activities of the project can be found 
in figures 10 and 11 respectively in the appendix. 

 
 

 

V. FURTHER DEVELOPMENT 

The team’s original plan for the final year project was to assess 
whether to demolish the hotel or renovate it. However, many 
problems and delays were encountered in order to access the 
site and perform the necessary tests that help decide on the best 
alternative. So the team decided to re-design the hotel from the 
original architectural maps that they managed to draw. 
The team was given permission for site access in the middle of 
the Spring semester, and they were able to assess the different 
areas were the current structure fails to meet the new 5 stars 
hotels standards, and they took them in account for the new 
design. 
As for the further works, a foundation design is going to be 
presented in the final report along with the design of a two-way 
solid slab. Also, a pre-stressed concrete slab design alternative 
will be completed for both the typical and public floors of the 
hotel. Two pre-stressed concrete slabs alternatives will be 
studied: Precast ribs and precast hollow core slabs with pre-
stressed beams. Then, a thorough comparison between the 
traditional design approach and the two pre-stressed concrete 
design approaches will be achieved, comparing the advantages 
and disadvantages of each (cost, time of construction, fire 
safety, possible need for drop beams, different slab thicknesses, 
etc.) The best or preferred alternative will then be chosen and 
will be implemented in the hotel. 
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VIII. APPENDICES 

 
Table 5 Areas of use of RCA 

Recycled Material Use Areas of Application 

Crushed 
Concrete/Brick As Aggregates 

Concrete roads and 
aprons 
Drainage Works 
Pipes and Culverts 
Sewage/Water 
Treatment Plants 
Permeable Backing to 
Earth Retaining 
Structures 
Building Partition Walls 
Floors and Foundation 

Crushed 
Concrete/Brick 

As Unbound 
Base Course 

Runways, Taxiway and 
Aprons 
Parking Lots and Yards 

Crushed Concrete/ 
Brick or Recycled 

Aggregate 
As Fill Material Cable Trenches 

 
 

Table 6 Interior Column 
	 Basement	 1st	Floor	 13th	Floor	
Interior	 Column	
section	(cm2)	

100	x	165	 100	x	120	 100	x	65	

Steel	 Section	
(cm2)	

330	 240	 130	

Steel	Bars	 42T32	 30T32	 17T32	
 
 

Table 7 Exterior Column 
	 Basement	 1st	Floor	 13th	Floor	 	 	 	 	
Exterior	 Column	
section	(cm2)	

100	x	110	 100	x	80	 100	x	40		 	 	 	 	

Steel	 Section	
(cm2)	

220	 160	 80	 	 	 	 	

Steel	Bars	 28T32	 20T32	 10T32	 	 	 	 	
 

 
Figure 6 Steel reinforcements exposed 

 
 

 
Figure 7 Damaged column 

 

 
Figure 8 Damaged shear wall with corroded 

reinforcements 
 

 
 

Figure 9 Lebanese Parking Decree
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Figure 10 Bill of Quantities 

 
Figure 11 Construction Schedule 

 

 
Figure 12 Typical floor plan 

Currency: US Dollars

Project Title: Holiday Inn Beirut
Location: Beirut, Lebanon

Component: Civil Works BOQ for a Typical Floor 

Description of Work/Items Unit Quantity Unit Cost Total Cost Productivity/Crew/Day Number of Crews Duration
1 Concrete Works m3 184,687.50$    5 6

Slab m3 606.87 $250.00 151,717.50$    25
Columns m3 131.88 $250.00 32,970.00$      25

2 Block Work m2 23,301.50$      5 15

15 cm Blocks m2 1217.00 $11.50 13,995.50$      30
10 cm Blocks m2 1034.00 $9.00 9,306.00$        30

3 Plaster m2 65,505.00$      7 28

Room Wall Plaster m2 2433.00 $11.00 26,763.00$      30

Room Ceiling Plaster m2 763.00 $11.00 8,393.00$        30

Bathroom Wall Plaster m2 1225.00 $11.00 13,475.00$      30
Bathroom Ceiling Plaster m2 213.00 $11.00 2,343.00$        30
Common Areas Wall Plaster m2 460.00 $11.00 5,060.00$        30
Common Areas Ceiling Plaster m2 861.00 $11.00 9,471.00$        30

4 Paint m2 57,060.00$      3 25
Room Wall Paint m2 2433.00 $15.00 36,495.00$      50
Room Ceiling Paint m2 763.00 $15.00 11,445.00$      50
Bathroom Ceiling Paint m2 213.00 $15.00 3,195.00$        50

Common Area Wall Paint m2 395.00 $15.00 5,925.00$        50

5 False Ceiling Common Areas m2 862.00 $25.00 21,550.00$      15 4 14

6 Waterproofing Bathroom m2 214.00 $15.00 3,210.00$        20 3 4

7 Tiling m2 91,025.00$      10 12

Room Floor Tiling m2 763.00 $25.00 19,075.00$      25

Bathroom Floor Tiling m2 214.00 $35.00 7,490.00$        25
Bathroom Wall Tiling m2 1226.00 $35.00 42,910.00$      25
Common Areas Floor Tiling m2 862.00 $25.00 21,550.00$      25

8 Sanitary Fixtures - 32,660.00$      2 2 10
Bathtubs - 40.00 $500.00 20,000.00$      
Lavabo - 40.00 $150.00 6,000.00$        
Pipelines m 1110.00 $6.00 6,660.00$        

9 Doors and Windows - 20,200.00$      2 10
Room Doors - 40.00 $200.00 8,000.00$        6
Bathroom Doors - 40.00 $130.00 5,200.00$        6
Windows - 40.00 $175.00 7,000.00$        6

499,199.00$    125

1/1
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Abstract- The current condition of taxiway alpha raises 
serious safety concerns that call for rehabilitation. The taxiway 
has served previously as a runway and was converted into a 
taxiway after the construction of runway 03-21. This paper 
presents several scenarios in design and construction to tackle 
the rehabilitation of the existing taxiway with minimal 
interference with the airport operations, while abiding by the 
Federal Aviation Administration (FAA) recommendations and 
standards. A site investigation analysis of the taxiway’s current 
situation has led to the conclusion of two main scenarios which 
are: the complete replacement of the existing taxiway or 
overlaying the existing concrete layer. Both would provide a 
serviceability level which extends to more than 20 years. Design 
models and construction schedules were created using several 
software that were executed to simulate different scenarios in 
order to determine the optimal solution to present the 
destruction and reconstruction phases of the project. All the 
construction works are timed to comply with the airport 
operations and the FAA standards in terms of quantifying and 
controlling the movement of construction equipment and 
material. The result of this project will include several design 
alternatives, with their corresponding bill of quantities (BOQ) 
and construction schedules, which will be analyzed based on a 
life cycle cost analysis (LCCA) and a sustainability analysis to 
study the cost, feasibility and environmental impact for each 
scenario. The alternatives were compared and the asphalt 
scenarios were chosen due to their prevailing optimal feasibility. 

I. INTRODUCTION 

The Rafic Hariri International Airport was first open to air 
operations in 1954. The airport suffered major damage at its 
terminal and other facilities throughout the wars it has 
witnessed. Being the gateway to Lebanon, there were efforts 
from the government to reconstruct the damaged areas of the 
airport. Renovation of the two primary runways was 
implemented between 1982 and 1984. After the civil war, a 
master plan was integrated in 1991 to improve the airport to 
accommodate 16 million passengers per year by 2035 [1]. The 
primary stage included the construction plan of the new east 
runway. A new runway designated 03-21 was constructed 
parallel to the old east runway, which was converted into the 
alpha taxiway. The current condition of the taxiway parallel 
to runway 03-21 is raising safety concerns. According to 
sources at the airport, the taxiway was originally a Portland 
Cement Concrete (PCC) runway and was overlain with an 
asphalt layer 25 years ago. Hence, the prevalent concerning 
condition of the taxiway will be analyzed and the decision to 
rehabilitate or reconstruct the taxiway will be considered 
relying on the results obtained in reference to its performance. 
A new alternative pavement will be designed based on the 
FAA standards, taking into consideration expected future 
increases in air traffic. 

II. LITERATURE REVIEW 

In airfield pavement, the critical loading is usually 
perceived to take place at the touchdown zone of the runway. 
However, the impact is relatively a minor one. The critical 
case occurs when the aircraft is travelling at slow speed with 
maximum fuel load. The highest load concentration usually 
occurs on taxiways, where lateral position variation of the 
aircraft around the taxiway’s centerline is negligible [2]. The 
design should ensure limited deformation where the slopes of 
the pavement’s cross-section must be 1-2% to avoid water 
ponding on the taxiway. Enough frictional force between the 
pavement and the wheels of the aircraft must be provided to 
ensure safety especially during harsh weather conditions. 
Therefore, airfield pavements have to be textured to provide 
enough skid resistance. Skid resistance is not an issue in 
concrete pavements since the texture is achieved by grooving 
or any similar technique.  

Airports can’t afford shut downs or reductions in capacity. 
Accordingly, essential parts of the airport such as runways and 
taxiways must be designed taking into account future increase 
in demand in order to reduce maintenance, which might hinder 
the airport’s operations. While designing a pavement, there 
are some underlying engineering principles that must be kept 
in mind to execute a sustainable design. One vital aspect is 
subgrade protection. The existing ground is not strong enough 
to withstand the subjected traffic load which might cause the 
soil to deform and rut. Hence, the pavement must be thick 
enough to distribute the subjected load imposed by the wheels 
of the aircraft over a wide area that is sufficient enough to 
prevent subgrade deformation. Moreover, the materials 
constituting the layers in the pavement structure must provide 

Figure 1. Airport layout – taxiway alpha highlighted in red 
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ample stability and resistance to stresses that are being 
transmitted at each level. The strength of the pavement layers 
should be adequate enough to prevent cracking under imposed 
traffic loads. The selection of material is also of paramount 
importance due to the pressing necessity for the pavement to 
withstand the local climate conditions. In addition, the design 
must guarantee that maintenance can be executed within a 
reasonable cost and without disrupting the traffic operations 
for too long.  

Another prominent aspect in design is traffic data. Traffic 
loading is the primary input that governs the design of a 
pavement. An airport taxiway that accommodates large 
aircrafts requires a different design from a highway due to the 
different magnitudes of loads subjected on each segment of 
the pavement. The load magnitude, contact pressure, load 
groups, and loading speed are all aspects that must be taken 
into consideration in order to properly evaluate the stresses 
imposed on the pavement.   

The contact area between a tire and the surface of the 
pavement is not easy to represent due to the textured surfaces 
of both the tire and the pavement. This reduces the area into a 
series of discontinuous areas. For simplification, pressure is 
assumed to be uniform and the contact area is assumed to be 
a circle. Also, wheels are sometimes located close enough to 
cause a combined effect from both tires on a certain location 
on the pavement. For the dual, dual-tandem and dual-tridem 
wheel arrangements of aircrafts, the increased load from the 
combined effect of the wheels can breach the critical design 
load capacity and cause serious permanent damage to the 
pavement. Thus, the wheel arrangement has to be determined 
for the purpose of identifying the critical stresses imposed on 
the pavement. 

III. EVALUATION OF CURRENT TAXIWAY PAVEMENT 

A site visit to the airport was done in order to determine the 
severity extent of the cracks that are present in the pavement. 
After examining the taxiway’s pavement, it was noticeable 
that the pavement suffered from several types of cracks 
including:  

1. Block cracks: connected cracks that come together to 
form blocks. It is caused due to the shrinkage and expansion 
of asphalt due to temperature oscillations. It occurs in 
response to the aging of the asphalt binder or poor choice of 
asphalt binder in the mix design.  

2. Fatigue cracks: fatigue is the weakening of the material 
due to the implication of repetitive loading. When the loads 
exceed a certain threshold, cracks will start to propagate to the 
surface [3]. The cracks will evolve parallel to the direction of 
traffic.  

3. Crocodile cracks: the connecting of fatigue cracks with 
one another which resembles the pattern present on the skin of 
a crocodile. Crocodile cracking occurs when the pavement 
fails due to the implication of repetitive loads. If the subbase 
becomes weak, cracks will propagate to the surface. A 
crocodile crack is considered to be a severe type of fatigue 
crack.  

4. Reflective cracks: reflective cracks give an overview 
about the condition of the underlying concrete layer. The 
cracks can signify that the concrete layer is deteriorated and 
has a significant amount of cracks. The cracks present in the 
asphalt might also be the result of cracks propagating from the 

joints of the concrete slab to the surface of the pavement. To 
accurately determine the condition of the concrete layer, 
nondestructive testing should be implemented.  

5. Edge cracks: is the formation of cracks at the edge of the 
road due to insufficient support at the edges, weak shoulders 
and improper drainage of water. The accumulation of water at 
the edges can weaken the subbase and damage the pavement.  

6. Potholes: in this case, are due to moisture damage that 
occur because of water penetration through the cracks. This 
phenomenon results in the stripping potential of the 
aggregates-binder interface causing them to form potholes.  
    7. Other problems: Usually, the pavement’s slope must be 
between 1-2% to ensure proper drainage of water and to avoid 
ponding, which is undesirable on airfield pavements. Due to 
repetitive loading, the slopes might have decreased to an 
extent where drainage is not effective anymore.  

Table 4, in the appendix, shows images of the different 
problems found in the airport’s pavement.  

IV. SCENARIOS 

After visiting the site, it was obvious that the asphalt layer 
has immensely deteriorated and needs to be removed. It was 
impossible to derive conclusions about the underlying 
concrete layer due to the limitations of testing imposed by the 
airport authority. Therefore, different scenarios were 
constructed and analyzed to compensate for the uncertainties.  

A. Complete Removal 
Complete removal of the concrete slab is recommended 

when the pavement has structurally failed. For sustainability 
reasons, the removed slab is usually rubblized or partially 
rubblized depending on the required pavement elevation. Part 
of it is included in the new layer as recycled concrete. 

B. Rubblization  
Rubblization involves the crushing of the PCC pavement 

into a compatible flexible base having an appropriate modulus. 
This tight angular interlocked material provides a stable base 
that is not susceptible to moisture damage. Concrete pavement 
rubblization should be considered when one or more of the 
following conditions are met [4].  
 

 More than 20% of the concrete joints are in need of 
repair.  

 More than 20% of the concrete surface has been 
patched.  

 More than 20% of the slabs exhibit slab breakup.  
 

C. Bonded Overlays  
Bonded concrete overlays consist of a thin concrete layer 

bonded to the top of an existing concrete surface. This method 
is used for pavements in good condition with little 
deterioration in order to increase their structural capacity. The 
bond causes the overlay and existing pavement to act as one 
unit [5]. 

D. Asphalt Overlays 
This rehabilitation technique is used when the need for fast 

track construction is essential. However, asphalt overlays 
can’t be placed over damaged pavement because cracks might 
reflect from the damaged layers to the asphalt overlay [6]. 
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V. DESIGN METHODOLOGY  

In this project, the airport pavement design was based on 
the guidelines and recommendations of the Federal Aviation 
Administration’s Advisory Circular 150/5320-6E, which 
recommends the use of the FAARFIELD software to study the 
stress created by the expected aircraft traffic mix. 

A.  Aircraft Traffic Mix  
Previous advisory circulars published by the FAA used to 

convert all aircraft departures into one design aircraft. The 
design aircraft was selected by choosing the most critical 
aircraft with respect to load and number of departures. 
Currently, the FAA assesses the cumulative damage done by 
all types of aircraft. The Advisory Circular recommends 
considering the predicted annual departures for each aircraft 
to determine the thickness of the pavement. The FAA only 
considers departures for design and ignores annual arrivals 
because of fuel consumption which reduces the planes’ load. 
Thus, the group members tried to contact the airport in order 
to obtain such data. Unfortunately, the airport claimed that 
traffic mix data is not collected. Therefore, the data was 
acquired from www.flightradar24.com. Since the website 
only displays data for each day, the data was collected on daily 
basis for a couple of weeks and then extrapolated for 1 year 
while taking into consideration growth patterns of certain 
aircrafts and addition of new aircrafts like the A380. The 
design traffic mix is summarized in table 1. 

Note: A380 assumed to start using the airport after 10 years 
since it does not meet the required standards at the moment. 

TABLE 1. AIR TRAFFIC MIX 

 
 

 
 
 
 
 
 
 
 
 
 
 

B. Concrete Pavement Design 
For rigid pavement, FAARFIELD takes into consideration 

the maximum horizontal stress at the bottom edge of the 
concrete slab as a basis for design.   

C. Asphalt Pavement Design 
For flexible pavements, FAARFIELD takes into account 

two modes of failure in determining the structural life of the 
pavement. The two modes of failure are the maximum vertical 
strain at the top of the subgrade layer and the maximum 
horizontal strain at the bottom of the asphalt layer [7]. 
FAARFIELD presents the required thicknesses for each layer 
in order to withstand the subjected traffic load. However, 
FAARFIELD doesn’t take into account asphalt rutting and 
assumes a constant elastic modulus regardless of traffic and 
temperature. Asphalt is a viscoelastic material and its dynamic 

modulus depends on the material mix, the temperature and the 
speed of traffic subjected on the pavement. To provide a 
feasible design, mechanistic-empirical pavement design guide 
(MEPDG) software was used in addition to FAARFIELD to 
calculate the required asphalt thickness.   

The design for a flexible pavement consists of an asphalt 
layer placed on a base course or pre-existing pavement which 
is supported by a subgrade. The asphalt layer must ensure the 
stability of the structure under the imposed loads and halt 
water penetration. Also, it is to provide a smooth well-bonded 
surface, which has to be free from loose particles that might 
damage the aircrafts. To fulfill the requirements, the asphalt 
layer should contain the right combination of aggregates and 
bituminous binders. As recommended by the FAA, dense-
graded asphalt mixture item P-401 (Plant mixture bituminous 
pavements) is proved to achieve all the essential requirements 
and is used in the design of flexible pavements [7]. 

VI. CURRENT DESIGN 

The taxiway’s current design plans were obtained from Dar 
Al Handasah indicating the cross-section of the taxiway. The 
taxiway’s cross-section, Fig. 4 in the appendix, is made of a 
45 cm PCC layer which is casted on a 20 cm cement treated 
base. The shoulder’s cross-section is made up of a 7.5 cm 
asphalt concrete layer. Asphalt is casted on a 30 cm crushed 
aggregate base course layer and the entire pavement structure 
rests on a weak-to-average soil subgrade. 

VII. DESIGN 

A. Rigid Pavement Design 
1)  New PCC Pavement-Complete Removal 

Taxiway pavements may require complete reconstruction if 
it is heavily worn out. The new PCC pavement was designed 
using FAARFIELD based on a design life of 30 years using a 
concrete flexural strength of 4.83 MPa. The result was a 43 
cm thick PCC surface layer over a 30 cm cement treated base. 
For construction purposes and elevation concerns, the PCC 
layer will be taken to be 45 cm. In the case of the complete 
removal scenario, the taxiway will be upgraded from Code 
letter E to F. The current taxiway has pavement width of 23 
m, which follows Code E. It does not apprehend to Code letter 
F aircraft like the A380. 

2) PCC Bonded Overlay 
FAARFIELD was used to calculate the thickness of the 

PCC bonded overlay. During the design procedure, an 
undefined material was placed on top of the PCC surface to 
resemble the action of an overlay and was assigned an elastic 
modulus value of 27,579 Mpa to resemble the properties of 
PCC. The obtained thickness (7.05 cm) was not sufficient to 
satisfy the minimum thickness requirements of FAA. Hence, 
the minimum thickness (7.5 cm) was taken and rounded up to 
10 cm for construction purposes. The total thickness was 
obtained to be 75 cm which complies with the current level of 
the taxiway. 

B. Flexible Pavement Design 

For flexible pavement, MEPDG was used to determine the 
thickness of the asphalt layer. MEPDG only designs for a 
critical aircraft. Thus, iterations were conducted using 
FAARFIELD to determine the number of aircrafts needed to 

Aircraft Annual 
Projection 

Airbus A310 190 
Airbus A319 1075 
Airbus A320 17250 
Airbus A321 2660 
Airbus A330 3470 
Airbus A340 710 
Airbus A380 100 
Boeing 737 4810 
Boeing 747 265 
Boeing 757 380 
Boeing 767 460 
Boeing 777 960 
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generate a PCC thickness of 45 cm. After determining the 
number of departures needed for each aircraft to generate a 45 
cm PCC slab, the critical aircraft was determined based on the 
lowest departures needed, which in this case is Boeing 777-
300 ER. A conversion factor was computed for each aircraft 
to convert it to the critical aircraft. This was done by dividing 
the number of departures of the critical aircraft by the number 
of departures of a certain airplane. The conversion factor was 
then multiplied by the actual annual departures of each 
airplane to convert all the airplanes to the critical airplane. 

1) Asphalt Overlay on Existing PCC Pavement 
Asphalt overlay can be applied to existing rigid pavements 

given that the PCC slab isn’t too damaged to ensure that cracks 
won’t reflect to the asphalt layer. The overlay thickness was 
determined to be only 5 cm using FAARFIELD.  

After all the aircrafts were converted into the critical 
aircraft, the gear of the B777-300 ER aircraft can be inputted 
into MEPDG. Taking into account Beirut’s climate, the 
asphalt thickness was computed again on MEPDG to 
determine whether rutting is acceptable. For the asphalt layer, 
the PG grade for the binder and asphalt mix were selected 
according to what is used in Lebanon and complying with the 
FAA standards. PG 64-16 was chosen in this case. The asphalt 
mix gradation was chosen according to the specifications for 
item P-401 (plant mix bituminous pavements). Also, the air 
voids were taken to be 6%, so that after compaction they will 
be reduced to the required 4%. The asphalt mixture is 
composed of 5% of asphalt binder and 95% of aggregates. The 
asphalt thickness was computed to be 10 cm. The structure 
was strong enough to withstand fatigue cracking which was 
approximately 2% over the design period of the pavement. 
The structure also passed rutting, surface down cracking and 
IRI or international roughness index, which is a roughness 
measure for the surface of the pavement.  

2) Asphalt Overlay on Rubblized PCC Pavement 
PCC slabs that acquire a lot of cracks and deteriorated 

sections may be rubblized and used as a subbase for an asphalt 
overlay. The elastic modulus for rubblized PCC layers ranges 
between 100 to 400 ksi (690 to 2757 Mpa) depending on the 
depth of the PCC layer [8]. For a rubblized layer of 450 mm, 
the asphalt layer required was computed to be the minimum 
thickness regardless of the modulus of elasticity. To determine 
the appropriate thickness for rutting, the thickness must be 
computed by MEPDG.  

The properties of the asphalt layer are the same as the 
previous scenario. While checking for fatigue, it was 
noticeable that fatigue was also low in this scenario. This is 
due to the thick rubblized layer which has a relatively high 
elastic modulus. The pavement also passed rutting, surface-
down cracking, and IRI. Asphalt experiences almost no rutting 
while the subgrade has the highest contribution to the total 
rutting in the structure. The asphalt thickness was computed 
to be 15 cm.  

3) Shoulder Design  
The taxiway’s shoulder was designed based on one annual 

departure for the most critical aircraft that uses the pavement 
for a design life of 10 years. Since  the shoulder  is designed 
for one annual departure, it was designed as a flexible 
pavement because it is cheaper [7]. Using FAARFIELD, it  
was found that a 10 cm thick asphalt layer needs a 30 cm 

crushed aggregate base. However, the crushed aggregate layer 
will be taken as 37.5 cm due to elevation constraints. The 
shoulder design is applied to all sceanrios. The shoulder was 
designed again on MEPDG to check for rutting, IRI, and 
surface down cracking. The asphalt layer barely experiences 
rutting and most of the rutting is due to subgrade rutting which 
is similar in all the different asphalt design scenarios. 

VIII. CONSTRUCTION 

A. Phasing 
In order to not disturb the airport traffic, the construction 

process will be divided into 3 phases. The first phase starts 
from the beginning of the taxiway to 65m before the second 
entrance (total distance of 445m). Thus, allowing aircrafts to 
access runway 03-21 through the second entrance while 
complying with FAA’s safety standards. Phase one is the most 
critical phase since it blocks access to the nearest entrance to 
the runway. Hence, the section included in phase one must 
return back to operation as soon as possible to reduce taxing. 
The second phase extends from the second entrance to 65m 
before the third entrance (total distance of 600m). Finally, the 
third phase extends from the third entrance to the end of the 
taxiway (total distance of 1335m). The reconstruction process 
must occur when runway 03-21 is used for takeoff and runway 
16-34 is used for landing. This is done to reduce the 
interference with the planes entering runway 16-34. If 
reconstruction is to take place while runway 16-34 is used for 
takeoff, construction at phase 3 will hinder takeoff operations 
by reducing the available runway length. Landing requires 
less runway length to achieve the required deceleration rate. 
The most critical aircraft (B777) requires 2000m of landing 
distance which is available even when construction is taking 
place at phase three. The phases are shown more clearly in fig. 
5 in the appendix. 

B.  Scenarios 
1) New PCC Pavement - Complete Removal 

Complete removal is necessary if the concrete pavement is 
badly damaged. The asphalt layer will be removed by scrapers 
and loaded to trucks. Then, the concrete layer will be 
rubblized using a resonant machine. The rubblized material 
will be removed using excavators and later be used as 
aggregate for the shoulder’s base layer. Next, a PCC slip-form 
paver will lay 45 cm of 60 Mpa PCC and insert the dowels in 
3 stages. The core is divided to 3 parts: two sides (10 m each) 
and the center (5 m). The sides will be paved to provide a 
standing ground for the paver to be able to finish the last 5 m 
located in the center. The paving of the center section will take 
place after 7 days from paving the sides. Saws will be used to 
cut the concrete into sections to prevent thermal, extension 
and shrinkage cracks from occurring [9].   

2) PCC Bonded Overlay 
 For the PCC bonded overlay, the existing layer of asphalt 

is to be removed and replaced by a PCC overlay. Asphalt will 
be scraped using loaders and will be loaded by back hoe 
excavators into trucks. Similar to the complete removal 
scenario, a PCC slip-form paver will lay 10 cm of 60 MPA 
PCC in 3 stages. Finally, saws will be used to cut the concrete 
into sections to prevent thermal, extension and shrinkage 
cracks from occurring. 
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3) Asphalt Overlay on Existing PCC Pavement 
In this case, the apparent layer of asphalt is to be removed 

and replaced by a new one. First, the asphalt is to be scraped 
using front loaders or bulldozers and then loaded in trucks 
using back hoe excavators. Since the shoulders already have 
an asphalt layer instead of concrete, the lowest layer will be 
removed during the process and replaced by base aggregates 
(7.5cm) to compensate for elevation difference and maintain 
a total asphalt thickness of 10 cm. The milling machine will 
pass once over the present PCC layer to create a bonding 
surface between PCC and asphalt.  

4) Asphalt Overlay on Rubblized PCC Pavement 
In this scenario, all asphalt layers will be scraped using 

front loaders and loaded into trucks. The concrete layer will 
be rubblized and will form a subbase for the new asphalt layer. 
5 cm of the rubblized concrete will be removed to correct for 
the difference in elevation. A 15 cm layer of asphalt will be 
constructed in 2 equal lifts of 7.5cm. 

5) Shoulder 
Shoulder pavement is composed of a Hot Mix Asphalt layer. 

Standard construction procedures for asphalt will be applied. 
After the removal of the shoulder material, a 7.5 cm layer of 
crushed aggregates will be added above the existing layer. The 
existing layer will be tested for the required density and will 
be compacted if needed. The new layer will be leveled and 
graded, using a grader, and will be compacted and tested on 
site to achieve the required density. Finally, the asphalt layer 
will be placed on the crushed aggregates layer using pavers. 

IX. COST  ESTIMATION 

 Cost estimation is crucial in determining the ideal scenario 
for the rehabilitation process. Since the rehabilitation of the 
taxiway is a public project, the lowest bidder is usually chosen 
to commence with the execution. In light of that, an 
approximation of the total cost of each solution must be 
computed to discern the optimal solution. Costs of material, 
machinery, and labor were collected from local contractors 
and used to calculate the BOQ for each scenario. By 
comparing the initial construction costs of the different 
scenarios, it was concluded that the asphalt scenarios are more 
cost-effective than the concrete scenarios as shown in table 2. 
However, after conducting a life cycle cost analysis of 60 
years and a maintenance costs, the asphalt overlay scenario 
turned out to be more expensive than the PCC bonded scenario. 
On the other hand, the asphalt over rubblized scenario was 
more cost effective than the total removal scenario even after 
the integration of maintenance costs such as cut and patch, 
surface treatment, and crack and seal. 

 TABLE 2. COST ESTIMATION 
 

X. TIME SCHEDULING  

The time schedule is based on the destruction and 
reconstruction processes of the taxiway. The time allocated to 
each process was collected from local contractors. The 
formula shown below was used to calculate the duration. 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑃𝑃𝐷𝐷𝐷𝐷𝑃𝑃𝐷𝐷𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝐷𝐷𝐷𝐷𝐷𝐷𝑟𝑟 × 𝑞𝑞𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑞𝑞                      (1) 

On the other hand, the volume of material needed for each 
activity was calculated based on the taxiway plans obtained 
from Dar Al Handasah. Table 3 shown below displays the time 
needed for each scenario. As stated earlier, phase one is the 
most critical phase since it blocks access to the nearest 
entrance to the runway, which increases the taxiing distance 
for aircrafts. Accordingly, it is necessary for construction to 
follow the designated schedule to ensure minimal interference 
with aircraft maneuvering.   The asphalt scenarios require less 
construction time since asphalt does not require curing nor 
sawing. This reduces the time required for the taxiway to go 
back to operation.  

TABLE 3. ESTIMATED TIME FOR DIFFERENT SCENARIOS 

Scenario Phases Time (days) 

Total Removal 

1 36 
2 48 
3 62 

Total 146 

Asphalt overlay 

1 10 
2 15 
3 30 

Total 55 

PCC Bonded 

1 26 
2 33 
3 42 

Total 101 

Asphalt over 
Rubblized 

1 11 
2 17 
3 33 

Total 61 

XI. ENVIRONMENTAL IMPACT 

When it comes to engineering projects, it is vital to assess 
the environmental impact in order to minimize the production 
of hazardous material and chemical substances. The 
environmental impact for each scenario is provided in the 
following sections. 

A.  Asphalt Overlay VS PCC Bonded Overlay  

 PALATE excel sheet was used in order to determine the 
environmental impact for the different scenarios by inputting 
the quantity of material needed. In these two scenarios, the 
asphalt overlay and the asphalt layer of the shoulder are the 
only materials that are removed since the underlying layers are 
assumed to be in a good condition. Figure 2 shown below 
displays the comparison between the two scenarios. As 
illustrated, the PCC scenario emits a significant amount of 
environmentally ominous gasses compared to the asphalt 
scenario.  

Scenario Initial Cost Total Cost  
(life cycle) 

Total 
Removal $   5,927,200 $    6,527,200 

Asphalt  
Rubblized $   2,120,400 $    4,770,400 

PCC 
Bonded $   2,511,000 $    3,084,000 

Asphalt 
Overlay $   1,897,200 $    4,147,200 
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Figure 2. PCC overlay vs. asphalt overlay  

B. Asphalt over rubblized concrete vs. new PCC layer 
For the complete removal scenario, the asphalt overlay in 

addition to the existing PCC layer were removed. In the 
asphalt scenario, the PCC layer was rubblized so only the 
asphalt overlay was removed. The rubblized PCC layer was 
used as an aggregate base course for the asphalt layer. 
Similarly to the previous scenarios, the PCC alternative emits 
more environmentally ominous gasses than the asphalt 
scenario. In conclusion, the asphalt scenarios are considered 
to be environmentally feasible compared to the PCC scenario. 
 

 
Figure 3. Rubblized vs. complete removal 

XII. CONCLUSION 

Projects that touch on the rehabilitation of structural 
elements are complicated but specific in the purpose they are 
done to serve. The rehabilitation of taxiway Alpha in Beirut 
International Airport is a prominent project to complete. 
Looking at the current state of the taxiway, the need for 
rehabilitation was obvious. Based on extensive research and 
comparison to projects of the same nature, many scenarios 
seemed to fit the case of taxiway Alpha. The rehabilitation 
process includes a significant service life factor that is 
expected to last without the frequent need for maintenance. 
Bearing that in mind, the design is based on the most critical 
aircraft that can use the facility, the B777-300 ER aircraft.  

This design takes into consideration the alarming state of 
the current taxiway and tackles the goal of not encountering 

such damage again and if so; the damage is meant to be kept 
to the minimum with proper regulated maintenance. While 
assuming the underlying PCC layer to be in a good condition, 
the optimal scenario was chosen to be the asphalt overlay. 
Although it costs more than the PCC bonded overlay due to 
the induction of maintenance costs, the time required to 
complete the rehabilitation is much less than the PCC overlay, 
which is an important aspect when dealing with projects like 
the airport. In addition, the maintenance of the asphalt overlay 
takes less time than that of the PCC overlay.   

Assuming the PCC layer is in a deteriorated state, the 
asphalt over rubblized PCC scenario is chosen to be the 
optimal solution, since it is executed faster and at a lower cost 
compared to the complete removal scenario. Also, the asphalt 
scenarios generate less ominous chemical substances which 
make them more favorable than the PCC scenarios.  

In conclusion, this project attends to all practical aspects 
that adhere to construction of this magnitude and nature. 
Operating airports rehabilitation requires a strict ethical 
commitment from all concerned parties, and it poses a 
significant pressure on the contractor to deliver the promised 
end product as scheduled to avoid fines and legal 
responsibilities.  
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XIII. APPENDIX  

Table 4. Types of pavement defects found in BRHIA 

Type Image 1  Image 2 

Block Cracks 

  

Fatigue Cracks 

 
 

 

Crocodile Cracks 

  

Reflective Cracks 

  
 
 

 
Edge Cracks 

  

Other Problems 
(Potholes, Ponding) 
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Figure 5. Phasing plan 

Figure 4. Current design cross section 
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Abstract - Following the expansion of the Beirut port in 2012, 

the high demand for land freight transportation exacerbated the 
congestion levels along the coastal highways. Short Sea Shipping 
(SSS) is proposed as a sustainable freight transport mode that is 
capable of alleviating congestion levels along the coastal highway 
and reducing the environmental impacts associated with freight 
transport by trucks. A multi-step aggregate model is developed to 
obtain the expected share from the national Lebanese freight 
transport using the coastal highway the SSS system would capture 
based on its service attributes (time and cost) compared to existing 
freight modes. Then, the economic benefits and costs as well as the 
financial viability of the proposed system are evaluated. The study 
results indicate that for a competitive service fee, the short sea 
shipping market share could be as high as 55%, and represents a 
viable long-term business proposition with an internal rate of 
return for the service operator of close to 30%. In addition, the 
proposed service is expected to make significant economic benefits 
to society based on reductions in congestion, gaseous emissions, 
pavement maintenance costs, and accidents. 

I. INTRODUCTION 

Since the start of the civil war in 1975, Lebanon has witnessed 
severe economic and congestion costs due to its deteriorating 
infrastructure system. Heavy vehicles such as container trucks 
constitute a small proportion of the traffic mix. However, they 
contribute significantly to congestion levels due to their 
increased physical dimensions and their inferior acceleration 
performance [1]. Therefore, the need for an alternative freight 
transport system is apparent. 

Short sea shipping (SSS) had recently emerged as an 
alternative freight transport mode in Europe. Paixao and Marlow 
characterized the SSS network in Europe by detailing the type of 
vessels to be used, the dependence on other multiple modes of 
transport, the operations and types of services, as well as the 
geographical area in which the system would operate [2]. 
However, a “strict definition” of SSS that classifies the type of 
vessels, distance to be covered, and type of cargo transported is 
not provided in the literature [3].  

Sambracos and Maniati evaluated the financial feasibility of 
SSS between Greek ports; they deduced that sea transportation 
is significantly more competitive than the truck mode [4]. 
Additionally, Paixao and Marlow indicate that the financial costs 
incurred in developing a SSS network are lower than 
infrastructure costs associated with road and rail projects [2]. On 
the other hand, Mulligan and Lombardo evaluated the economic 
benefits of SSS that pertain to reductions in travel time and 
reduction in fuel consumption; they concluded that SSS 
significantly reduced harm to the environment [5]. Therefore, 
SSS is an attractive financial and economic alternative.  

In Lebanon, the need for an alternative mode of freight 
transport along the coastal highway was highlighted in [6]. Other 

than that, the flow of goods between zones in Lebanon was 
evaluated using a distribution model [7]. Particularly, the 
amount of freight transported between zones was computed by 
developing a method to generate a national freight origin-
destination matrix [7].  

The aim of this work is to propose a framework for evaluating 
the viability of using a short sea shipping network along the 
Lebanese coast (S3L). A multi-step aggregate model was 
developed in order to obtain the quantity and type of freight that 
will be transported using the S3L system. The aggregate model 
is comprised of a freight generation model, a distribution model, 
and a mode split model. First, the generation model is used to 
determine the demand and supply of goods at different Lebanese 
zones. Then, the distribution model was implemented in Matlab 
to obtain the flow of goods between zones. Afterwards, the mode 
split model was used to obtain the likelihood of choosing the 
S3L alternative as compared to the road transport alternative. 
Finally, the results of the aforementioned generation, 
distribution, and mode split models are used to determine the 
flow of each commodity by mode of transport between any two 
zones. The multi-step aggregate model framework is shown in 
Fig.1. 

Furthermore, the economic and financial feasibilities of the 
S3L system were evaluated. The economic feasibility was 
determined by quantifying the benefits resulting from reduced 
accidents, decreased maintenance for pavements, reduced travel 
time, and reduced emissions. Meanwhile, the financial 
feasibility was determined by comparing the costs incurred in 
shipping to the costs incurred while transporting freight by truck. 
The paper proceeds by detailing the aggregate model framework. 
Then, the financial and economic feasibilities are evaluated. 
Finally, a discussion of the obtained results is provided. 
 

 
 Figure 1 Aggregate Model Framework 
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II. AGGREGATE MODELLING OF NATIONAL GOODS 
MOVEMENTS 

Aggregate models are usually developed to simulate the flow 
of national and international goods. The main purpose of using 
these models is to determine the flow of a certain type of freight 
that departs from traffic zone 𝑥𝑥 and reaches another traffic zone 
𝑦𝑦, using transport mode 𝑚𝑚 [8]. The multi-step aggregate model 
procedure constitutes of 3 steps which are generation, 
distribution, and mode split. Afterwards, the quantity of flow by 
mode is determined using (1).  𝑄𝑄𝑥𝑥𝑠𝑠ℎ  is obtained from the 
generation model and it refers to the average quantity of freight 
type ‘s’ in the time period ‘h’ produced by traffic zone ‘x’.  
𝑝𝑝[ 𝑦𝑦 𝑥𝑥𝑥𝑥ℎ ]⁄  is obtained from the distribution model and it refers 
to the probability that the freight of type ‘s’ in the time period ‘h’ 
produced by traffic zone ‘x’ goes to traffic zone y. Therefore, the 
product of  𝑝𝑝[ 𝑦𝑦 𝑥𝑥𝑥𝑥ℎ ]⁄  and 𝑄𝑄𝑥𝑥𝑠𝑠ℎ would give the amount of freight 
transported between zones; this would enable the generation of 
an origin-destination (O-D) matrix. Afterwards,  𝑝𝑝[ 𝑚𝑚 𝑥𝑥𝑦𝑦𝑥𝑥ℎ ]⁄  is 
obtained from mode split model and it refers to the probability 
that the freight of type ‘s’ in the time period ‘h’ on the x-y pair 
is transported by mode ‘m'. Finally, 𝑄𝑄𝑥𝑥𝑥𝑥𝑠𝑠ℎ[𝑚𝑚] could be evaluated 
and it refers to the average flow of freight type ‘s’ in the time 
period ‘h’ between the x-y pair that is transported by mode ‘m’.   

           𝑄𝑄𝑥𝑥𝑥𝑥𝑠𝑠ℎ[𝑚𝑚] = 𝑄𝑄𝑥𝑥𝑠𝑠ℎ ∙ 𝑝𝑝[ 𝑦𝑦 𝑥𝑥𝑥𝑥ℎ ]⁄ ∙ 𝑝𝑝[ 𝑚𝑚 𝑥𝑥𝑦𝑦𝑥𝑥ℎ ]⁄             (1) 

A. Freight Generation 
The internal zones for generation and distribution of goods 

were considered to be the 26 districts (‘Kada’s’) in Lebanon such 
that each district represents a zone. Fig. A1 in the Appendix 
shows all the districts in Lebanon. For the short sea shipping 
system under study, only two categories of goods were taken 
into consideration: goods that are produced in Lebanon and 
exported, and goods that are imported and consumed in Lebanon. 
Products that are produced and consumed in Lebanon were 
disregarded since it was not possible to find any data concerning 
the inter-zonal flow of Lebanese goods. 

The amount (in tons) of each imported/exported product at 
each customs office in the country was obtained from the 
Lebanese Customs [9]. In order to determine the supply and 
demand at each internal zone, the distribution of factories in 
Lebanon was obtained from a report by The Directory of Exports 
and Industrial Firms [9], [10]. Afterwards, the demand at each 
internal zone was determined by evaluating whether the 
commodity was consumed by the general population or a 
specific industry. If the commodity was consumed by the general 
population, the distribution of goods was based on the percent 
population in each zone. Otherwise, the demand for 
commodities by industry was obtained by calculating the 
percentage of each industry in each zone and multiplying that 
percentage by the total amount of imports. A similar procedure 
was used to obtain the supply from each zone based on the 
number of factories present. The commodities considered in this 
study were food and beverages, iron and steel, chemicals and 
plastics, stone and plastering material, mineral fuels and mineral 
oils, fertilizers, and wood. 

B. Freight Distribution 
The gravity model was utilized to predict the flow of freight 

between demand and supply zones as a function of the transport 
cost [11]. The demand zones for imports were considered to be 
the aforementioned districts, while the supply zones were 
considered to be the ports and the Lebanese border checkpoints. 
On the other hand, for exports, the supply zones were considered 
to be the districts, and the demand zones were considered to be 
the ports and checkpoints. Equation (2) shows the gravity model 
in its general form [12].  𝑇𝑇𝑖𝑖𝑖𝑖 represents the flow of goods from 
zone i to zone j. 𝐵𝐵𝑖𝑖  is a balancing factor that ensures the total 
flow from i equals to the number of trips produced at i. 𝐶𝐶𝑖𝑖 is a 
balancing factor that ensures the total flow into j equal to the 
number of trips attracted to j. 𝑆𝑆𝑖𝑖 is the supply at node i. 𝐷𝐷𝑖𝑖  is the 
demand at node j. 𝐹𝐹𝑖𝑖𝑖𝑖 is the friction factor which represents the 
transport cost between i and j. 

                                    𝑇𝑇𝑖𝑖𝑖𝑖 =  𝐵𝐵𝑖𝑖 ∗ 𝐶𝐶𝑖𝑖 ∗ 𝑆𝑆𝑖𝑖 ∗ 𝐷𝐷𝑖𝑖 ∗ 𝐹𝐹𝑖𝑖𝑖𝑖                     (2) 

However, a common form of the gravity model assumes that 
the model is production constrained only ( 𝐶𝐶𝑖𝑖 =1) [12]. The 
formulation of the production constrained gravity model is 
shown in (3). M represents the total number demand zones such 
that k and j correspond to a specific demand zone. This modified 
version of the model was used iteratively along with a demand 
balancing procedure that minimizes the difference between 
actual demand and calculated demand [7]. First, the flow into a 
particular demand node, j, from each supply node, i, is obtained 
by applying (3) repeatedly across all supply zones. Thereafter, 
the calculated demand at j is obtained by summing the computed 
flows from each zone to j and is given by ∑ (𝑇𝑇𝑖𝑖𝑖𝑖)𝑛𝑛𝑖𝑖 . Then, 
equation (4) is used to minimize the difference between 
calculated demand and actual demand. The actual demand at 
zone j is given by 𝐷𝐷𝑖𝑖′, this value is fixed based on generation 
model data.  (𝐷𝐷𝑖𝑖)𝑛𝑛+1 is the estimated demand, after balancing, 
at iteration n of the balancing procedure. The estimated demand, 
(𝐷𝐷𝑖𝑖)𝑛𝑛+1, is assigned to 𝐷𝐷𝑗𝑗, 𝐷𝐷𝑘𝑘=𝑖𝑖, and (𝐷𝐷𝑖𝑖)𝑛𝑛 at iteration n+1 of 
the balancing procedure. Thereafter, the aforementioned 
procedure is applied iteratively to update the flow values into 
node j that are obtained from (3). The procedure stops when the 
difference in estimated demand from two consecutive iterations 
((𝐷𝐷𝑖𝑖)𝑛𝑛+1 − (𝐷𝐷𝑖𝑖)𝑛𝑛) is within a certain threshold. This procedure 
is repeated for all demand zones to generate an origin-
destination matrix. The initial values of 𝐷𝐷𝑗𝑗, 𝐷𝐷𝑘𝑘, and (𝐷𝐷𝑖𝑖)𝑛𝑛  were 
taken to be equal to the actual demand 𝐷𝐷𝑖𝑖′. The gravity model 
was implemented in a Matlab code that relies on three 
dimensional matrices to accommodate all the commodities 
involved. 

 
                                    𝑇𝑇𝑖𝑖𝑖𝑖 =

𝑆𝑆𝑖𝑖 ∗ (𝐷𝐷𝑖𝑖) ∗ 𝐹𝐹𝑖𝑖𝑖𝑖
∑ (𝐷𝐷𝑘𝑘) ∗ 𝐹𝐹𝑖𝑖𝑘𝑘𝑀𝑀
𝑘𝑘=1

                             (3) 

                             (𝐷𝐷𝑖𝑖)𝑛𝑛+1 =  (𝐷𝐷𝑖𝑖)𝑛𝑛 ∗
𝐷𝐷𝑖𝑖′

∑ (𝑇𝑇𝑖𝑖𝑖𝑖)𝑛𝑛𝑖𝑖
                        (4) 



332

 Furthermore, the friction factors were taken to be the inverse 
of the square of the distance between every two zones. The 
distances were obtained by writing a Python script that uses 
Google Maps API to calculate the ‘waypoint distances’ travelled 
by trucks on the existing road network in Lebanon. The 
aforementioned road network is shown in Fig. A2 in the 
Appendix. The center of each zone was considered to be near the 
center of business activity instead of the geographical center in 
order to improve model accuracy [13]. Fig. A3 in the Appendix 
shows the results of the gravity model, the import and export 
flows were overlaid to show the total flow in tons on a certain 
link.  

C. Mode Split Model 
The mode choice model used is based on Random Utility 

Theory, it assumes that the users are rational and that they aim 
to maximize their utility by choosing a particular mode. The 
choice set that was considered in this case study consists of the 
truck mode (road) and the vessel-truck mode (road-sea). Trucks 
are required with the vessels in order to provide door to door 
services. The systematic utility functions for the alternatives are 
based on level of service and performance attributes [8]. 
Equation (5) shows the systematic utility function used in this 
study. The cost and time attributes associated with the mode are 
considered as the major determining factors for mode choice. 
𝑉𝑉𝑚𝑚𝑜𝑜𝑜𝑜 is the systematic utility of  using transport mode m on the 
origin-destination (O-D) pair. 𝛼𝛼  is an alternative specific 
constant which is used to capture the preference to a particular 
mode, given that all other parameters are equal across modes. 
𝑇𝑇𝑚𝑚𝑜𝑜𝑜𝑜 is the travel time of transport mode m on the O-D pair. 𝐶𝐶𝑚𝑚𝑜𝑜𝑜𝑜 
is the travel cost of transport mode m on the O-D pair. 𝛽𝛽𝑟𝑟,𝑚𝑚 
represents the model parameters, where r corresponds to the 
attribute under consideration. 

                   𝑉𝑉𝑚𝑚𝑜𝑜𝑜𝑜 =  𝛼𝛼 + 𝛽𝛽𝑐𝑐,𝑚𝑚 ∙ 𝐶𝐶𝑚𝑚𝑜𝑜𝑜𝑜 +  𝛽𝛽𝑡𝑡,𝑚𝑚 ∙ 𝑇𝑇𝑚𝑚𝑜𝑜𝑜𝑜               (5) 

 In order to evaluate the travel time by road along each O-D 
pair, a Python code was developed to extract the travel time from 
Google Maps API. On the other hand, calculating the travel time 
by sea required determining the navigation routes on which the 
vessels are permitted to ferry. The map showing the navigation 
routes was obtained as a hard copy from the Director General of 
Land and Maritime Transport. Afterwards, the map was 
digitized as shown in Fig. A4 in order to develop an appropriate 
scale and to obtain the distance traveled along the routes. The 
travel time was determined by dividing the distance by vessel 
speed. However, the total travel time for the road-sea alternative 
was determined by adding the travel time by sea, the time needed 
for loading/unloading, and the travel time required for door to 
door service.  

The cost of transporting freight by the road alternative was 
obtained from summary sheets established by the Cargo Master 
Group [14], [15]. The sheets provided transportation rates based 
on container size (20 ft. or 40 ft. container) and distance traveled. 
According to the Deputy CEO at Gezairi Transport, Mr. Fouad 
Bawarshi, 60% of the Lebanese goods are transported in 20 foot 
containers while the remaining 40% are transported in 40 foot 
containers. For every O-D pair, the travel cost by truck was 

calculated assuming a weighted average container size based on 
the above proportions and based on the distance between the two 
nodes. On the other hand, the travel cost of the road-sea transport 
for the mode choice model was broken down into two categories: 
sea transport costs and road transport costs. The sea transport 
cost represents the price of the service charged by the S3L 
operator. Meanwhile, the road transport costs for providing door 
to door service was also obtained using the rates provided by 
Cargo Master Group [15], [14]. Therefore, the total cost for the 
user to use the road-sea alternative would be the summation of 
the sea transport costs and the aforementioned road costs. 

The model parameters, 𝛽𝛽𝑗𝑗,𝑚𝑚  were estimated by relying on a 
model calibration performed in [8] for freight transported by 
road-sea and by road in Italy. However, a sensitivity analysis 
was performed on the aforementioned model parameters in order 
to understand the implications of the adopted assumption. The 
results of the sensitivity analysis indicated that the variation in 
model parameters did not have a significant impact on the 
market share for 92% of the commodities considered (all 
commodities except exported iron and steel, and salts). Fig. A5 
in the Appendix shows the results of the sensitivity analysis. 
After obtaining the necessary parameters for (5), the systematic 
utilities for each alternative are computed. Then, the logit model 
shown in (6) was used to obtain 𝑝𝑝[ 𝑚𝑚 𝑥𝑥𝑥𝑥𝑥𝑥ℎ ]⁄  in (1).  

                 𝑝𝑝[ 𝑚𝑚 𝑥𝑥𝑥𝑥𝑥𝑥ℎ ]⁄ =  exp(𝑉𝑉𝑚𝑚
𝑥𝑥𝑥𝑥)

exp(𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑥𝑥𝑥𝑥 )+ exp(𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟−𝑠𝑠𝑠𝑠𝑟𝑟

𝑥𝑥𝑥𝑥 )             (6) 

Finally, after identifying all the necessary parameters of (1), 
𝑄𝑄𝑥𝑥𝑥𝑥𝑠𝑠ℎ[𝑚𝑚]could be computed. Thereafter, it is required to assess 
the values of the variables that influence the mode split. As 
previously mentioned, the time and cost are the parameters 
considered. The cost of transport by truck are given at fix rates, 
the time for travel by road is provided by Google API, and the 
time for transport by sea is dictated by the speed of the vessel 
chosen. Therefore, the only variable that could be altered to 
influence the results of the aggregate model is the price of the 
service. The expected demand for the short sea shipping service 
is estimated from aggregate model to be in the range of 55% of 
the total freight transported along the coast. This result was 
based on varying the price of the service between $150 and $250 
per container. However, the price of the service will also 
influence the financial and economic feasibility of the proposed 
system. Therefore, a framework was developed in order to 
obtain the optimal price based on its impact on the mode split, 
financial feasibility, and economic feasibility. Fig. 2 shows the 
proposed framework. 

 

Figure 2  Impact of Price on Financial & Economic Feasibility 
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III. FINANCIAL FEASIBILITY & INFRASTRUCTURE COSTS 

A. Financial Feasibility 
The financial feasibility of the proposed short sea shipping 

system was considered from the perspective of the operator of 
the service. The operator would have to incur terminal costs, fuel 
costs, vessel costs, and vessel maintenance costs. In return, the 
operator would ship containers between ports along the coast for 
a certain fee per container. The terminal costs per container were 
obtained to be $125 per container [14], [15].  

The B203 Arctic Cargo Vessel manufactured by Remontawa 
was chosen to operate the system due to its capacity of 108 TEUs 
which is commensurate with the level of demand expected. 
Additionally, the use of the B203 vessel eliminates the terminal 
handling costs associated with using the cranes at the port since 
it is a geared vessel. The capital costs of the B203 vessel is 
estimated to be eight million dollars, and the life span is 
estimated to be 30 years based on comparison with a vessel 
described in [16]. Furthermore, assuming 320 days of operation, 
the annual operating and docking costs were approximated to be 
$2,200,000 [17]. Note that the aforementioned operating costs 
include maintenance costs, crew costs, and insurance costs.  

 As for the fuel costs, the amount of fuel consumed by the 
vessel per nautical mile was obtained from [5]. Thereafter, 
assuming that every liter of fuel costs $1, the fuel costs were 
estimated to be $3.67 per nautical mile. However, determining 
the total fuel cost requires defining the frequency of operation. 
Therefore, an optimization model that aims to minimize the 
distance travelled while satisfying the average demand for S3L 
at different locations in Lebanon was developed. A binary 
decision variable was set to each link connecting the different 
locations considered (North of Lebanon, Beirut, and South of 
Lebanon). The objective function of the proposed optimization 
is shown in (7). 𝑋𝑋(𝑖𝑖,𝑗𝑗) is a binary variable that assumes a value of 
1 if the link is traversed and 0 otherwise. 𝐷𝐷(𝑖𝑖,𝑗𝑗) is the distance 
corresponding to the considered links. 

  𝑀𝑀𝑀𝑀𝑀𝑀 ( 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐷𝐷𝑀𝑀𝐷𝐷𝑇𝑇𝑇𝑇𝑀𝑀𝐷𝐷𝐷𝐷 =  ∑ 𝑋𝑋(𝑖𝑖,𝑗𝑗) × 𝐷𝐷(𝑖𝑖,𝑗𝑗)𝐴𝐴𝐴𝐴𝐴𝐴 𝐿𝐿𝑖𝑖𝐿𝐿𝐿𝐿𝐿𝐿 (𝑖𝑖,𝑗𝑗) )    (7) 

The objective function shown in (7) was subject to a set of 
constraints. The first constraint was that the average daily 
demand and supply of containers at each port must be met. 
Second, the vessel was assumed to operate for a maximum of 16 
hours per day. The operation time included shipping and 
loading/unloading times. The last constraint applied was that the 
number of containers on any traversed link must not exceed the 
vessel capacity. Afterwards, the Excel Solver tool was utilized 
to determine the set of links that determine the most viable 
service while satisfying all the aforementioned constraints. 
Results of the optimization model indicated that the links 
connecting North to Beirut, and Beirut to South, must be 
traversed twice per day for optimal operations. In other words, 
the vessel can complete a whole round trip from North to Beirut 
to South and backwards from South to Beirut to North per day. 
Therefore, since one roundtrip corresponds to 167.8 nautical 
miles, the total fuel consumption per day would cost $616. Note 

that the ports considered for that roundtrip are the ports of Beirut, 
Tripoli (North), and Sidon (South). 

Finally, the costs for transporting freight by sea were obtained 
by adding the terminal, maintenance, fuel, and vessel costs. The 
price of the service was determined by adding to the total cost a 
certain profit. Table I below shows the internal rate of return, net 
present value, and the number of years to break even considering 
several service prices. The life span considered for the financial 
feasibility was the service life of a vessel which is 30 years. In 
addition, it was assumed that the discount rate is 12%. For a price 
of $175 it was shown that the net present value of the project is 
zero. This implies that the revenues generated over the life span 
of the project are equal to the costs. Increasing the price of 
transporting a container using S3L drops the percent of freight 
transported by sea along the coast as compared to road transport. 
Nevertheless, it is shown that a price of $190 per container 
would generate enough revenues such that the costs incurred 
initially are reimbursed in 8 years. Additionally, at $190 per 
container, the return on investment is in the range of 22%. 
However, it can be observed that IRR is not significantly 
influenced by the change in price per container. This could be 
attributed to the low absolute value of 𝛽𝛽𝑐𝑐,𝐿𝐿𝑠𝑠𝑠𝑠 in (5) which was 
obtained from a study of freight transport in Italy [8]. In order to 
obtain accurate values for the parameters, a survey is required to 
obtain the stated preference of the potential service users. Then, 
the parameters should be calibrated based on a maximum 
likelihood estimation. 

TABLE I 
FINANCIAL FEASIBILITY - NPV, IRR, AND YEARS TO BREAK EVEN 

Price 
($/container) 

Profit 
($/container) 

NPV ($) IRR 
(%) 

Years to 
Breakeven 

175 48 0 12 30 
190 60 5,980,000 22 8 
200 70 11,070,000 30 5 

 
B. Port Infrastructure 

The Ports of Beirut and Tripoli are currently equipped to 
accommodate the SSS system [18]. On the other hand, according 
to the Director General of Land and Maritime Transport, a new 
port is being constructed in Sidon. Yet, a coastal breakwater has 
to be designed and implemented at the new port. An integrated 
platform of ArcGIS software and Python coding language was 
used to develop a modular program that is capable of designing 
the aforementioned breakwater. Fig. A6 in the Appendix shows 
the breakwater designed along with its characteristics.  

 

IV. ECONOMIC BENEFITS 

The economic benefits of the proposed short sea shipping 
network were evaluated in order to assess the benefits to society. 
In addition, the economic benefits entail the contribution of the 
system to sustainable mobility [19]. 

A. Environmental Benefits 
Heavy duty diesel vehicles are the main contributors of NOx 

and particulate matter which cause respiratory problems, cancer 
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risks, premature deaths, breathing diseases, and the creation of 
ozone [20]. In order to quantify the amount of emissions, the 
emission factors that are used were adopted from a study that 
measured emissions per kilometer for a heavy duty truck 
manufactured in 1998 [21]. On the other hand, the fuel 
consumption for the vessel was obtained from [5]. Furthermore, 
the vessel emission factors for CO2 and NOx were obtained as 
3110g/kg-fuel and 87g/kg-fuel, respectively [22].  Then, the cost 
of emissions was determined by referring to a study that 
quantified the costs emitted by evaluating the impact of 
emissions on a population of 1.53 million people [23]. The 
reduction in environmental costs were computed by multiplying 
the truck-kilometers alleviated from the coastal highway by the 
emission factors in ton per kilometer and the costs per ton of 
emission. Then, the environmental costs associated with S3L 
were obtained by multiplying the amount of emissions from the 
vessels by the corresponding costs per ton. The net 
environmental benefit was obtained by subtracting the vessel 
environmental costs from the environmental benefits due to 
truck reductions along the road.  

B. Travel Time Savings 
    Travel times are estimated through the use of travel time 
models that are usually a function of volume and roadway 
capacity [24].  The most commonly used travel time model is the 
BPR equation which is given in (8). 

                             𝑡𝑡𝑡𝑡 =  𝑡𝑡𝑡𝑡0 (1 + 0.15 × ( 𝑉𝑉
𝑁𝑁×𝐶𝐶)

4
)                  (8) 

The hourly traffic volumes along the coastal road were 
obtained from TEAM International; the morning and afternoon 
peak hours were selected for evaluating the travel time benefits. 
Afterwards, the traffic composition, vehicle occupancy, value of 
time, and passenger car equivalence (PCE) for vehicles were 
obtained from a recent study that evaluates road transportation 
in Lebanon [25]. The provided traffic counts were then 
multiplied by traffic composition proportions to determine the 
volumes for each vehicle type which were converted into PCE 
(𝑉𝑉). The free flow travel times (𝑡𝑡𝑡𝑡0) were obtained using Google 
Maps, the number of lanes on each segment (𝑁𝑁) were obtained 
from Google Earth, and the roadway capacity (𝐶𝐶) was assumed 
to be 1200 PCEs/hr./lane. The unit travel time of each vehicle 
type (𝑡𝑡𝑡𝑡) was then calculated using (8). Afterwards, the product 
of the annual passengers, unit travel time, and value of time per 
passenger for each vehicle type resulted in the travel time costs 
for each type of vehicle. Then, following the same procedure, 
the travel time costs that are incurred along the coastal highway 
after implementation of the S3L were computed. The travel time 
benefits represent the difference between the travel time costs 
without and with the S3L. 

C. Benefits from Reduction in Pavement Maintenance 
This study is concerned with two classes of vehicles:  the 2-

axle tractor and trailer (20 ft. container carrier) and the 3-axle 
tractor with a 2-axle trailer (40 ft. container carrier). The 
vehicular characteristics, namely, the empty and gross vehicular 
weights were obtained from Cargo Master Group [14], [15]. The 
corresponding ESALs for each vehicle type were obtained from 

a study conducted by [26]. Results of the distribution model 
indicated that around 201,424 fully loaded trucks currently 
utilize the coastal highway every year. In the case of data 
unavailability, it is safe to assume that idle trips account for 33 % 
of the total trips made [26]. The yearly number of trips is thus 
300,632. The distribution of trips among the different vehicles 
and conditions (empty/loaded) was then determined along with 
the corresponding ESALs/year. Afterwards, the structural 
number (SN), which is a measure of the pavement strength, was 
calculated assuming that the pavement along the coastal 
highway follows a standard Lebanese design of 5 cm hot-mix 
asphalt, 7 cm aggregate base, and 10 cm aggregate sub-base 
thicknesses. The SN was then employed in a pavement 
deterioration model to estimate the expected number of ESALs 
for pavement failure, defined as unacceptable ride quality [26]. 
The expected number of ESALs to failure is 1,451,381. 

    The overlay frequency is defined as the ratio of the ESALs 
required for pavement failure to the applied ESALs/year. Results 
showed that implementing the S3L prolongs the pavement 
overlay frequency by 5 years. The cost of pavement overlay is 
approximated to be around 12.25 $/m2 for an overlay thickness 
of 2’’ [27]. The pavement area was calculated for each segment 
along the coastal road where the segment length and number of 
lanes were obtained using ArcMap. 

D. Benefits from Reduction in Accidents  
A transport study conducted by [25] classified the accidents 

based on the degree of severity and estimated the cost per 
accident for each category. Accident rates were measured in 
personal injury accident per million vehicle kilometers [25]. The 
accident rate was used along with the yearly reduction in truck-
vehicle kilometers to arrive at an estimated number of accident 
reduction per year. Furthermore, approximate proportions of 
fatal, severe, and slight accidents comprising the total number of 
accidents were provided by [25]. These proportions were used 
to estimate the yearly reduction in accidents for each accident 
type. The product of the accident reductions with the cost per 
accident yielded the total benefits accrued from each accident 
category for the current year. However, import/export activities 
are expected to increase at a rate of 2% per year, leading to an 
equivalent increase in road freight transportation and truck-
vehicle kilometers [18].  

E. Economic Feasibility Results 
The aforementioned benefits were projected for the next 30 

years, and the NPV of the benefits was calculated using a 
discount rate of 12%. Table II below shows the results. 

 
TABLE II 

ECONOMIC FEASIBILITY RESULTS (NPV OF BENEFIT CATEGORIES) 
Price 

($/cont
ainer) 

Congestion 
Benefits  

Environmen
tal Benefits 

Pavement 
Benefits 

Accident 
Benefits 

175 $64,462,515 $3,062,229 $13,617,618 $1,981,869 
190 $63,981,689 $3,033,733 $13,617,618 $1,968,423 
200 $63,478,217 $3,003,911 $13,617,618 $1,949,599 
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V. DISCUSSION & CONCLUSION 

    This paper provided an evaluation framework for the 
proposed S3L system. The framework consisted of 3 main parts: 
the aggregate model, the financial feasibility, and the economic 
feasibility. The aggregate model comprised of generation, 
distribution, and mode split models. The result of the aggregate 
model revealed the quantity of freight that would be transported 
by each mode along the coast in Lebanon. 
 
   From the perspective of the S3L service operator, the financial 
feasibility indicated that for a service price of $190 per container 
the IRR would be around 22%. The demand for S3L was shown 
to be relatively inelastic to change in price; this could be 
attributed to the low absolute value of  𝛽𝛽𝑐𝑐,𝑠𝑠𝑠𝑠𝑠𝑠. Nevertheless, the 
cost of transporting freight by sea over certain links is 
significantly less than cost of transporting by road. For example, 
transporting freight from Sidon to Tripoli would cost $280 less 
if transported by sea. 
 
   Additionally, the market share of S3L from total freight 
transported along coast was 55% for a service price of $200 per 
container. This reduction in trucks from the coastal highway 
results in economic benefits that are worth $82,049,000. The 
economic benefits are sufficient enough to justify public 
investment in project infrastructure and they correspond to 
reduction in travel time, reduction in environmental emissions, 
reduction in pavement maintenance, and reduction in accidents. 
It is worthy of note that the political risk associated with the S3L 
system should be considered.  Nevertheless, the proposed short 
sea shipping network could be extended to incorporate ports in 
Syria and Turkey; this would facilitate economic development 
along the Eastern Mediterranean coast and enhance the viability 
of the SSS network. 
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APPENDIX 

 
Figure A1 Distribution of Districts in Lebanon 

 

 
Figure A2 Lebanese Road Network 

 
 

 
Figure A3 Flow Volumes between Zones 

 

Figure A4 Lebanese Navigational Routes 
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Figure A5 Sensitivity Analysis of Model Parameters 

 

 
Figure A6 Breakwater Design Results and Plan View 
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Abstract- This project introduces a complete eco-friendly 

design of a solid waste management facility that is capable of 
recycling and processing the wastes generated within the 
Nabatieh Mohafaza in order to solve the waste current waste 
crisis.  

I. INTRODUCTION 

Solid waste is a major issue facing developing countries 
worldwide. In Lebanon, this problem was never properly 
solved; previous governments always chose short-term 
solutions that led Lebanon to the current unbearable situation 
it is going through now.  The need for a proper solid waste 
management plan is not only an urge to overcome the current 
disaster but also an opportunity to recover resources and 
reduce waste accumulation. The world today is heading 
towards sustainability and environmentally friendly projects; 
thus scientists and researchers are providing new concepts, 
ideas, and techniques that help achieve the goals set behind 
such projects.  

Currently, Lebanon is facing a waste crisis that is not being 
adequately addressed due to the absence of well-designed and 
maintained waste management strategies. "Beirut and Mount 
Lebanon were flooded in trash last year when protesters 
blocked the entrance to the landfill until police intervened and 
shut down the protest."[1] These shortcomings are due to 
different reasons including political, economic and social 
issues that pushed subsequent governments into adopting non 
eco-friendly policies that increase the problem rather than 
solve it [1]. This project will tackle the main causes of the 
current crisis and provide a full plan of solid waste 
management. It targets a designated area and integrates the 
newest technologies in this field while taking into 
consideration all the technical, economic, political, and social 
conditions and constraints. Upon success, this plan will be a 
model plan to be implemented all over Lebanon in order to put 
an end to the current situation. 

The main goal behind this study is to find the eco-friendliest 
techniques able to reduce the impacts of the present practice of 
random open dumping.  

Choosing the suitable site for the proposed facility includes 
a detailed site selection, which compels us to check its 
geotechnical conditions, environmental soundness, and socio-
economic setting. Excavation upon construction of the facility 
will provide large amounts of excavated materials that can be 
used in construction as well as paving roads used to connect 

facility buildings and the site with the major roads and 
highways in the area. Connecting the facility with the major 
roads and highways will allow for a better organization of the 
truck movement in the study area, without compromising on 
the level of service of the nearby highways. Construction 
management imposes proper scheduling and financial 
planning of the construction of the facility from the design 
phase of the latter until its operation. 

II. METHODOLOGY 

Solid Waste Management Facility Type Selection 
Different technologies are present in the field of solid waste 

management. Some are inevitable due to environmental 
constraints. Each of these technologies, which will be briefly 
discussed, has its pros and cons. 

A. Source separation 
Source separation is inevitable to facilitate separation 

processes in subsequent facilities of the system. This may also 
supply recycling and composting facilities with initial volumes 
of recyclables and organic materials. This would be 
implemented by reducing taxes with every kilogram of 
separated wastes. A 5 % source separation percentage may 
increase with time as the population gets used to this policy 
which in turn will enhance the system's efficiency and reduce 
the overall cost. 

B. Treatment and disposal 
Treatment of waste can be done through different methods. 

Those methods are done in various facilities. Those include 
Material Recovery Facilities for both organic wastes and 
recyclables, remanufacturing facilities (for paper, glass, metals 
etc.), composting facilities, incinerators, and landfills for ashes 
and mixed wastes. 

C. Material recovery facilities 
Material recovery facilities allow mechanical separation of 

the collected wastes. Those may then be transferred to 
manufacturing or incineration. At this point, organics are 
routed to composting plants, while paper and cardboard, glass, 
and plastics are routed to remanufacturing facilities. This step 
in the model ensures extracting the optimum useful outcome 
out of the wastes and providing reusable materials at lower 
costs. 
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D. Composting 
Reference [2] claims that nearly 50% of the received wastes 
are organic wastes (Fig. 1).  

 

After passing through pretreatment process in the material 
recovery facilities, composting starts simultaneously with 
monitoring the amount of volatile solids outgoing. 

Composted wastes may be incinerated, landfilled, or used in 
agriculture projects. Using composted wastes instead of 
commercial fertilizers reduces the impacts of commercial 
fertilizers on the environment and decreases user costs as well. 
This is of course due to the low price of composted wastes 
compared to the commercial fertilizers. 

E. Incineration 
Incineration uses energy generated from wastes for heating 

and producing electricity, which minimizes the volume of 
waste. This process emits some gases and produces ashes, 
sludge, gypsum, and wastewater. The high moisture content of 
the wastes to be treated decreases the efficiency of the 
incinerator by limiting its productivity and increasing sludge 
and wastewater. Ashes and sludge require a landfill while the 
produced wastewater requires treatment in a specialized 
wastewater treatment facility. Due to these factors, in addition 
to a previous experience of the Lebanese community with 
such technology in different areas, it is the least desirable 
technique. This fact is reflected in the assigned weights later in 
the proposed model in order to choose the facility 

F. Landfilling 
After the separation process, materials are either routed to 

incinerators then produced ashes are landfilled, or routed to 
composting plants and then to landfills, or to the landfills 
directly. After landfilling, leachate is generated from the 
decomposition process of organic content. Leachate infiltrates 
and thus gets collected and treated to prevent its seepage into 
underground water layers below the landfill. Some gases 
produced can also be collected to be vented or used for 
combustion in engines, which supplies a portion of electricity 
for the facility. The size of the landfill depends on the quantity 
of wastes to be landfilled. Incineration process requires 
smaller landfill while direct land filling requires larger one. 

Site Selection 
 Site selection process involves a set of environmental, 

infrastructure, planning, and social factors. These criteria are 
listed in Table 1.   

G. Facility Design 
After the selection of the type of solid waste management 

facility to be constructed, the design of the landfill will be 
modeled. However, a landfill will be needed irrespective of 
whether incineration is adopted or not. Yet the size of the 
landfill will vary depending on the alternatives chosen.  

The landfill design will include the selection of materials to 
be used as well as the quantities of the different needed 
components to achieve the complete structure. After 
completing the construction management study, adequate 
modifications will be made in order to come up with a 
financially, structurally and technically sound solid waste 
treatment facility. The latter will account for long-term 
settlements and have a conservative factor of safety. This 
design will include an evaluation of the slope stability of the 
land where the facility will be built as well as the components 
of the dumping facility accounting for leachate collection, the 
use of geotextile, geo-membranes, and accounting for methane 
gas generation. 

H. Optimizing transportation 
The aim of this study is to find the most suitable ways to 

transport the produced wastes into the treatment facility 
without disturbing the existing transportation network. To be 
precise, we will consider each village of the Nabatieh 
Mohafaza to be a collection node. Waste generation data will 
be obtained as well as the frequency of waste collection. 

Table 1 Criteria Used for Site Selection 

Aspect Criteria 
Size  Minimum of 1.2 Km 
Topography  Preferably in a depression 

(valley) 
Distance From Mohafaza  Within the Nabatieh 

Mohafaza 
Surrounding Land Use  Agricultural or Unallocated 

land  
Land Use Separation 

Distances 
 Residential Areas : 1000m 

separation  
 Airports : 9 km separation 

Environmental Separation 
Distances 

 Groundwater : 20 m 
separation 

 Surface water bodies: 150m 

Site Access  Less than 1.5km away from 
an existing highway. 

Services   Electricity, landline, and water 
services 

Geology  100m away from a fault line 
 Leveled land – minimum 

slopes 

Fig. 1 Composition of Municipal Waste (2010) 
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Afterwards, the road networks involved in transporting waste 
from each node to the solid waste management facility will be 
defined. Later on, the number of the vehicles specialized for 
waste transportation, will be calculated, given the waste 
quantities and frequency of collection as well as the capacity 
of waste gathering per vehicle. Moving on, the effect of the 
waste transportation with regards to all the mentioned factors 
on the existing network will be determined. Alternatives that 
do not disturb the existing network will be formulated and the 
one that is more convenient in terms of cost and time will be 
selected. 

The first step in the transportation optimization requires 
settling for a determined type of trucks. Based on local sources, 
we chose rear-end loaders of capacities ranging between 13, 
10, 8.4, and 6 tons. The next step would be extracting the 
population of each village, and taking into account a 
population growth factor of 3% per year. This is due to the 
fact that the provided information dates back to 1998. 
Afterwards, we computed the waste quantity generated in 
every village per day by multiplying the population of each 
village by the mass of waste generated per capita per day 
according to the following simple equation:  
Qtotal = Population x Waste per capita (Kg) 
Based on a fruitful interview arranged with both of NTCC’s 
head of administration and head of technical operations, we 
were able to adopt the following information: 

1- The dimensions of one bin are: 1.2 length 1.2 width 
1.3 depth  

2- The stoppage time of one truck is 2 minutes per bin 
3- The average cleaning time is 30 minutes per truck 
4- The average truck speed is 40 km/hr 

In order to simplify the task on GIS, we divided the whole 
Nabatieh area into 3 zones for waste collection. In each zone, 
we were able to locate the combination of villages that will 
make up every route. This was accomplished based on the 
computation of total waste quantities in accordance with the 
capacities of trucks at our disposal while taking into account 
significant geographic boundaries.  
In order to find the optimal route for each combination, we 
used Network Analyst tool in GIS.  
Quantity of waste per route is the sum of the waste quantities 
of all the villages constituting the considered route: 

Qroute = per village      (1) 
Then, we extracted the length of each route to and from the 
villages to be able to estimate the time needed by each truck to 
complete the tour around the targeted villages. In order to 
compute the time, we assumed an average velocity of 40 km/h.  
So the time spent on each route is obtained through the 
equation: 

Time = T1=     (2) 
Bin dimension: 1.2 x 1.3 x 1.2 implies a capacity of 1.12 T. 
The number of bins is assumed as the total waste of each route 
divided by the capacity of one bin. The stoppage time 
(according to NTCC) is 2 minutes per bin.  

The stoppage time for the collection of waste from the bins is 
obtained by the following equation: 

T2 = (      (3) 
The total time for each truck is equal to the average velocity 
multiplied by the route length (calculated using the lengths 
determined from GIS) plus the stoppage time.   

T3 = T1+T2     (4) 
After finalizing the total time needed the routes, we 
determined the type and number of trucks needed for each one 
of them by combining the routes that need the same capacities 
and therefore the same type of trucks, while taking into 
consideration an 8hours operation time for each truck. In 
addition to that, we assumed a 75% efficiency rate in the 
operation. 
Max Operating Time = 8 hrs x 0.75 x 60 min/hr = 360 min.  
Based on that number and the total time needed for each route, 
we determined the number of trucks needed. 

III. MODEL AND RESULTS 

Trucks Count 
Based on the calculations done, the following trucks (Table 

2) were found suitable according to the available waste 
quantities and routes.  

 
Table 2 Trucks Needed for Waste Collection 

Capacity (tons) Number of trucks 
13 6 
10 7 
8.4 2 
6 5 

Waste management system 

Model 
The model presents four scenarios where different techniques 
are used in order to choose the most economic and efficient 
one. The cost of each scenario is determined per ton of wastes 
based on the rates of treatment obtained from Annex E of the 
Urban Development Series – Knowledge Papers (Table 3) 
published by the World Bank[4]. For calculation purposes, the 
upper bound of the cost range was taken.  

The cost of land acquisition is common for all four 
scenarios since all combinations of facilities are assumed to 
spread over the same area. Material Recovery Facilities are 
required in all four cases. Those are presented in percentages 
of techniques used multiplied by their respective costs per ton 
in order to get the total rate per ton of wastes.  

 

Technique 

Cost (US$/Ton) for 
Lower Mid income 

Countries 
(Income/Capita = $876-

3,465) 
Collection 30-75 

Sanitary Landfill 15-40 
Composting 10-40 
Incineration 40-100 

Recycling 5-11.5 

Table 3 Estimated Solid Waste Management Cost by Disposal Method 
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The cost and the social acceptance of the used technique are 

both considered.  
A 30% waste recycling percentage policy was adopted in all 

scenarios. Also, collection rates were mentioned and assumed 
to be equal in all cases. It's worth mentioning that an 
additional 10% was added to the landfilling process 
percentage due to the presence of this technique following 
incineration or composting (Scenarios 2, 3 and 4). Scenarios 
(Fig. 2) ranged from full dependence on a landfill (Scenario 1) 
to a mixture of incineration, composting, and landfilling 
(Scenario 2) or a mixture of composting and landfilling 
(Scenario 3, presented in Fig. 3, and Scenario 4).  

 

Selected Technique 
Financially, Scenario 1 seems to be the most economical 

scenario to use and apply. However, Scenarios 1, 3, and 4 
have close rates (110.45$/ton), which leads us to the social 
acceptance of the technique to be implemented. The 
community refuses options that include incinerators due to an 
unpromising experience [5]. This leads us to immediate 
discarding of Scenario 2. On the other hand, the community 
favors scenarios that include composting techniques due to its 
benefits in agriculture, which therefore excludes Scenario 1. 
Also, the high organic content of the municipal wastes (Fig. 1) 
urges us to select the scenario that makes use of this huge 
quantity of organic matter. Thus, Scenario3 is selected (Fig. 3). 

 

 
Geospatial Mapping 

According to the site selection criteria, a Geospatial Model 
was build using GIS software which allowed the selection of 
the site through several built-in tools used to analyze the 
available data (Fig. 9 found in Appendix 1). 

This permits analyzing through combination of criteria and 
identifying suitable sites. The process yielded different sites. 
The most suitable site was then selected and identified in the 
figure below [6]. 

IV. FACILITY DESIGN 

A. Landfill Design 
The preliminary design of the landfill was done based on 

the wastes generated from all over the Nabatieh Mohafaza. 
The design of the landfill and calculations are detailed in the 
Appendix 2. At present, about 568T/day of wastes are 
generated in the Nabatieh Mohafaza considering a 
2Kg/capita/day generation. 

About 30% of the daily-generated wastes are to be 
landfilled after processing, which translates to 62415 T/year. 
The water table is found to be on a minimum of 25 meters all 
over the facility, thus a limit of 20 meters in ground depth of 
landfill was considered. Assuming an annual increase of 3% in 
population of the Nabatieh Mohafaza, the total volume needed 
for the landfill is about 85000 m2.  The landfill was designed 
in a rectangular shape with a length of 315 meters and width 
of 285 meters which yields to 89775 m2.  

The side slope of the landfill is 3:1 below ground. The 
landfill is designed to operate for 15 years divided to 15 
phases (trenches) of equal areas (315m x 20m), each used for 
a period of one year. Each phase consists of daily cells, daily 
cover, liner, and leachate and gas collection systems (Fig. 5). 

As per Environmental Protection Agency of Ireland 
regulations (EPA) [2], 6 gas wells are to be placed in each 
trench on grid separated by a distance of 45 meters. Also, 62 
20-cm-diameter perforated pipes are provided at a spacing of 5 
meters to facilitate collection of leachate generated in the 
landfill. The leachate is to be treated in a specialized treatment 
plant in the facility to avoid soil and ground water 
contamination.  

Fig. 2 Summary of Scenarios 

Fig. 3 Percentage Split of Scenario 3 

Fig. 4 Satellite Map of the Proposed Site  
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The landfill is provided with a final cover system that 

reduces infiltration and controls gas emissions. The proposed 
design of the landfill cross-section is shown in Fig 6. 
 

A. Phasing and Cells 
The landfill should be divided into multiple phases, each 

of 12months life span. Cells are smaller divisions of phases 
that are separated by cell bunds. Minimizing the cell size 
reduces leachate generation and decreases the thickness of 
needed cover. 

B. Bunding 
Bunds are used for dividing a phase into multiple cells as 

separators. A 2m height bund is located on the base of the 
landfill. The primary liner is to be placed under the bunds, 
separating the cells in order to prevent leakage of leachate. 

C. Covering 
The cover is an important element in constructing and 

operating a landfill. Cover decreases odor and possibility of 
flies and birds gathering on wastes. A 15 cm layer of soil 
cover is put over the landfilled wastes at the end of each day. 

D. Landscaping 
The facility should have a good, clean, and acceptable 

appearance. Trees should be planted all over the project sides 
to attenuate the negative environmental impacts of the facility. 
The fence of the facility should be lined up with tall trees that 
resist wind and prevent odor penetration.  

E. Liner 
A landfill liner acts as a low permeable barrier intended to 

prevent leachate from migrating into the ground and polluting 
ground water.  It is located at the bottom of the landfill site. 
There are two types of liners: compacted clay liners and 
geosynthetic clay liners. The type adopted for the design of the 
Nabatieh Mohafaza landfill is the geosynthetic liner. 
Geosynthetic clay liners present advantages over compacted 
liners. They are easy to construct and install, cost less than 
compacted clay liners, and help save on construction time of 
the landfill. Also, due to the fact that they are prefabricated, 
geosynthetic clay liners are uniform throughout the entire 
length of the liners; there are no variations in performance 
between the different spots.  

A liner system is composed of three parts: the 
geosynthetic liner and 2 layers of geotextile and gravel where 
the leachate pipes are present. The geosynthetic clay liner is 
directly installed on a smooth subgrade to prevent any rock 
from penetrating into the liner. As a matter of fact, the 
particle size in the first 150 mm of subgrade should not exceed 
12mm, with 80% of the particles finer than 1mm. The 
geosynthetic clay layer is manufactured and installed directly 
on site. It is made of bentonite and is 8mm thick. The most 
important feature of the geosynthetic clay liner is its hydraulic 
conductivity which is the rate at which a liquid passes through 
a material that should range between 10−12 and 10−10 m/s. The 
low hydraulic conductivity results in a low permeability which 
slows the rate of seepage out of the landfill and thus controls 
leachate percolation.  

 

 

Fig. 5 Proposed Facility Layout 

Fig. 6 Proposed Cross-Section Design of Landfill 

Fig. 7 Facility Layout Projected on Satellite Map of Nabatieh Mohafaza 

Fig. 8 Liner System 
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Bentonite is used because it is an extremely absorbent 
clay. It is used in geosynthetic clay liners due to its ability to 
swell in volume as it absorbs liquid particles thus forming a 
barrier between the waste and the ground when in contact with 
leachate.  The geosynthetic bentonite layer is fixed between 
two geotextile layers. Each of the geotextile layers is 3 mm 
thick woven or non-woven sheet materials made of polyester 
used in order to provide tensile stress and protect the liner 
from mechanical stresses. Also, they provide support and 
strength to the liner which becomes vulnerable due to erosion, 
wind and disturbance by workers during installation.  The type 
of geotextile chosen is woven in order to be able to connect 
the geotextiles to the liner by needle-punching, which is only 
possible with woven material. Needle-punching provides 
additional internal shear strength, acting as a reinforcement to 
the liner system. 

F. Site Layout 
The facility design should note the ease of movement of 

trucks and personnel between the different buildings and parts 
of the facility. The facility has three gates, of which two are 
restricted to waste collection trucks and the third is restricted 
to staff automobiles that leads into restricted parking that 
serves around 400 cars. The stalls in the parking and roads 
connecting plants in the facility are designed according to the 
Lebanese standards of parking. The trucks enter the facility 
and empty in Material Recovery plant where wastes are 
transferred into composting or landfilling after processing. A 
composting plant is located right next to the Material 
Recovery plant. Wastes to be landfilled are then transferred to 
the landfill area that is connected to the Leachate treatment 
plant and Gas to Electricity plant. Trucks then proceed to 
wheel washing and servicing (if needed) then park in their 
designated parking lot that serves up to 38 trucks. 

G. Gas to Electricity Plant 
Methane Production is estimated to increase as the project 

proceeds in its useful life. The yearly estimated produced 
amounts of methane are presented in Table 2 and Fig. 7. Those 
estimations are based on calculations presented in the 
Appendix 2. The projected amounts could be used to generate 
electricity for the facility and supply the Mohafaza needs of 
natural gas for chillers and heaters.  

Table 4 Methane Estimated Emissions in Project's Useful Life 

 
 
 
 

V. CONCLUSION 

The presented waste management system aims to prevent 
the accumulation of wastes on roads using advanced eco-
friendly techniques. Nabatieh Mohafaza was selected due to 
the random waste disposal. However, this model can be 
implemented in other areas as well. The model took into 
consideration all the required facilities and equipment needed 
as well as optimizing their usage to prevent failure in other 
inter-related systems such as the existing transportation 
networks. The system solves the current crisis and supplies 
part of the Nabatieh Mohafaza's gas needs. 
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Year 
Methane 

Emissions  
(m3/year) 

Year Methane 
Emissions (m3/year) 

2017 0 2025 6723000 
2018 2839000 2026 6935000 
2019 4334000 2027 7149000 
2020 5165000 2028 7366000 
2021 5667000 2029 7588000 
2022 6010000 2030 7816000 
2023 6276000 2031 8051000 
2024 6507000 2032 8293000 

Fig. 9 Total Gas and Methane Emissions from Landfill 
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Appendix 1 
 

Fig. 9 Total Gas and Methane Emissions from Landfill 
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Appendix 2 
 
Basic data 
 

 Location: Nabatieh Mohafaza 
 Waste: 570 Tons per day (current) 
 To be landfilled : 30% 
 Design Life: Active Period = 15 years 
 Topography: Flat ground (of selected site) 
 Water-table: 25 meters below ground surface 

 
Landfill capacity, height and area 
 

(a) Current (to be landfilled) waste generation per year, 
W = 62415000 kg 

(b) Estimated rate of increase of waste generation per 
year (rate of growth of population), x = 3% 

(c) Estimated waste generation after 15 Years 
= W (1 + x)n      (5) 

= 62415000 (1+0.03)15 

= 97240536.31 kg 
(d) Total Waste Generation in 15 Years, T 
= 0.5 (W+W (1+x)n) n       (6) 
= 0.5(62415000+62415000 (1+3%)15 *15 
= 1197416.522 T     
(e) Total Waste Volume (assumed density 0.85 t/m3), 
Vw = T /0.85     (7) 
= (1197416.522) /0.85 
= 1408725.32 m3 

(f) Volume of Daily Cover, 
Vdc = 0.1 Vw     (8) 

= 0.1*1408725.32 
= 140872.532 m3  
(g) Volume of Liner and Cover Systems, 
Vc = 0.2 Vw     (9)  

= 0.2*1408725.32 

= 281745.0641 m3 

(h) First Estimate of Landfill Volume, Ci 

= Vw + Vc     (10) 

= 1408725.32+281745.0641 
= 1690470.384 m3 

(i) Possible Maximum Landfill Height = 20 m 
(j) Area  Required     = 1690470.384/20 

 = 84523.52m3 

(k) Approximate Plan Dimensions = 315m x 285 m 
=89775 m2 

 
Landfill section and plan 
 
Landfill Section and Plan is evaluated by providing a side 
slope of 3:1 below the ground surface. The material excavated 
from the site is used as the material for daily cover, liner and 
final cover.  
 

Landfill Phases 
(a) Active life of landfill = 15 years 
(b) Duration of one phase = one year 
(c) Number of phases = 15. (Each phase extends from 

base to final cover.) 
(d) Volume of one phase = landfill capacity/15 

= 1690470.384 / 15 
= 112698 m3 

(e) Plan area of phase = 315 m * 19 m 
(f) Number of daily cells = 365 
(g) Plan area of one cell (on the basis of 1m lift of each 

cell) 
= (Volume of one phase)/365 
= (315*19*20)/365 
= 328 m2 

= 17.25* 19 m 
 

Methane Generation     
 

First-Order Decomposition Rate Equation: 
 
 

(11)
 

 
Where,  
 QCH4 = annual methane generation in the year of 

the calculation (m3/year) 
 i = 1-year time increment  
 n = (year of the calculation) - (initial year of waste 

acceptance)  
 j = 0.1-year time increment  
 k = methane generation rate (year-1)  
 Lo = potential methane generation capacity (m3/Mg) 
 Mi = mass of waste accepted in the ith year (Mg) 
 tij = age of the jth section of waste mass Mi accepted 

in the ith year (decimal years, e.g., 3.2 years) 
 Model Parameters from User Inputs:   
 k = 0.700 year-1 
 Lo =  96 m3/Mg  
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This project is a community-based project that consists of the 

program development and technical design of a Youth Village, 
bound for implementation, in Lehfed, in close coordination with 
Saint Paul – Charity Mission, a youth movement with a wide 
outreach in Lebanon and abroad. Through a participatory 
approach, the team followed an inclusive design for individuals 
with special needs and collaborated tightly with technical and 
social experts. The team was able to significantly intervene in the 
development of the Youth Village to include a Youth Facility, a 
Children Facility, Playgrounds, a Forest, a Garden and a 
Walking/Bike Trail. And to support these components, suitable 
infrastructure was developed, while strongly integrating 
sustainability into the overall project and to each component as 
well. Additionally, technical engineering design was carried out 
and included a detailed structural design for the Youth Facility 
planned for construction at the initial phase. As a final step, the 
team calculated the approximate cost of each component in the 
Youth Village and the cost of the overall Village and suggested a 
phased construction of the project. All in all, the team made 
fundamental modifications/improvements at the concept design 
and detailed design levels that will assist Saint Paul in positively 
and aggressively promoting the Youth Village’s viability and 
funding. Finally, the Youth Village’s process of development and 
deliverables outcome serve as inspirational models for blending 
academic learning with civic engagement. 

I. INTRODUCTION  
This paper presents a community-based project consisting 

of the program development and design of an actual Youth 
Village in Lehfed, Jubail Caza, in partnership with Saint Paul 
– Charity Mission (known as StPaul), a forceful youth 
movement that exerts itself in championing the cause of love 
and brotherhood in the world, outreaching to thousands of 
individuals in Lebanon and abroad on a yearly basis. The 
movement is increasingly growing, currently reaching about 
500 active members from all over Lebanon, and, in order to 
foster its growth and advance its service to the community, it 
has already initiated the project and acquired a 10,842 m2 land 
for it, seeking to take the project from the planning phase to 
the construction phase in the current and upcoming years. The 
Youth Village will be the first center in Lebanon to be 
professionally designed and dedicated to educational, spiritual 
and recreational youth activities. Composed of a Youth 
Facility, a Children’s Facility, Playgrounds, a Forest, a small 
Bike/Walking Trail, and a few Bungalows, the project will be 
able to host primarily youth, children and even families 
through camps, day trips, retreats, meetings, workshops, 
fundraisers and conferences. Before the team’s intervention, 

with the exception of the Youth Facility for which 
architectural drawings had been prepared and for which 
construction works are to start during the upcoming summer, 
the project’s facilities were still mainly proposed at concept 
levels (Fig. A.1).  

In this project, the team worked on the different aspects of 
the Youth Village while maintaining close coordination with 
StPaul. Firstly, the team developed the program of the Youth 
Village based on a participatory approach that involved the 
various stakeholders. Secondly, in alignment with StPaul’s 
aspirations, a key target of the project was sustainability that 
was assiduously considered in laying out the facilities, in 
elaborating the landscape, and in developing the 
infrastructure: power supply, water supply, wastewater 
treatment, solid waste management, circulation and parking. 
In assessing alternatives, financial viability was also taken into 
account. Moreover, sustainability was implemented at the 
level of the construction of the project through different 
practices, and at the level of its operation by developing 
efficient systems as well as awareness guidelines and 
activities. Thirdly, attention has been given to accommodate 
individuals with special needs in the Youth Village, by relying 
on a universal and inclusive design for its indoor facilities and 
outdoor landscapes. After a preliminary design was reached 
for the overall Youth Village, technical engineering design 
was carried out and included a detailed structural design for 
the youth facility planned for construction at the initial phase. 
Lastly, the team underwent an initial costing and phasing for 
the project with the help of an experienced contractor. 
Throughout this paper, the different disciplines in Civil and 
Environmental Engineering have been noticeably integrated to 
the Youth Village, allowing a deeper appreciation of the 
profession from a sustainable and community engaged 
perspective. 

II. APPROACH 
The team had first to understand the concept and subtle 

particularities that StPaul aspires to have in the Youth Village. 
The team also had to trace StPaul’s development of the 
project’s different components hitherto. This was mainly done 
at the initial stage of the project through continuous 
communication with the board of StPaul and the project’s lead 
architect who is also a member of the Charity Mission.  

In order to involve the users and better cater for their needs, 
the team adopted a participatory approach for the design of the 
Youth Village: 
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 The team presented the Youth Village to members of 
StPaul, discussed it with them, and around 30 experienced 
members filled a paper-based survey that inquired about 
concerns faced in previous facilities and about key 
sustainable points proposed by the board and the team 
(Member information and answers are shown in Table. 
A.I, Table A.II and Table A.III).  

 The team visited parishes in Daychounieh, Dekwaneh, 
Dbayeh, Deir al Qamar and Ferzol during StPaul weekly 
activities and asked about 140 kids to draw mental maps 
of their dream playground (Fig. A.2).  

 The team visited the village of Lehfed and met with 
villagers in order to collect their feedback. Their 
comments were very positive and supportive. 

Based on the above, the team and the architect introduced 
new elements and several modifications to the project. 

All throughout its multidisciplinary development of the 
Youth Village, the team referred to experts in the fields of 
Civil, Environmental, Architecture, Landscape and Electrical 
Engineering. These meetings were thoroughly documented as 
a solid base for any future development. 

III. PROJECT PLANNING AND DEVELOPMENT 
The team worked on the planning of the whole Youth 

Village. Sustainable development was conducted for each 
facility. In addition, all facilities were modified and designed 
so to account for people with special needs. 

A. Building Facilities 
Youth House 

The Youth House design process was already underway 
before the team’s involvement in the project. Hence, upon the 
team’s engagement with StPaul, the team was given the 
architectural drawings of the Youth House (Fig. 1). This 
presented the team with potential challenges including some 
reduction in flexibility with regard to the structural system and 
sustainability (since the massing and orientation had already 
been decided). It was to the team’s advantage that 
environmental responsiveness was in line with the architect’s 
initial intent. With the massing and orientation of the Youth 
House already set, the team checked whether the orientation of 
the facility was in accordance with the sun path diagram of the 
region; the architect oriented the building southwards as to 
reduce insolation on vertical facades in order to reduce the 
facility’s heat gain in summer. The team also recommended 
the integration of overhangs on the southern façade to protect 
against the sun at mid-day during the summer while allowing 
it in in the winter. The integrated passive design strategies will 
help reduce the need for heating and cooling through 

mechanical systems during the operation of the building. 
The team aimed to decrease the consumption of fossil fuels 

through the use of energy efficient systems. Moreover, the 
installation of solar thermal panels on the roof, to heat the 
water was studied and recommended. 

Due to the remoteness of the site, the mission would have to 
buy cisterns from the local domestic water provider to supply 
its needs. This action neglects the availability of natural 
rainwater which falls on the Youth House. The team studied 
and recommended the use of rainwater.  

The wastewater output must also be treated and managed. 
Greywater and blackwater will be separately treated. The 
greywater accumulated from the showers and sinks will be 
treated and reused for toilet flushing, and its excess can be 
used for irrigation. The blackwater will be treated through a 
compact wastewater unit that is discussed in more detail later 
on in the paper. 

The accessibility of the facility to people with special needs 
was given special attention by the team as this is becoming 
common-practice in “sensitive” projects. The original 
architectural drawings were modified with a specialist to allow 
easy access, mobility and living in the Youth House. This has 
been achieved through the installation of an elevator for 
wheelchair users (Fig. A.5) in addition to guidance signs, 
special furniture, bathrooms and bedrooms as well as parking 
spots. 

 
Children House 

The Children’s Facility is the largest facility in the Youth 
Village, and it is expected to house around 150 persons at a 
time. However, due to its large scale, its implementation is 
postponed until the construction of the Youth House is 
completed. It is still in its conceptual design stage, therefore 
allowing for more flexibility in the design. 

The first concept design for the Children House was two 
parallel buildings having their longer façade directed in the 
north-south direction in accordance with the topography. 
However, this orientation was not optimal for passive solar 
design. After conducting the survey, the team worked with the 
lead architect to change the design to one L-shaped building to 
incorporate the different program alterations such as an 
amphitheater, an indoor playground, a library and other 
features. Also, the design was made inclusive of people with 
special needs (Fig. 2 and Fig. A.3). 

The climate responsive measures that were implemented in 
the Youth House will be applied to the Children House as well. 

B. Landscape and Outdoors 
The program development of the Youth Village considers 

the landscape to serve not only an aesthetic, but also 

Figure 1. Youth House Figure 2. Children House 
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educational and ecological purposes. The landscape was 
divided into four main components. 

 
The Walking/Bike Trail 

The internal circulation within the Youth Village was 
planned and designed in a way that prioritizes pedestrians and 
bikes over cars and buses. Therefore, the team designed the 
horizontal and vertical alignment of a walking/bike trail on 
AutoCAD Civil 3D in order to connect all of the Youth 
Village (Fig. A.4). The trail was integrated into the forest so as 
to make use of natural shade. It has a width of 3m and a length 
of around 300m, with resting spots distributed every 50m. In 
spite of steep topography, the team was able to limit the slope 
of the trail to 8% to accommodate people with special needs 
while also minimizing cut and fill. The team provided the trail 
with a superelevation of 2% and a side channel in order to 
collect rainwater, serving as an example of sensitive site 
treatment. Concrete tiles were suggested for the trail since 
they are suitable for wheel chair users, are of relatively low 
cost and require little maintenance. For the retaining walls, 
rock from the facility excavations will be used in order to use 
materials from the site and reduce costs as initial resource, 
labor and transport.  

 
The Playgrounds 

Based on the participatory exercises, the team was able to 
identify the need for a basketball court and a mini-football 
court that were designed and located in suitable areas around 
the Children House. Additionally, the team was able to 
identify the need for a playground specifically tailored for 
little kids. Inspired by the playground implemented by 
CatalyticAction, the team collaborated with a colleague from 
the architecture department at AUB for its design.  

The playground was designed to be inclusive. It was also 
positioned and designed so as to provide shade for the kids all 
throughout the day. The material for the playground was 
chosen as wood so that the members could build the 
playground themselves. Also, this facility will have an 
educational aspect for the kids, where various educational, 
spiritual and intellectual messages will be written in key 
positions in the playground. 

 
The Forest 

A large number of members and kids communicated the 
need for green spaces for activities. The team suggested the 
idea of a forest that could be planted by the youth and the 
members of StPaul themselves. Ecosystem preservation was 
one of the main concerns, and the importance of using native 
or naturalized flora was focused. The team researched the 
AUB landscape database [1] and discussed its findings with a 
landscape horticulture expert to select the proper trees. The 

main criteria for the team’s choice were the amount of shading 
provided, minimum pruning requirements and a low water 
demand. Non-bearing trees were more feasible than fruit trees, 
and the selection was narrowed down to the following: Judas's 
tree, Red Maple, Swamp Maple and Turkish Pine.  

 
The Garden 

The Garden was suggested for educational purposes where 
the youth could plant and grow edible vegetables and fruits. 
Due to limited space, the objective of this area was not to 
provide self-sufficiency, but rather to serve as an educational 
activity area. The northern side will be planted with fruitful 
trees, while the southern part will be composed of raised beds 
for growing seasonal vegetables. This layout was suggested 
based on sun considerations. The fruit trees suggested were 
the following: Ziziphus Jujube, Apricot, Apple, Peach, and 
Pear (Table A.4). The diversity included in the fruit tree 
selection provides a wider range for education. For the 
vegetable area, the technique of raised beds is adopted for the 
delimitation and protection of the planted areas and for its low 
implementation cost. The plantations were divided into two 
categories based on their growth season: spring and summer. 
In spring, the raised beds will be used for growing special 
herbs from seeds. As for the summer season, the spring herbs 
would be collected and vegetable seedlings would be planted. 
Lastly, it is important to emphasize that the Garden needs 
more maintenance than the Forest, not forgetting the need for 
natural fertilizers. This maintenance is required only in the 
summer season, when the Youth Village witnesses a high 
level of activities. 

C. Infrastructure 
In order to support the facilities, the team sought to devise 

sustainable infrastructure in the Youth Village.  
 
Power Supply 

In collaboration with individuals in the field, the team 
focused its analysis on the Youth House. Initially, the team 
reduced the load through energy efficient systems using metal 
halide lights, appliances certified by entities such as Energy 
Star, solar thermal water heating and through natural 
ventilation, important in slashing the energy bill, alongside 
small awareness signs. Then, the team calculated the power 
demand for the Youth House and investigated 4 alternatives in 
order to assess the feasibility of using solar energy. The 
analysis was mainly financial, and the 4 alternatives were: 
Stand-alone PV Panels, EDL Power Supply with PV panels, 
EDL Power Supply with Diesel Generators, and Stand-alone 
Diesel Generators. Present worth analysis was performed, the 
study period was taken as 20 years (equal to the lifespan of the 
PV panels), and the interest rate was taken as 4%. Initial costs, 

Figure 3. Kids Playground Figure 4. Youth Village Development Overview 
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operational costs and maintenance costs were approximated 
based on preliminary designs and on current private and public 
sector prices. The costs are shown in Table A.V. 

Power demand is modest during the winter and fall 
seasons, and highest during the summer season when StPaul’s 
activities peak. This variation considerably affects the design 
of PV’s since additional batteries and panels will have to be 
provided for the summer season, while they will be left unused 
during most of the year leading to a waste of resources. 
Additionally, this will lead to a low average consumption of 
fuel over the year. This explains the relative high costs of PV 
alternatives when compared with generator-based alternatives. 
While typically, PV panels prove justifiable on the long-run, 
for the Youth Village’s current occupancy pattern, the team’s 
study shows that it would be more sustainable and financially 
feasible to invest in connecting the Youth Village to the public 
grid and to use diesel generators during rationing outages. And 
since the demand is already considerably reduced, the diesel 
generators used can be of relatively small size, they would be 
turned on only when needed, and their emissions filtered. 
Nonetheless, for a sustainable development, the team suggests 
that StPaul makes use of the Youth Village efficiently during 
winter as well: if not through its own activities, then by 
allowing schools, parishes or other movements to benefit from 
it as well; what would significantly alter the occupancy pattern 
of the Youth Village and restore to solar energy its long-term 
advantage. 

For outdoor lighting, the team recommends the use of 
stand-alone PV panels mounted on the light poles to reduce 
demand, cable installation costs, maintenance costs and power 
losses. 

 
Water Supply 

Firstly, the team reduced daily consumption by installing 
water aerated faucets and dual-flush toilets and by promoting 
awareness through small signs. The demand for domestic 
water was initially calculated for both facilities. However, 
domestic and potable water are not supplied by the 
municipality at the site. So the team studied and proposed 
environmental alternatives to provide for water supply. 

Rainwater will be collected from the roof of the Youth 
House, the roof of the Children House, Playgrounds and the 
Bike/Walking Trail, so that StPaul would have benefited from 
the location of the Youth Village which is situated in the area 
having the highest yearly rainfall in Lebanon [2]. Water 
collected from the roofs will be dedicated for domestic use, 
after applying filtration to it since minimal air pollution exists 
in the project’s area.  

For the Youth House, the team calculated the water storage 
space needed to benefit fully from rainwater harvesting, and it 
proved the need for additional water tanks for which the team 
suggested key positions. Harvested water from bleachers, 
playgrounds and bike trail can be used for irrigation. Its use 
for domestic applications could be feasible but requires further 
study. 

Additionally, collaborating with experts in hydrogeology 
and looking into hydrogeological maps [3], the team 

confirmed the feasibility of a water well to provide the Youth 
Village with the remaining of its water needs, in spite of the 
possible need for multiple trials due to karstification. 
Furthermore, during the site visit, the team learned of several 
domestic wells that hit underground conduits at about 200m 
depth. 

 
Wastewater Treatment 

After assessing wastewater disposal practices in Lebanon 
with an environmental consultant, the team identified that it 
would not be suitable for the Youth Village to follow common 
practices that rely on open septic tanks.  The team determined 
that a compact wastewater treatment unit would be the best 
solution for the facility. The system includes 3 compartments: 
aeration, a trickling filter and chlorination/ozonation. The 
system will result in low BOD water that can be used for 
irrigating. 

 
Solid Waste Management 

First of all, the team reduced waste generation by 
recommending reduce and reuse policies. Moreover, the 
Village will integrate a simple form of sorting, recycling and 
composting, seeking a zero-waste environment.  

After meeting with local solid waste specialists, three types 
of labeled bins will be spread throughout the facility: organic 
material, recyclables, and rejects. For the recyclables, a 
specialized company will collect them for processing as they 
include glass, plastics, metals and papers. Zero-Waste Act is 
an active recycling company that collects sorted waste from 
the Jubail Caza and was recommended to the team.  

Composting will be used to treat organic wastes on site at 
minimal costs. The team decided to implement the wooden 
box system for its high capacity, ease of use, and construction 
which uses pallets that are construction material wastes; its 
design incorporates wooden planks, an interior wire mesh and 
a cover to protect it from snow and rain. The volume of 
organic waste supplied by the Youth House was calculated 
and its actual implementation was studied. 

The daily generation of organic waste is assumed 0.6 
Kg/day/person with a density of 500 Kg/m3. A maximum of 
50 people will be using the Youth Facility for a maximum 135 
days per year. These assumptions lead to a yearly volume of 
organic waste of 8.1 m³. The team suggested to install four 
wooden boxes with 1.5x1.5x1.5 m3 dimensions, knowing that 
the boxes should be at maximum 75% full for maintenance 
purposes. The wooden boxes need minimal upkeep. The 
compost will be used to improve the soil in the Forest and the 
Garden. 

 
Circulation and Parking 

The two vehicle roads, already fixed by the authorities, and 
shown in Fig. 4, were used for parallel parking, allowing for 
approximately 70 parking spaces. The upper road was 
connected at its end to the basketball court in order to use the 
court for parking in peak times instead of increasing the 
footprint of the project just to accommodate rare instances of 
peak parking demand. The court will fit 30 cars in total. 
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Moreover, a parking space for people with special needs was 
also provided for each facility. The total number of parking 
spaces provided is 100. 

D. Special Needs 
For the facilities, the Youth House was modified to 

accommodate individuals with special needs. As for the 
Children’s House, in collaboration with an expert in inclusive 
design, the team reviewed its proposed architectural drawings 
and suggested adjustments. 

The trail that will connect the Youth House to the 
Children’s facility was also based on the principle of inclusion 
and hence the slopes adopted do not exceed 8% to allow safe 
and easy commuting in the Youth Village.  

The playground that was designed by the team includes 
ramps, elements of play, chairs and tables [4].  Through its 
universal design, the team sought to institute social equity 
among the kids. 

IV. ENGINEERING DESIGN DEVELOPMENT 

A. Geotechnical Testing 
A preliminary geotechnical investigation was required to 

assess the ground which will support the different facilities. 
Therefore, the team underwent an initial desk study. It showed 
that Lehfed’s rock was most likely made of C4 Sannine 
limestone which could harbor some fissures as well as 
abundant karstification features based on Dubertret’s maps 
[5]. Therefore, the team conducted a site visit where very 
shallow rock was apparent with a dominance of limestone and 
conglomerate rocks. The team brought three rock samples 
from different parts of the site as well as soil samples. The 
rock samples were tested in the AUB lab giving satisfactory 
results for unconfined compression tests. As for the soil, it was 
identified as clayey. In spite of the reassuring results 
considering the relatively small loads that will be carried by 
the foundations, a conservative estimate of the allowable 
strength (qallowable) was assumed to be 3 kg/cm2 after test 
results were discussed with specialists in the geotechnical 
field. In addition, the team surveyed several residents of 
Lehfed, the villagers affirmed that they faced no particular 
issues neither with landslides nor cracks. 

B. Structural Design of Youth House 
With the guidance of a design office and professionals in 

the field, comprehensive gravitational and seismic structural 
analysis was done for the Youth House via software and 
manual verifications according to ACI 318-11 [6] and ASCE 
7-10 [7]. The basic assumptions and design criteria, are: 

 Concrete compression strength (f’c) is 25 MPa and 
steel yielding strength is 420 MPa. 

 Super imposed dead loads (SDL) were taken as 500 
kg/m2 and live loads (LL) as 300 kg/m2 for both 
horizontal and inclined slabs. 

The main challenge was the continuous coordination and 
iterations with the architect and MEP, which were an essential 
dimension of the project planned for implementation. As a 

result of the meetings held and the structural analysis done for 
the building, a feasible and optimized structural design was 
provided to StPaul along with structural execution drawings. 
 

Slabs 
a) Typical Slabs 
The Youth House consists of one slab on grade, three 

horizontal suspended slabs and an inclined roof. StPaul was 
considering having hourdi slabs considering that it has a lower 
construction cost compared to solid slabs. But after taking a 
closer look at the sunken slabs imposed by the bathrooms, 
solid slabs seemed to be more practical. Sunken slabs imposed 
the addition of several beams to the hourdi slab which 
complicated its constructability and made it more costly. 
Serviceability and strength requirements were investigated, 
resulting in an optimized slab thickness of 25 cm. SAFE 
software version 12 was used for slab ultimate strength design 
and for serviceability checks. A two-way bottom mesh of T14 
at 15 cm spacing and a two-way top mesh of T12 at 15 cm 
spacing were used with some additional reinforcement over 
the columns. 

b) Inclined Roof 
Due to sophistication in the design of the inclined roof, 

SAP2000 version 18 was used. Fig A.6 shows the moments 
about the lateral direction. 
 

Vertical Elements 
A preliminary analysis of tributary areas was manually 

conducted using an excel spreadsheet in order to minimize the 
number of iterations for vertical elements design. The 
dimensions obtained by manual calculations were confirmed 
by checking the demand over capacity ratio for each column. 
Consequently, a model was created using ETABS version 15 
(Fig. 5), which allowed the consideration of seismic design. 

A shear wall (R=4.5) system was adopted for lateral loads. 
As part of the optimization process, the basement walls had 
their sizes reduced from 25 cm to 20 cm. 

 
Footings 

A sensitivity analysis was conducted in order to decide 
whether to have a raft foundation or isolated footings by 
comparing the corresponding quantities. The footing design 
was done using SAFE and checked manually. Isolated 
footings proved to be the choice. 

C. Structural BOQ 
A Structural BOQ requires detailed drawings, which were 

only available for the Youth House. The BOQ included the 
quantities of steel, concrete and water proofing materials in 
addition to their workmanship and construction cost. Based on 

Figure 5. Youth House ETABS Model 
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          TABLE I.  ESTIMATED CONSTRUCTION COST OF EACH FACILITY 

 

rates that were taken from an experienced contractor, the 
structural BOQ cost for the Youth House is estimated to be 
around 85 000$. 

D. Rainwater Collection 
Accurate calculations for water demand and supply were 

done at the level of the Youth House. Assumptions were taken 
into consideration: 

 Annual rainfall in Lehfed is 1400 mm based [2]. In 
order to account for climate change, annual rainfall 
will be considered as 1200 mm. 

 Demand = 150 liters/person/day. 
 50 persons will be using the Youth House. 
 The Youth House will be used three full months 

during the summer and five days per month in the 
remaining parts of the year. 

The annual demand for the Youth House is 1013 m3, 
while the annual supply from harvested water from the roof is 
290 m3 i.e. around 30% of the demand. The needed water 
storage was estimated to be 142 m3. However, the available 
water tank in the basement provides a storage of 56 m3. 
Therefore, there will be a need for an additional water tank. 
The team recommended having an underground rectangular 
reinforced concrete water tank to the southern side of the 
Youth House with an area of 5 x 4 m2 and a depth of 5 m. It 
would be a onetime initial investment from which the Youth 
House would benefit from significantly on the long-run. 

As for the remaining components, only the demand can be 
currently calculated. Then, based on the previous assumptions, 
the total water that could be harvested is summarized in Table 
A.VI. The total amount of water that could be harvested from 
the whole Youth Village is around 4805 m3. 

V. BUDGET AND PHASING 
After consulting an experienced local contractor, a rough 

cost for the construction of the Youth Village was estimated. 
The table below shows the estimated cost for each facility in 
addition to the total cost of the project. For the facilities a 
price 1000 $/m2 of built-up space was used, and special 
considerations were taken for each feature. 

The Youth Village will be constructed under several 
phases, with staged financing. First, the Youth House will be 
constructed since it is the smaller of the two facilities and will 
allow StPaul to start using the Youth Village early on while 
also promoting it. Provided with financing, its construction is 
expected to take two years, with the forest planted in parallel. 
Following which, the Children House along with the 
playgrounds and garden are planned for the following 5 years. 
The final step would be the construction of Bungalows which 
is considered a long term project for StPaul.  

VI. SUMMARY AND CONCLUSION 
Relying on a participatory approach and on close 

coordination with experts, the team alongside StPaul planned, 
designed and developed the Youth Village’s Facilities, 
Landscape, Infrastructure and Systems, deeply embedding 
sustainability into the overall Youth Village and into each 
component, while ensuring an all-inclusive design. The team 
made fundamental modifications and improvements at the 
concept design and detailed design level. Consequently, 
blending academic learning with civic engagement, StPaul’s 
Youth Village will serve as a model which process of 
development and deliverables outcome can be motivational. 
The project will finally serve as an essential component in 
promoting the project and fundraising for its further 
development and complete realization. 
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 Facility Construction Cost ($) 
Youth House 864,000 
Children House 4,000,000 
Basketball and Football Court 100,000 
Children House Playground 28,000 
Bike Trail 235,000 
Total Cost 5,227,000 
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Table A.III. StPaul Members 
Sustainability Feedback 

 

Figure A.2. Playground Mental Maps 
 

Figure A.3. Children House Basement Architectural Drawing 

VII. APPENDIX  

 

 

Figure A.1. Initial Development of the Youth Village 
 

Table A.I. Surveyed St Paul Members Information 

Table A.II. StPaul Members Problems, 
Suggestions and Innovative Ideas 
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Figure A.5: Youth House Initial and Final 
GF Architectural Drawings 

Figure A.6. Roof FEM in Lateral Direction 
 

 

Figure A.4. Walking/Bike Trail Vertical and Horizontal 
Alignments (in Blue and Pink) 

 

Table A.IV. Fruitful Trees Characteristics 

TABLE A.V 
COST OF POWER SUPPLY ALTERNATIVES FOR YOUTH HOUSE 

 

TABLE A.VI.   MAXIMUM RAINWATER COLLECTED FROM EACH 
FACILITY 
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The port of Sidon is currently a small seaport that 

accommodates for break bulk, yet also serves a small number of 
containers and fishermen. Due to the urge for a new port in Sidon, 
and due to the congestion of the port of Beirut after its several 
expansions, the Ministry of Public Works and Transport of Sidon 
already accomplished phase 1 of a new seaport located south of the 
old port. A preliminary design of a port with break bulk and 
commercial yacht development is established, yet subject to change. 
This study focuses on establishing a new design for the new port 
which incorporates a cargo terminal, and a break bulk terminal. A 
geotechnical study is carried out for the suggested design and run 
on the vb.net software, for quantities of dredging and reclamation. 
Moreover, a coastal study is done to assure the safety of the 
breakwater built in phase 1, and to establish a design of the new 
vertical wall. The design is carefully studied to establish a capacity 
of 205,000 TEU, which is comprehensive of the existing port 
capacity, and the additional containers that will be transferred 
from the port of Beirut to serve the south. To further test the design, 
a benefit-to-cost analysis is carried out yielding a ratio greater than 
1, and so proving the necessity of the port. 

 
I. INTRODUCTION 

Lebanon accommodates four main sea ports that 
serve as a gateway for its external trade. The ports are located 
from South to North in the following order: port of Tyre, port 
of Sidon, port of Beirut, and port of Tripoli. Although the port 
of Beirut is the largest sea port in Lebanon, it is reaching 
capacity and is congested. The three other ports in Lebanon 
are not capable of accommodating the increased commercial 
activities, so a new port in Sidon is now being constructed to 
serve Sidon and the South trade. 

The old port of Sidon is a small port that 
accommodates fishermen and can only handle ships of 
considerably small size. Many incidents have been noted 
where ships find it difficult to enter the port. This is due to the 
fact that the port is insufficient in terms of size and quality 
and cannot accommodate more than one large ship at a time 
(Zaatari, 2004). The new port is being constructed to provide 
the necessary capacity to handle the ships, and to aid the port 
of Beirut. The port is expected to boost Sidon’s trade, increase 
job opportunities, and nourish the area. The commercial 
terminal will serve as a solution to the congestion of the port 
of Beirut, by handling the ships intended for the South 
Governorate region, which is about 10 % of Lebanon’s area. 
The project is handled by the Ministry of Public Works and 
Transport and the contractor is Al Jihad for Commerce and 

Contracting. Phase I of the project, which is the construction 
of the breakwater systems, has already been completed. 

This study of the new port in Sidon will 
accommodate for the growing trade in Lebanon. The aim of 
the study is to propose a new design for the new port and test 
its various elements. The analysis will be based on the design 
itself: geotechnical study, coastal study, and handling capacity 
levels in terms of the ships and trucks’ flow, as well as the 
terminal processes (loading/unloading and transporting). A 
queue analysis for the ships and trucks inside the port will 
ensure the port’s operations are under proper movement. 
Moreover, a benefit-to-cost analysis will prove that the design 
is feasible in monetary terms. Not only are these criteria used 
to assess the impact on the port’s performance, but also their 
impact on the old port of Sidon. 

II. DESIGN OF THE NEW PORT 

A. Geotechnical Study 

Dredging and land reclamation are two major geotechnical 
activities for port construction. For the new port of Sidon, dredging 
to a level of 13m below the mean sea level is needed for serving the 
demand of the port. Since the dredged volume is large, the dredged 
seabed materials (carbonate sediments with sands and clay intrusions) 
are used to reclaim the land servicing the port. The quantities of the 
dredged and fill materials are obtained using the cross-section 
method applied on the contour maps of the port. Table 1 below 
shows the quantities dredged, used, and disposed for the new design. 

The reclaimed land has moderate to low strength. 
This is low compared to the needed strength for handling 
large loads from the cargo and equipment, so a study for soil 
improvement was carried out using wick drains. The wick 
drains are geotextile jackets installed in the soil to boost up 
the rate of drainage and consolidation. For that design purpose, 
a user interface software using vb.net was developed and used 
to solve the design problem. The soil properties needed for 
the software are taken from geotechnical studies of the Tripoli 
port expansion, since the seabed layers in Tripoli are similar 
to those of the Sidon port site.  

Tables 2 and 3 show the design parameters of wick 
drains (width, spacing etc.), settlements, and time needed for a 
consolidation degree of 95%.  

 
Table 1 Dredged Material 

DREDGED (M3) FILL (M3)  EXCESS (M3) 
1,650,875 760,003 890,872 
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Table 2 Software output 

DESIGN PARAMETERS VALUE 
Spacing  (m) 1.61 
Dw (mm) 60 
De (function of spacing) 1.13 x Spacing 
N 30.34 
F(n) 2.67 
T 180 days 
U(=S’_total/S_total) 95.01% 
 

Table 3 Software Output 

LAYER TH U (%) S’ 
Layer 1 1.61 99 0.33 
Layer 2 0.71 88 0.166 
Layer 3 0.62 85 0.01 
  S’_Total 0.506 
 

After achieving the settlement as a result of the soil 
improvement, 1m of clean sand layer is laid over the 
reclaimed land.  

 
B. Coastal Study 

Break Water Analysis 
During Phase I of the project, the breakwater with 

the characteristics shown in Table 4 was constructed. The run-
up value of	3.55	m is less than Rc = 5.50 m, which is the 
distance from the crest of the structure and the sea-water level. 
Thus, there’s no overtopping and the breakwater is well 
constructed to protect the commercial port that will be built in 
the leeward of the breakwater. 

The Design of Vertical Wall 

With the new proposed design, a vertical wall is 
needed at the quay primarily to withstand wave attack and act 
as an earth retaining structure for ships to be berthed at. Since 
it’s a vertical wall, the reflection coefficient will be taken as 
the most critical case, which is Cr=0.9 (Knovel: Coastal 
Engineering Manuel, 2006). Using linear wave conditions, the 
wave crest is 	&

	'
= 	 ).*+,'

'
= 0.0716	m  (Knovel: Coastal 

Engineering Manuel, 2006, and the run-up will be equal to 

(&
'
)×(1 + Cr) 	= 	𝑅𝑅𝑅𝑅𝑅𝑅 − 𝑅𝑅𝑢𝑢   (1) 

  
Table 4 Characteristics of the Breakwater 

CHARACTERISTICS OF THE BREAKWATER 
Material Rock-armored accropode 

Slope 3:4 
Length of 

Breakwater 
920 m 

H.W.L Elevation +5.00 m 
Rc 5.5 m 

 
Table 5 Design Parameters of Vertical Wall 

DESIGN PARAMETERS 
Height (m) 13.5 
Width (m) 8 
Material Concrete 

 

The run-up value for the vertical wall is around 14 
cm. Thus, the minimum hc, that is the distance between the 
seawater level and the crest of the structure, should be 14 cm, 
but will be taken as 50 cm for safety and structural measures. 
The minimum width needed for the overturning moment to be 
equal to the moment due to the weight of the wall is 7.707 m. 
A value of 8 m is taken as the width of the vertical wall with a 
safety factor of 1.03. The design parameters of the vertical 
wall are summarized in Table 5. 

III. DESIGN OF THE INSIDE FACILITIES OF THE PORT 

A. Container Yard 
Quay Cranes 

Considering the maximum ship size that can safely 
enter the port (the Panamax 1980), and the crane outreach 
required to handle it, the 1st Generation PANAMAX STS 
Crane was found to be the most suitable for the new port of 
Sidon. A total of 4 STS cranes will be employed, since a 
maximum of two container vessels can be handled at a time. 
 
Landside Container Handling 

Four high straddle carriers will be used for landside 
container handling. The main advantage of straddle carriers is 
that they are independent from any other equipment and are 
able to perform all the different handling operations: 
transporting, stacking, and the loading/unloading of trucks 
and rail cars. Since a ratio of 4 or 5 straddle carriers are 
needed to every STS crane, a total of 18 straddle carriers will 
be used for the whole port, 6 of which will be dedicated for 
horizontal transport and container stacking within the yard. 
As for the remaining 12 straddle carriers, they will be divided 
into pairs, each assigned to one container yard to handle the 
loading/unloading processes of the container trucks. 

 
Container Yard Layout and Operation 

The STS Crane places the containers onto the apron 
from where the straddle carriers transport and stack them in 
the container yards. Linear stacking was adopted since the 
straddle carriers need space to pass between the containers. In 
front of each container yard, there exists a truck service area 
(TSA). This is where the container trucks wait to be serviced 
(loaded/unloaded) by a straddle carrier. 

 
B. Break Bulk Warehouse  
Sidon is an important importer/exporter of break 

bulk cargo. The major category of goods transported include: 
pharmaceuticals, electrical machinery, iron, steel, plastics… 
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All of these goods are transported and stored in pallets. Pallets 
come in standard dimensions of 600 cm by 400 cm. a 
configuration of 4 pallets stored in metal frames is built, with 
a three story capacity space for storage.  

In order to carry out the transport process of the 
break bulk, the break bulk are unloaded from a ship by a 
mobile crane. Two mobile cranes will be available to carry 
out the loading/unloading process at a faster pace, or in the 
case of two ships arriving simultaneously. After the goods are 
unloaded, fork lifters act as the mean of transport from the 
break bulk terminal to the warehouse, where the pallets are 
either stored or loaded onto trucks. The reverse process takes 
place when fork lifters transport goods out of the warehouse 
and the mobile cranes load them onto the ships for export. 
Five fork lifters will be used, each with a capacity of 
transporting loads to and from a three shelf pallet system. 

 
C. Parking Systems 
A parking is one of the most important and essential 

facilities that must be provided to enhance the transportation 
characteristics of any seaport. The parking’s capacity, 
orientation, and aesthetics have a significant impact on the 
economic activity of ports. Hence, the main objective in 
designing the parking facility was to provide a well-defined 
searching path that allows a good circulation. 

The proposed design abides by the Lebanese 
Standards for a surface parking area of greater than 800 m2. 
Those Standards include the following: 
� Design vehicle dimensions 
� Motorcycle parking 
� Aisle width 
� Horizontal curves dimensions 

The proposed design is efficient in a sense that it has 
a clear searching path which eliminates confusion and allows 
ease of circulation within the parking area.  

D. Other Facilities 
Other than the facilities discussed, the port will have 

areas of: truck parking, equipment parking, and equipment 
repair. In addition, as a necessity for proper administration, an 
administrative and operation building will be located between 
the car parking and terminals for proper supervision. WCs and 
firefighting stations will also be included.  

 
E. Port Gate Terminal  
The gate is studied carefully to insure proper 

inspection management and customs jurisdictions. All 
external truck drivers and vehicles are required to obtain 
permission at the gate to enter the port, which creates large 
queues if not managed properly. 

The gate has six inbound and six outbound lanes 
with static scales for weighing. When a truck driver arrives at 
the terminal, the driver must show authorization to enter the 
port. This is the worker identity verification credentials. Once 
all requirements are satisfied, the driver is granted access and 
a gate pass is issued.  A gate pass is a printout showing the 

date and the time of the access, the name and ID number of 
the driver, and a list of the equipment brought into the port 
(Gate to Gate: What Happens When a Truck Picks Up a 
Container, 2014). 

If there were problems with the paperwork, the truck 
is sent to the customer service to check with its company and 
the port administration office if needed. Once everything is 
verified, an interchange is printed which includes the location 
of the container to be picked up/dropped, and the truck is 
cleared to proceed into the terminal. The truck has to first pass 
through the RFI Scanner for safety checks and to ensure the 
truck is registered in clean truck data base, and it can then 
proceed to the transfer location with the directions provided.  

Upon arriving at the specified transfer location, the 
truck waits for the straddle carriers for service. Once the truck 
is ready to exit, it heads to the outbound lanes that have static 
scales as well for those trucks that might need weighing 
before leaving. In the outbound process, once the gate pass 
number is entered, the officer checks the information and 
image of the driver to validate that he/she is the same person 
as the one who entered. Once validated, the driver exits 
(Hernandez, 2009). 

It is important to note that cargo mainly requires 
weighing on the way in and out, whereas containers don’t 
require any. Also, imports and exports in Lebanon to/from 
Arab countries are assigned neither a fee nor a VAT based on 
agreement between Arab countries.  

IV. CAPACITY AND DEMAND 

A. Demand 
The new port of Sidon is carefully designed to 

accommodate the forecasted demand of the South, which is 
comprehensive of the current demand of the existing port of 
Sidon and the additional containers transferred to the South 
from port of Beirut.  

Currently, the existing port of Sidon handles 25,000 
TEUs per year (Chami, 2008). Since the old port of Sidon will 
serve fishermen only in the future, all of these TEUs will be 
transferred to the new port of Sidon. 

In addition, the port of Beirut handles 1.2 M TEUs 
per year, 15% of which is transferred to the South region 
(BCTC, 2016). Since the new port of Sidon cannot 
accommodate for ships larger than the Panamax vessel, it will 
not be able to capture all of this percentage. However, the 
percentage captured will be assumed to be 15% as a safety 
measure to accommodate for further expansions. Thus, the 
forecasted total demand at the new port of Sidon will be 
205,000 TEUs per year. 

B. Capacity 
To check if the new port can handle the forecasted 

demand of 205,000 TEUs per year, the berth capacity of the 
new port of Sidon is calculated based on (2): 

 
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵ℎ	𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐵𝐵𝐶𝐶 = 	𝑛𝑛	×	∅	×	𝑇𝑇HIJK	×	𝑃𝑃 (2) 
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Where: 
n: number of berths, represented by (3). 
∅: Acceptable berth occupancy ratio, represented by (4).  
Tyear: Hours the terminal is operational per year (hrs.). 
P: Annual average productivity of vessel at berth. 
 

𝑛𝑛 = 		𝐿𝐿𝐿𝐿𝑛𝑛𝐿𝐿𝐿𝐿ℎ	𝑜𝑜𝑜𝑜	𝑏𝑏𝐿𝐿𝑏𝑏𝐿𝐿ℎ/(𝐿𝐿𝐿𝐿𝑛𝑛𝐿𝐿𝐿𝐿ℎ	𝑜𝑜𝑜𝑜	𝑣𝑣𝐿𝐿𝑣𝑣𝑣𝑣𝐿𝐿𝑣𝑣	𝑥𝑥	(100% +
𝐾𝐾	𝑣𝑣𝐿𝐿𝑠𝑠𝑠𝑠𝑏𝑏𝑠𝑠𝐿𝐿𝑠𝑠𝑜𝑜𝑛𝑛)	)	     (3) 

and 
∅ = 𝑛𝑛𝑛𝑛𝑛𝑛𝑏𝑏𝐿𝐿𝑏𝑏	𝑜𝑜𝑜𝑜	𝑣𝑣ℎ𝑠𝑠𝑠𝑠𝑣𝑣	𝑠𝑠𝑏𝑏𝑏𝑏𝑠𝑠𝑣𝑣𝑠𝑠𝑛𝑛𝐿𝐿 𝑣𝑣𝐿𝐿𝑏𝑏𝑣𝑣𝑠𝑠𝑠𝑠𝐿𝐿	𝑏𝑏𝑠𝑠𝐿𝐿𝐿𝐿	𝑠𝑠𝐿𝐿	𝑏𝑏𝐿𝐿𝑏𝑏𝐿𝐿ℎ×	𝑛𝑛×365		

(4) 
The length of the berthing facility is 375 m, and the 

length of standard vessel is that of the Panamax, 250 m 
(FINCANTIERI, n.d.). The berthing gap or distance between 
vessels at berth is zero, since only one Panamax can berth at a 
time. This results in one berth at the port of Sidon, according 
to (2).  

Since one vessel needs two days, the number of ship 
arrivals per year is 175 vessels, and the average number of 
ships each berth can service per day is 0.5. This gives an 
occupancy ratio of 0.958 from (3). 

It is assumed that there are three shifts, 8 hours per 
shift, and 360 working days per year, totaling to 8,640 
operating hours/year of the terminal.  

 The vessel productivity is correlated to the STS 
productivity i.e. 20 containers/hour (Kaysi, 2016). Using (2) 
the berth capacity is 207,124 containers/year, and it exceeds 
the forecasted demand on the new port of 205,000 TEUs per 
year, justifying the design.  

V. COST ESTIMATIONS 

For the cost estimations, a work breakdown structure 
(WBS) was done, and based on it, a bill of quantities (BOQ) 
for the material, cost, and quantity of work needed was 
established, as shown in Table 6. Later, these costs were used 
as inputs for the benefit-to-cost analysis. 

 

A. Work breakdown Structure (WBS) 
For the new design of Sidon Port, a WBS was done 

on the levels of: offshore works, landscape/sidewalks, 
pavement construction, equipment placement, and structures 
construction. The five major tasks are then divided into 
activities and sub-activities. For example, the offshore works 
were divided into coastal construction activity and dredging 
with backfilling activity, then the coastal construction activity 
was divided into two sub-activities: break water construction 
and vertical wall construction.  

B. Bill of Quantity (BOQ) 
The bill of quantity for the new design of Sidon Port 

project was developed on the level of sub-activities. Costs for 
all sub-activities were calculated to come up with a rough 
estimate of the project’s cost. Table 6 below shows the BOQ 
developed for the five main activities of the project. 

The BOQ yields a total infrastructural cost of 
$72,903,085 for the project. 

 
Table 6 Bill of Quantities of the Project 

 

VI. SCHEDULING 

A. Primavera Output 
The primavera software is used to schedule the 

project and determine its total duration. A 7-day work week is 
assumed in the port as it consists of three shifts with 8 hours 
per shift. For each activity defined in the WBS, its duration is 
added on primavera. Then relationships between activities are 
defined by assigning to each activity its predecessors using a 
finish-to-start relationship. All the activities of ordering the 
equipment consist of a start-to-finish relationship with a delay 
factor. 
The final step consists of scheduling the project to get a 
project duration of around 2 years.  

The network diagram is depicted in the appendix 
displaying the scheduling of the project and defining its 
critical activities. 

VII. BENEFIT-TO-COST ANALYSIS 

A benefit-to-cost (B/C) analysis is a necessity in a 
project of any scope. Investing a large sum of capital calls 
upon benefits to be weighed against those costs in order to 
verify the project. The simple equation comes to use when 
calculating the B/C factor, which in this case yields a value of 
8.15, greater than 1. This can act as an indication for a go 
ahead decision. 

 
𝐵𝐵/𝐶𝐶 = 𝐵𝐵𝐿𝐿𝑛𝑛𝐿𝐿𝑜𝑜𝑠𝑠𝐿𝐿𝑣𝑣	($)/𝐶𝐶𝑜𝑜𝑣𝑣𝐿𝐿𝑣𝑣	($)  (5) 

A. Benefits 

The benefits of building an entirely new seaport cover a 
wide span. The difference in the benefits according to the number of 
twenty foot equivalent (TEU) containers handled by the old port and 
the new design of the new port is the incremental benefit calculated 
in the benefit-to-cost analysis. The first category of benefits arises 
from the reduced cost per TEU due to the larger amount of TEUs 
transferred using the Panamax (3000 TEU capacity), as compared to 

ITEM 
DESCRIPTION 

QUANT
ITY 
(M3) 

UNIT 
PRICE 
($) 

ITEM 
COST ($) 

Site Preparation 
(Dredging, 
Reclamation) 

700,000 46.60 32,617,900 

Landscape/Sidewalk 
Design 

7200 31 223,934.72 

Pavement/Quays 
Construction 

78,000 133 10,404,000 

Equipment 
Placement 

50 564,500 28,225,000 

Structures 
Construction 

3500 409.21 1,432,250 
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the 500 TEU ships that reached the old port of Sidon. Taking into 
account the daily running costs, daily costs at the berth, and the port 
charge, the cost per TEU is $83.43 less. Multiplying this value by the 
difference in the capacities of the old and new port, 180,000 TEUs, 
and changing it to annual payments for 20 years, with an interest rate 
of 10%, yields a value of $97,738,645.8. 

The inland transportation savings also need to be 
considered. For every truck that used to transfer the TEUs dedicated 
to the South from the port of Beirut, a truck with a driver were the 
means of the transfer. Without these trucks, environmental costs of 
the operations of the trucks, and value of time gained would be 
recognized as benefits. The benefits associated to the trucks include 
the fuel cost, and hence carbon dioxide, the tire cost, and the 
maintenance cost. The vehicle operating cost for a large vehicle is 
hence calculated. All of the costs depend on the distance traveled, 48 
km from the port of Beirut to the port of Sidon. The fuel cost is the 
fuel price multiplied by distance traveled, and by the number of 
trucks per year that will no longer be traveling from Beirut to Sidon. 
The value calculated is about $48,388. For a tire cost of $0.009 on 
average per vehicle, and a maintenance cost of $0.021per vehicle, a 
total vehicle operating cost for all the vehicles is $25,162,546.6. 

The reduction in trucks allows for environmental factors to 
be shed. These trucks no longer burn carbon dioxide and affect the 
climate. For an average social cost of carbon price of 83 $/ton of 
carbon dioxide, and an air pollution cost of 0.012 $/veh km, the total 
benefits calculated result in $135,206.3 saved. 

B. Costs  

The total costs to construct and operate the new port are 
calculated. Costs include the fixed costs of the infrastructure capital 
and equipment. They also include the annual costs of the 
employment, insurance of equipment, fixed and variable 
maintenance of equipment, maintenance of infrastructure, repair 
costs, and maintenance on dredging. The expected increase in 
maintenance cost of equipment and dredging is also taken into 
account. 

For the equipment costs, the new port requires 4 STS 
cranes, 18 straddle carriers, 5 fork lifters, 4 empty container handlers, 
16 yard tractors/trailers, 216 pallets, and 2 mobile cranes. The 
number of equipment is based on the ratio needed per STS Crane 
(Kaysi, 2016). Multiplying each number by its corresponding unit 
price yields a value of $ 28,225,190 M, along with other 
miscellaneous equipment. In addition, the major cost of the new port 
is the capital cost of the infrastructure, which is already calculated in 
the BOQ as $ 44,678,085.  

The difference in employment cost for the new port of 
Sidon is $892,800 per year. The insurance for equipment is assumed 
to be fixed yearly value equal to 1.25% of the purchase value, 
yielding a value of $352,814 per year. The annual maintenance of 
equipment comprises of a fixed cost and a variable cost per TEU. 
Fixed costs are estimated at $320,000 per STS Crane per year, and 
variable costs are valued as $2.77 per TEU (Kaysi, 2016). Inflation is 

applied to maintenance and repair costs. Dredging work require 
annual dredging maintenance, with annual inflation of 5.5%. 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷	𝑀𝑀𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑀𝑀𝐷𝐷	𝑀𝑀𝑐𝑐𝑐𝑐𝑀𝑀($/𝑦𝑦𝐷𝐷𝑀𝑀𝐷𝐷) = 50,000 +
0.8×(𝐴𝐴𝐷𝐷𝐷𝐷𝑛𝑛𝑀𝑀𝑛𝑛	𝑇𝑇𝑇𝑇𝑇𝑇𝑐𝑐)    
 (6) 

This results in a value of $214,000 per year, which results 
in $225,770 per year after inflation (Kaysi, 2016). 

The fixed costs add up to a value of $72,903,275. The 
annual operational costs are taken as the incremental costs to the old 
port of Sidon.  The total annual costs of the whole project are 
represented in (7): 

𝑇𝑇𝑐𝑐𝑀𝑀𝑀𝑀𝑛𝑛	𝑀𝑀𝐷𝐷𝐷𝐷𝑛𝑛𝑀𝑀𝑛𝑛	𝑀𝑀𝑐𝑐𝑐𝑐𝑀𝑀𝑐𝑐	($/𝑦𝑦𝐷𝐷𝑀𝑀𝐷𝐷) 	= 2,666,395.72 +
(𝐴𝐴/𝑃𝑃, 10%. 20)×72,903,275	 + 	(A/G, 10%, 20)×672,957		
             (7) 

  
The interest rate is taken as 10% by the Central Bank of 

Lebanon (Lebanon Interest Rate, 2016). This results in a value of 
$15,609,285 per year to be included in the cost-to-benefit analysis. 

VIII. QUEUE ANALYSIS 

A. Truck Queue Analysis 
Modeling Truck Arrival 

According to the new port’s demand, the arrival 
pattern of the trucks will be approximated by a Poisson 
function with an average arrival rate of 205,000 TEU/year. 
Assuming 360 days per year,  

λ = 570	TEU/day    
and 24 hours per day, 

λ = 24	TEU/hour = 24	container	truck/hour.  
 

Modeling Truck Service at Inbound and Outbound Gates 
Assuming that a truck entering the port requires 10 

mins of inspection on average (paperwork check, weighing, 
and scanning), the inspection rate at each inbound gate hence 
is expected to be µ1 = 6 trucks / hr. Note that the queue system 
at the gates does not include trucks with incorrect paperwork, 
as these trucks will not wait in the queue but they will rather 
be deviated to the customer service area, after having a 
trouble ticket issued for them. 

As for the outbound gates’ service, it is expected to 
be faster than that of the inbound gates since no scanning is 
required. Thus it will be assumed that a truck will require 8 
mins to be served on average, which gives an average 
inspection rate at each outbound gate µ3 of 7.5 trucks / hr. 
 
Modeling Truck Service at the Container Yard 

For an automated straddle carrier, the loading and 
unloading of a road truck requires 4 to 6 mins (Intermodal 
Handling, n.d.). However, the straddle carriers employed at 
the port of Sidon will not be automated. The time per truck 
increases consequentially. Also, it is important to account for 
container shuffling in case a container to be loaded was not on 
the top of the stack. To account for the previous remarks, the 
straddle carrier service time will be assumed to be 15 
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mins/container which is equivalent to a service rate µ3 of 4  
container trucks/hr. 
 
Queue Network Assessment 

After combining the three models above (trucks’ 
arrival to the port, their service at the inbound and outbound 
gates, and their service at the container yards), a complete 
queuing network was established and assessed. The results are 
shown in Table 7. 

These numbers clearly show that it is unlikely to 
have very lengthy queues in any of the three stations. This is  
of great importance since it reduces the probability of having 
a spillover of trucks onto the main road, when these trucks are 
waiting at the inbound gates. 

In addition to that, the average truck visit time for the 
new port of Sidon can be computed as: 

 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴	𝑇𝑇𝐴𝐴𝑇𝑇𝑇𝑇𝑇𝑇	𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉	𝑇𝑇𝑉𝑉𝑇𝑇𝐴𝐴 = 30 + 20 + 17 = 67	𝑇𝑇𝑉𝑉𝑚𝑚𝑉𝑉 

     (8) 
The truck visit time at the new port of Sidon was 

compared to that of other ports in the world. Despite the fact 
that the new port of Sidon is considerably smaller in size and 
handling capacities than the ports considered, it could still be 
concluded from this comparison that an average truck visit 
time of 67 mins is quite acceptable. 

 
B. Ship Queue Analysis 

 
The handling services between the new port of Sidon and the 
port of Beirut (BCTC, 2016) are expected to be more or less 
the same since both of them will be using similar labor force 
and similar handling units, ship-to-shore cranes (STSs). The 
port of Beirut container movement by vessel type for each of 
the 12 months was noted. In order to estimate the service time 
at the port of Sidon, the data was first filtered and then a 
correction factor was applied so that the average service rate 
can be estimated in a more precise way. 

After running the Queue Model on excel, the results 
were as follows: on average, the utilization rate or efficiency 
of the container terminal is 60.26%, the probability that there 
are no ships present at the container terminal is 24.97%, the 
probability that the system is full and a ship waits is 45.50 %,  
the time for a ship in the queue is 20.48 hours, or 0.85 days, 
and the time a ship spends at the port is 2.24 days. 
This shows that the proposed design for the port of Sidon is 
acceptable. The port can easily handle the expected demand 
given the proposed handling services  

IX. CONCLUSION 

In conclusion, the design proposed allows the port to 
serve containers, and so handling the original demand 
intended for the South. This is proven from the results 
obtained from the queue models of the trucks and ships 
arriving and departing the port. The models result in a mean 
time of 67 mins spent by the trucks in the terminal, and 2.24  

 
Table 7 Queue Network Assessment 

 
days for the ships to stand in queue and operate. The B/C 
analysis yields a ratio greater than 1. Although this value is 
significant, the dredging environmental effects are expected to 
add to the costs that will undermine the value. 
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 STATION 
Inbound 

Gates 
Container 

Yards 
Outbound 

Gates 
Mean 
number of 
trucks 

2.0 1.3 1.1 

Mean time 
in queue 
(mins) 

2.0 5.0 9.1 

Mean time 
at station 
(mins) 

30 20 17 
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Abstract- This paper presents the structural design and detailing 
of the Bsalim Recreation and Care Center. The sustainable materials 
hemp-reinforced concrete, recycled aggregate concrete, and 
biochar concrete were proposed as alternatives to be used in 
concrete masonry blocks and plaster. A reduction in the carbon 
footprint due to the implementation of each material was observed 
to be 25.8%, 40.6% and 33% along with a decrease in thermal 
conductivity of 29.7%, 33.6% and 2.6% respectively. In addition, a 
rainwater harvesting system was designed and a cost analysis was 
performed. 

I. INTRODUCTION 
This paper proposes a holistic design solution for the Bsalim 

Care & Recreational Center while incorporating sustainability. 
The project was developed by the American University of 
Beirut alumnus Tessa Al Sakhi as her Final Year Project. Due 
to its promising design features it received the AREEN award 
in 2015. The facility serves as a therapeutic and recreational 
center for psychologically ill children. The development 
follows the topography of the hill it is located on in order to 
minimize excavation. It comprises large green spaces, clinical 
and supervisorial spaces, and non-therapeutic spaces (such as 
Library/ Cafeteria/infirmary) distributed over eight irregular 
floors each serving a different function. This paper will cover 
the transition from an unfeasible architectural concept to a 
structurally sound system that incorporates sustainable and 
optimized design solutions. The slabs, columns, retaining walls, 
foundations were designed while minimizing changes in the 
architectural drawings. 

In order to promote the sustainability of the development, 
three construction materials were investigated: recycled 
concrete, biochar and hempcrete. These materials could reduce 
natural resources depletion, lessen the solid waste problem and 
solve the concrete demolition waste issues in Lebanon. 
Moreover, their effect on the carbon footprint of the building 
as well as the energy consumption of the structure will be 
investigated. A Revit model was developed in order to 
accurately evaluate the quantities of the different materials 
used and estimate the energy consumption. Moreover, a water 
harvesting system was designed.  

 
II. STRUCTURAL DESIGN 

A. Reading Architectural Drawings 
The first step in the design was providing a sound structural 

system based on the architectural drawings. The provided 

drawings constitute eight different floors with large spans, 
asymmetrical slab limits, columns disconnected from one slab 
to another and irregular basement wall curves. 

Partition walls were distinguished from structural walls by 
adopting a maximum allowable span of 8m between columns 
to minimize deflection. After that, the slabs were superimposed 
on each other to identify planted columns, or any other 
inconsistencies in the walls or the slabs. Figure 1 depicts the 
transition of Floor 3. 

 
Figure 1: The transition of floor 3 

 
 Other modifications were made. For example, Floor 6 was 

divided into two separate slabs, with close proximity and a 
retaining wall that separates both slabs. However from a 
construction perspective it is more sustainable to join them into 
one coherent slab instead of having an internal retaining wall 
as shown in Figure 2.  

 
Many other examples, include joining discontinuous 

columns over the connected slabs posed limitation to spaces 
used in the one of the slabs, a column supporting slab 4 when 
extended to slab 5 will end up in the middle of a spacious room. 
Later this was solved in coordination with the architect who 
proposed to extend the slab limit and divide the room into two 
separate rooms. 

Figure 2: Transition of floor 6 to one coherent slab 
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In conclusion, the transition from the architectural drawings 
to feasible structural drawing with minimal alterations proved 
to be challenging especially while avoiding expensive 
alternatives such as drop panels, transfer beams, and pre-
stressed concrete. 

All structural design in the following sections was based on 
the ACI-318-11 and ASCE 7-10 requirements. 

1. Slab design: 
 The structure includes nine slabs of different layout. Solid 

slabs were adopted as they were adequate for the available 
spans, and easier to construct.  A common thickness of 30cms 
was chosen to satisfy both strength and serviceability 
requirements. Nine SAFE models were generated in order to 
model the behavior of the different slabs. Sample models are 
shown in Figure 3:  

 

 
Figure 3: Sample models 

 
The Direct design method described in ACI was used in 

order check the results generated by SAFE. Punching shear 
was checked for both the columns and foundations. Punching 
Shear was satisfied in most of the columns in places where it 
was critical reinforcement was provided in accordance with the 
ACI requirements. Using drop panels was avoided because of 
architectural constraints. 

2. Columns design:  
The project contains 125 columns were required in order to 

maintain the average span length that was set. 15 different 
column dimensions were used because of architectural 
constraints. Most of the columns were chosen to be circular 
with a diameter of 60cms. An excel sheet was created in order 
to estimate the strength of the different types of columns along 
with the required reinforcement. An ETABS model featuring 
the entire structure was generated in an attempt to model the 
behavior of the building and to account for seismic loading as 
shown in figure 4: 

Slenderness, moments and forces the columns were subject to 
were all evaluated manually and by using ETABS. The 
reinforcement for each column was determined accordingly. 
B. Geotechnical Design  

3. Basement/retaining walls:  
The project includes retaining walls that are connected to the 

slabs on different levels and are therefore different from 
traditional basement walls or retaining walls. The most critical 
basement/retaining wall was modeled on SAP2000 as shown in 
the picture below:  

The slabs connected to the wall were modeled as pin 
connections and the footing was considered as fixity. This wall 
is subject to a triangular distributed load varying from 0 to a 
maximum value that can be determined according to Mayne, 
P.W. and Kulhawy, [1], as follows: 

Maximum stress=1.6 x γ x D x K0 
Where γ is the density of the soil, D is the depth at which the 

bottom of the wall is located, and K0 is the lateral earth 
pressure coefficient (at rest). Detailing of the wall along with 
its supporting footing was designed accordingly. 

4. Global Stability:  
Local stability was assured by designing the 

basement/retaining walls against most types of failure. The 
global stability of the structure should be investigated as well. 
The structure can fail as a whole by either sliding or 
overturning since it is subjected to lateral forces coming from 
the mountain. Overturning is not a concern in this project since 
the structure in extremely wide in the direction of the lateral 
load. Sliding of the building is on the other hand possible and 
should be investigated. If the total lateral force exceeds the 
friction force that is holding the building in place, the structure 
will slide. According to Rankine, [2], the lateral force can be 
calculated by: 

 Total lateral force=  K0    
Where L is the total length of the critical retaining wall, γ is 

the density of the soil, D is the depth at which the bottom of 
the wall is located, and K0 is the lateral earth pressure 
coefficient at rest. 

K0 is used here since it is the most conservative approach. 
Ka (active Lateral earth pressure coefficient) could replace K0 
in the equation above depending on the displacement of the 
structure under lateral forces. However, if no failure occurs by 
using K0, no further investigation is required since K0 is 
greater than Ka.  

The resisting force can be calculated by using the following 
equation according to P.J. Blau, [3]: 

Total resisting force= W  f 
Where W is the building’s own weight and f is the friction 

coefficient. 
The resisting force is therefore equal to 69747 KN which is 

greater than 38400 KN for the lateral load. The structure will 
therefore not fail by sliding or overturning. 
 

Figure 4: ETABS model 
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III. SUSTAINABLE MATERIALS 
 The process of concrete manufacturing produces large 

quantities of carbon dioxide and causes the depletion of natural 
resources. Cement production releases vast amounts of carbon 
dioxide while natural resources are depleted as natural coarse 
and fine aggregates are sourced from quarries. “Green” or 
sustainable concrete aims to mitigate the environmental impact 
of concrete by partially or fully replacing one or more of the 
constituents in the concrete mix. Performance requirements, as 
stated by standards such as the American Society for Testing 
and Materials (ASTM), should be met. The focus in 
sustainability is on life-cycle cost (rather than solely on initial 
cost) as well as durability. 
A. Hemp-reinforced Masonry Blocks 

Locally available industrial hemp fibers were explored as a 
viable alternative in a study conducted at the American 
University of Beirut [4]. Hemp belongs to the family of plants 
called Cannabis. When it is not produced as a drug, hemp is 
often referred to as industrial hemp. It is used in industries of 
plastics, food, and textiles. The research done by Awwad 
proposes that the demand for industrial hemp can increase 
dramatically if used in concrete leading to an incentive for 
farmers to grow the plant, especially opposed to its “illegal” 
sister plant. The value of industrial hemp could amount to $192 
per dunum1 while the cost of production amounts to $79 [4].  

Hemp fibers can be used in non-load bearing elements such 
as concrete masonry units, mainly used as partition and 
cladding walls in the region. 

Hemp can basically be added as a raw material when used in 
hollow blocks [5]. Reduction of the use of aggregates in the 
mix, lighter mass of the blocks, and better thermal performance 
of the masonry units was the objective of the study.  

Adding cement and hemp fibers equivalent to 0.7% each of 
the total weight of the control design mix resulted in about 
25% more blocks. The proportion of hemp fibers in the 
concrete mix was 3.4 Kg/m3 [5]. In addition, the thermal 
conductivity was measured to be 0.984 W/m.K [5].   

B. Recycled Aggregate Concrete 
The use of recycled aggregates in concrete mix design is 

another solution to protect natural resources. The waste from 
demolition of concrete structures is one of the most important 
sources of recycled concrete aggregates. The fact that this 
would resolve the issue of waste management and disposal of 
demolished concrete further adds to the environmental aspect 
of this solution. A large number of concrete demolition waste 
is being disposed of at sea in Lebanon. Therefore, the use 
recycled aggregate concrete can be proposed as another 
alternative for use in the Bsalim Recreation and Care Center. 

Similarly to hemp-reinforced concrete, recycled aggregates 
can be used in the formation of masonry blocks. The amount of 
recycled aggregates should not exceed half of the total amount 
of aggregates in the mix for concrete masonry units in order to 
obtain acceptable results [6].  
                                                           
1 1 dunum is equivalent to 1000m2 

The thermal performance of masonry units with recycled 
aggregate concrete should also be investigated. In general, 
when the replacement ratio of recycled to natural aggregates 
increases, the thermal conductivity of concrete decreases [7].  

The thermal conductivity of a concrete masonry block with 
40% recycled concrete aggregate (by weight of total aggregates) 
can be estimated at around 0.93 W/m.K [7]. It is important to 
note that the presence of air increases the thermal conductivity 
of hollow blocks. The block whose thermal conductivity was 
estimated above had three rows of holes. 

C. Biochar Concrete 
Given the solid waste crisis that Lebanon is currently facing, 

controlled pyrolysis seems to be an alternative for solid waste 
management. This process consists of decomposing waste by 
exposing it at a very high temperature in the absence of oxygen 
[8] (N.J. Themelis et al, 2011). One of the byproducts of 
pyrolysis is biochar. This material is still relatively new and 
there is a lot of ongoing research about ways to make use of it. 
One alternative that this paper suggests is incorporating 
biochar in non-structural concrete. By doing so, this byproduct 
could be used to reduce the carbon footprint generated in the 
construction process of a building. Moreover, energy 
consumption could be reduced due to the new thermal 
conductivity that the concrete will have. At the moment, there 
is only one plant that does pyrolysis in Lebanon. It is located in 
Saida and produces on average 2 tons of biochar for every 20 
tons of treated waste. 

In order to assess the environmental impact of using biochar 
in non-structural elements, three concrete mix designs were 
introduced in accordance with the American Society for 
Testing and Materials (ASTM) recommendations. Two of them 
contained biochar with a replacement ratio to sand of 25% and 
50% and the third was used as a control sample. Thermal 
conductivity tests were performed in the Department of 
Mechanical Engineering at the American University of Beirut 
in order to estimate their impact on the energy required to heat 
or cool the building. The thermal conductivity of the sample 
with 50% replacement ratio was measured to be 0.490 W/m.K. 
The table below shows the concrete mix design for the three 
samples. 

TABLE I 
CONCRETE MIX DESIGN FOR THE THREE SAMPLES   

Item Control 25% Biochar 50% Biochar 
Cement (g) 1250 1250 1250 
Water (g) 625 625 625 
Sand (g) 3438 2578.5 1719 

Biochar (g) - 859.5 1719 
 

IV. CARBON FOOTPRINT ANALYSIS 
Carbon footprint is defined as the total amount of 

greenhouse gas (GHG) emissions produced directly or 
indirectly during human activities. For buildings, this would be 
over the entire lifespan of the structure, from the beginning of 
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the construction phase and throughout the maintenance and 
operation phase. 

 “Building Carbon Estimator or (BCE)”, developed at the 
American University of Beirut, was used to estimate the 
footprint of the Bsalim Recreation and Care Center. This was 
done at first without incorporating any of the sustainable 
materials. The materials typically used in the construction 
industry in the region today were inputted to the calculator. 

The calculator estimates the carbon emissions of the raw 
materials used in the construction process, transportation from 
suppliers to the site location, and on-site activity [9]. Raw 
materials’ carbon footprint is called embodied carbon. It entails 
the carbon emitted during the manufacturing process of the 
materials. The calculator has built into it a database for the 
major suppliers in Lebanon. The calculator is divided similarly 
to the Bill of Quantities (BOQ) of a project. The MasterFormat, 
developed by the Construction Specifications Institute (CSI), 
was used as the basis for the division [9]. The result is the 
carbon footprint of a building in Kg CO2.  

For the Bsalim Recreation and Care Center, the BOQ was 
generated after a quantity take-off exercise using a detailed 
model generated with Autodesk Revit. The model is shown in 
the figure below. 

 
 

 
Figure 5: Autodesk Revit model of the Bsalim Recreation and Care Center 

 
The quantities generated were used as input for the BCE. 

The calculator can also provide a rough approximation of 
carbon emissions throughout the operational lifetime of a 
facility. The average energy consumption per person in 
Lebanon is around 5720 kWh/year [10]. The development is 
expected to have 100 to 150 occupants. It is important to note 
that mechanical and electrical works were considered out of 
scope of this study and, therefore, carbon emissions result 
exclude these parameters. The carbon emissions calculated 
using the BCE, as well as the estimated quantities, are shown 
in the table below. 

 
TABLE II 

CARBON FOOTPRINT FOR THE BSALIM CARE AND RECREATION CENTER   
Item Quantity Carbon Footprint (T CO2) 

Concrete (m3) 5254 3882.4 
Steel (T) 824 1457.6 

Masonry (m3) 2023 821.4 
Finishes (m2) 55627 90.3 

Operation Phase - 1500.4 
 

The carbon footprint of the development using the proposed 
alternative materials should be calculated as well. Since hemp-
reinforced concrete and recycled aggregate concrete will be 
used in concrete masonry units only, the study will be limited 
to the footprint of masonry blocks only as all other items of 
work will remain unaffected. 

The hemp fibers used in concrete masonry units require very 
little to no processing. Furthermore, all plants can be 
considered to be carbon negative, since they absorb carbon 
dioxide and release oxygen. In fact, the hemp plant’s fast rate 
of growth produces a lot of oxygen. Given these parameters, 
the carbon footprint of this raw material will be assumed to be 
equal to zero and only transportation and site activity CO2 
emissions will be considered. The transportation distance, in 
general, can be considered from the Bikaa Valley to the 
manufacturing plant. Similarly, biochar is a byproduct of the 
process of pyrolysis. In other words, the aim of pyrolysis is a 
means of disposing of waste rather than producing biochar. 
Therefore, its embodied carbon will also be assumed 
equivalent to zero. 

Recycled aggregates, on the other hand, do require 
processing. Concrete needs to be cleared from other demolition 
waste such as debris and steel. The concrete also needs to be 
crushed to serve as a replacement for natural aggregates. The 
processing of recycled concrete aggregates consumes around 
0.04 million BTU2 of energy per short ton3 [11]. To convert 
this to carbon emissions, a calculator provided by the 
Environmental Protection Agency (EPA) was used. Using a 
replacement ratio of 40% by total weight of aggregates, the 
carbon emissions for processing this raw material is around 9.2 
T CO2. The table below shows the difference in carbon 
emissions when hemp and recycled aggregates are used in 
concrete masonry blocks.   

TABLE III 
CARBON FOOTPRINT FOR DIFFERENT ALTERNATIVES OF CONCRETE MASONRY 

BLOCKS   
Proposed Alternative Carbon Footprint (T CO2) Percent Difference 

Normal concrete  821.4 - 
Hemp-reinforced 

concrete 
609.6 25.8% 

Recycled aggregate 
concrete 

488.1 40.6% 

 
Biochar was proposed as an alternative for use in plastering 

work. The following table shows the percent difference in 
carbon footprint: 

  TABLE IV 
CARBON FOOTPRINT FOR BIOCHAR IN PLASTERING WORK   

Proposed Alternative Carbon Footprint (T CO2) Percent Difference 
Normal Plaster  12.8 

33% 
Plaster with Biochar  8.6 

                                                           
2 1 British thermal unit is equivalent to about 1055 joules 
3 1 short ton is equivalent to 907 Kg 
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V. THERMAL ANALYSIS 

Thermal conductivity, or the ability of a material to conduct 
heat, is the primary parameter used in this study to measure 
thermal performance. In general, it is better to use materials of 
lesser thermal conductivity in order to lighten the load on 
heating, ventilation, and air conditioning (HVAC) systems. A 
smaller thermal conductivity means that less heat enters the 
building space during the summer and less cold enters during 
the winter. 

Autodesk Green Building Studio was used to simulate 
energy analysis on the Bsalim Recreation and Care Center. 
This cloud-based service imports the Revit model into its 
servers and analyzes the performance of the building elements. 
The climate of the location where the project is located is a 
primary factor taken into account in the analysis.  The thermal 
properties of the materials of interest were all used in the 
energy performance analysis. The cooling load for the 
development throughout the year is shown in the figure below. 
None of the proposed sustainable materials were used in the 
model.  

 
One of the many architectural innovations of the project is 

its terraced shape which makes it look as if it forms part of the 
side of a hill. In order for this to occur, there are around five 
story levels of retaining walls to sustain the load of the hill on 
one side. Since there is a lot of space in the building which is 
connected to the hill, passive energy can help control the 
temperature in the rooms of the facility. Passive energy, as 
opposed to active energy, is generated without the use of 
mechanical systems or equipment. As the temperature of the 
earth is stable, the presence of the hill throughout one side over 
the height of the entire building can help to steady the indoor 
temperature. To check on whether the hill does indeed have an 
effect, a Revit model was generated without modeling the 
mountain or the topography of the land. The resulting cooling 
load for the structure, for example, is shown in Figure 7. 

 
 
 
 
 

 
 

Figure 7: Cooling load for the Bsalim Recreation and Care Center neglecting 
the effect of passive energy 

 
Both heating and cooling loads decreased due to passive 

energy. The thermal conductivities for the proposed 
alternatives were described in previous sections. The thermal 
conductivity for concrete masonry blocks can be estimated at 
1.4 W/m.K [7]. The thermal conductivity of a plaster mix was 
found to be equal to 0.503 W/m.K after a test was conducted 
for this study at the American University of Beirut. The 
thermal conductivities for the materials used in the proposed 
alternatives were described in previous sections. The table 
below shows the difference between those values and the ones 
used in usual concrete mixes. 

 
TABLE V 

THERMAL CONDUCTIVITIES FOR DIFFERENT CONCRETE MIXES 

Item 
Thermal 

Conductivity 
(W/m.K) 

Percent 
Difference 

Concrete Masonry Block 1.4 - 
Hemp-reinforced Masonry 0.984 29.7% 

Recycled aggregate concrete masonry 0.930 33.6% 
Plaster 0.503 - 

Plaster with biochar 0.490 2.6% 
 
The decrease in thermal conductivity of the hollow blocks 

led to a decrease in both heating and cooling demands for the 
facility. The cooling load if hemp-reinforced masonry blocks 
are used is shown below. 

 
Figure 8: Cooling load for the Bsalim Recreation and Care Center when 

using hemp-reinforced masonry blocks 
 

Figure 6:  Cooling load for the Bsalim Recreation and Care Center 
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VI. WATER HARVESTING SYSTEM 
Rainwater harvesting is defined as the collection of water 

from surfaces on which rain falls, and subsequent storage of 
this water for later use [12].  For the Bsalim Recreation and 
Care Center, the rainwater harvesting system will consist of 
Flo-Cell and Flo-tank module developed by “Atlantis 
Corporation Australia Pty Ltd”.  First of all, the amount of rain 
precipitation was acquired from the weather station closest to 
the project which is Beyrouth-Jdeide with an average 
precipitation of 856 mm per year. It was assumed that the 
amount of rain that precipitates on the center was only within 
its area and no runoff from other locations. The total volume of 
rainwater per year was calculated as follows:  

Average precipitation per year x concrete areas x runoff 
coefficient + average precipitation per year x green areas with 
geodrains (Flo-Cell) x coefficient = 3,363 m3/year.  

After that, the specifications of both “Flo-Cell” and “Flo-
tank module” were studied to design a proper water harvesting 
system. Flo-Cell efficiently drains excess water while retaining 
a moisture level which is ideal for promoting plant growth in 
roof garden applications. One of the benefits of the Flo-tank 
module is its high void to solid ratio which maximizes the 
water storage capacity. Flo-Cell will be placed on the green 
roofs of the center and an inside earth tank will be built using 
an impermeable layer and the Flo-tank module.  

Finally, the size of the tank was determined based on the 
precipitation rate. The tank will accommodate 1000 m3 of 
water which is equivalent to 1,000KL. According to the 
specifications, each Flo-tank unit has a storage capacity of 
576.1 L. Hence, the needed amount of units to store the rain 
water is 1736 units.  The surface area of these units is 485 m2 
with a height of 2.17 m. The green roofs will be covered by 
Flo-Cell with 1% gradient.  Pipes will take the harvested 
rainwater to the Flo-tank where it will be stored for later usage. 

 
VII. COST ANALYSIS 

The Bsalim Recreation and Care Center is characterized by a 
footprint of 4550 m2 with a total built up area of 10275 m2. The 
green roofing and gardens which are a main characteristic of 
the building form 45% of its total built up area. This is due to 
the fact that only 5651.25 m2 of the project are allocated for 
indoor spaces leaving what is left for green roofs and indoor 
gardens. A cost build analysis was necessary to achieve the 
project at the lowest feasible price. The cost estimation was 
based on a unit price approach to follow the effect of every 
division of then MasterFormat on the total project outcome. 
There are six main divisions estimated in the section: Site 
Work, Concrete, Masonry, Opening, Finishes, and Specialties. 

The site work has minimal effect on the total cost since the 
shallow foundation adopted was designed to follow the 
topography of the land to minimize any environmental 
disturbance and pollution. However, the type of the foundation 
plays an important role in the cost of the project. Choosing a 
raft foundation over isolated footings would increase the 
concrete division price by 32% and the project total cost by 

14%. Another important agent in the cost is the amount of 
glass used in the building.  The curtain glass walls constitute 
40% of the project partition walls making a total surface area 
of 2544 m2.  If the glass material was optimized to the highest 
standards it would increase their total cost by 32% and the 
project initial cost by 6%. Finally the green roofing was 
assumed to be extensive. However if it was optimized to 
intensive, its price would dramatically increase by 233% and 
the project cost would rise by 20%.  

The estimated cost under normal standards is around 5.6 
million dollars. This price reflects the lowest construction cost 
under the current regional economy. However, if the regional 
economy retrieved its former status thus increasing the price of 
concrete and steel the project total price would increase to 8.7 
million dollars. 

VIII. CONCLUSION 
This paper provides several design approaches which meets 

sustainability requirements for the different stages of the 
building. Future work will include implementing an integrative 
system of passive and active use of geothermal energy, 
and devising methods for managing construction waste. 

 
ACKNOWLEDGMENTS 

The authors would like to thank Dr. Mayssa Dabaghi 
(advisor), Dr. Aram Yeretzian (co-advisor), Dr. Ghassan 
Chehab (final year project course coordinator), and Mr. 
Ghassan Fawwaz (instructor) for their guidance and support 
that lead to the completion of this paper. 

 
REFERENCES 

[1] Mayne, P.W. and Kulhawy, F.H. (1982). “K0-OCR relationships in soil”. 
Journal of Geotechnical Engineering, Vol. 108, 700-900.  

[2] Rankine, W. (1857) On the stability of loose earth. Philosophical 
Transactions of the Royal Society of London, Vol. 147. 

[3] Blau, Peter J. "The Significance and Use of the Friction Coefficient." 
Tribology International 34.9 (2001): 585-91. Web.  

[4] Awwad, E., Hamad, B., Mabsout, M., & Khatib, H. (2014). Structural 
Behavior of Simply Supported Beams Cast with Hemp-Reinforced 
Concrete. ACI Structural Journal, 111(6).  

[5] Awwad, E. A., Choueiter, D., & Khatib, H. (2013). Concrete Masonry 
Blocks Reinforced with Local Industrial Hemp Fibers and Hurds.  

[6] Matar, P., & Dalati, R. E. (2012). Using recycled concrete aggregates in 
precast concrete hollow blocks. Mat.-wiss. U. Werkstofftech. 
Materialwissenschaft Und Werkstofftechnik, 43(5), 388-391.   

[7] Zhu, L., Dai, J., Bai, G., & Zhang, F. (2015). Study on thermal properties 
of recycled aggregate concrete and recycled concrete blocks. 
Construction and Building Materials, 94, 620-628.  

[8]  N.J. Themelis et al. "Energy and Economic Value of Nonrecyclable 
Plastics and Municipal Solid Wastes that are Currently Landfilled in the 
Fifty States" Columbia University Earth Engineering Center 

[9] Harmouche, N., Ammouri, A., Srour, I., Chehab, G., & Hamade, R. 
(2012). Developing a Carbon Footprint Calculator for Construction 
Buildings. Construction Research Congress 2012. 

[10] Dagher, L.,Ruble,I. (2010). “ChallengesforCO2 mitigation in the 
Lebanese electric- power sector”. Energy Policy 38, pp.912–918. 

[11] EPA. (2003). Background Document for Life-Cycle Greenhouse Gas 
Emission Factors for Clay Brick Reuse and Concrete Recycling. 
EPA530-R-03-017. Washington, DC: U.S. Environmental Protection 
Agency. 

[12] "What Is Rainwater Harvesting? Rainwater Harvesting Methods And 
Techniques". Sustainable.com.au. N.p., 2016. Web. 21 Mar. 2016. 



368

SUSTAINAIBLE SUSPENDED VILLA 
 

Georges Akl, Jad Barouki, Nader Nasreddine, Somar Swaid, Mohammad Yassine 

Civil and Environmental Engineering 

American University of Beirut 

gha22, jbb06, nsn08, sms79, mky06 

 

As the tourism industry in Lebanon has 
historically contributed tremendously to the local 
economy, it stands today as a major source for 
revenue to the country, yet fails to deliver on 
innovative planning for future expansionary 
development beyond its luring naturalistic terrain. 

Although the construction industry presents itself 
as a contingent pillar for tourism in Lebanon, 
recently, no serious attempts have been made to 
keep up the pace with the global trend of green 
buildings, new construction methods, and 
innovative designs. For luxury seekers, typical 
buildings are now off the table as means for them 
too seek ownership in the country. Hence, motives 
are clear to investigate innovative environmentally 
friendly alternatives capable of breaking the 
asymptotic trend endangering the country’s 
development. 

Our team proposes a concept of a high-end 
sustainable villa suspended from a cantilevering 
raft on a rocky cliff in Chekka. The mounting 
action exploits several cutting edge technologies in 
civil engineering, such as the use of a composite 
structural steel frame alongside typical cast 
concrete methods, use of tension piles, and 
investigating appropriate construction methods. 

I. SOIL CHARACTERISTIC/ 
GEOTECHNICAL ASSUMPTIONS 

 

An Important aspect of our design project is the 
geotechnical aspect. Many assumptions and 
correlations were made, about the nature and strength 
of the in situ soil (rocks) and their characteristics, in 
order to make a well-informed decisions concerning: 

• The type of foundations to use for the 
“Raft/Slab” structure.  

• Study the possibility of using drilled tension 
piles. 

• Assess the necessity for soil improvement. 

The way we proceeded, due to equipment and budget 
restrictions (Incapacity of doing boreholes, SPT, 
etc.…), was: 

Analyze geological maps of the Chekka shoreline, 
available in the Engineering Library of the American 
University of Beirut. First inspection of the maps 
indicates the presence of sandstone dunes. 

Compare these maps with online resources of 
geological mappings of the Lebanese ground and 
contact local authorities to gather extra available 
information about the nature of the soil, revealing 
that we can assume, with confidence, that our chosen 
location effectively contains sandstone dunes.  

Investigate the characteristics of Sandstone. It is a 
sedimentary rock group, mostly consists of small 
grains of quartz. Physically, they are very hard, 
compact, fine-grained, equi-granular laterally and 
vertically homogeneous rocks of sedimentary nature. 
Laboratory tests and research data of other physical 
characteristics are presented in the table below: 

 

Table 1- Existing Soil Characteristics 

Hardness 6.5 to 7 on Mohr’s Scale 

Density 2.3 to 2.4 Kg/cm3 

Compressive Strength 90 to 140 N/mm2 

Modulus of Rupture 16-40 N/mm2 

Water Absorption 1.0 - 1.2 % 

Porosity Low to very low. 

Weather Impact Resistant 
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After doing the aforementioned “desk study”, 
multiple site visits were conducted in order to gather 
more information about the nature of the ground. 

 With all the possible information that we could 
gather about the rock condition and characteristics on 
our site, the following assumptions were made: 

1. The rock present on site is sufficiently 
dense, resistant to weathering, with 
relatively high strength and few/no major 
cavities – If major cavities are to be 
discovered during the construction process, 
high-pressure cement grouting will be used 
to fill the cavities. 

2. No need for major soil improvement in 
order to prevent liquefaction in case of an 
earthquake or to improve strength of in situ 
soil. 

3. Excavation to a depth of three meters will 
not constitute a major challenge and could 
be done traditionally. 

4. The Raft/Slab structure will be constructed 
on the rocks directly after the excavation is 
done and the site is leveled. 

Manual calculations, optimized using Excel, 
eliminate the need for drilled tension piles, whereas a 
raft foundation of specific dimensions will 
sufficiently counter balance the structural weight of 
the villa, help distribute the weight on the existing 
rock bed and provide a good compacted layer for the 
parking lot. 

The calculations are performed as follows: 

The service load due to the building weight is 1335 
Tons. 

The moment due to this load on the cross-section of 
the raft on the cliff side is calculated as follows: 

Global Moment (Cliff Side)= 1335 x 8 = 10680 Ton.m 

Taking X as the length of the raft foundation. Solving 
for X to get the sufficient length of the reinforced 
concrete raft foundation of 2m depth to counter 
balance the weight of the structure while taking an 
overturning factor of safety of 2.5: 

1335 x 8 x 2.5 = 20 x 2 x 2.5 x 0.5 x X2 

The required raft dimension is 20x23 meters. 

II. STRUCTURAL DESIGN: 

Codes of Practice, Standards: 
 The buildings straining forces (gravitational and 
lateral) and the capacity of the structural resisting 
elements were determined in accordance to the 
following codes of practice:  

- “ACI 318-14” for the determination of loads 
combinations, the design and detailing of various 
concrete elements (slabs, beams, columns, walls and 
foundations).  

- “ASCE-14” code: for wind loads and analysis 

Software: 

The design was done with the aid of the following 
software programs:  

- Autodesk AutoCAD: Draw and plan and 
detail any needed figure, with 2D features. 

- CSI ETABS: ETABS is a sophisticated 
special purpose analysis and design program 
developed specifically for building systems. 
It is mainly used for modeling, and mainly 
the design of vertical elements. 

- CSI Safe: Design of slabs, beams and 
foundations, reinforced concrete. 

- S-Concrete: S-concrete is a stand-alone 
product that investigates, designs, and 
graphically details reinforced concrete beam 
in our case. 

Design Assumptions: 
In order to be able to start our design, we must start 
from a definite point, where we determine the main 
materials that are going to be used. Also we should 
recognize the structural elements presented in the 
building, and give a starting dimensions for each 
element to be checked then. Finally we have to load 
each member by the code’s recommended load 
related to its type. 

Materials: 
The materials utilized in the construction phase of 
our building are concrete, steel and glass facades. 
The concrete sections are designed based on concrete 
strength of 30MPa. And for the steel the tensile yield 
strength fy=420MPa. 

As we stated previously, materials that are typical for 
any construction project are steel and concrete. Now, 
employing these in our design was the main concern. 
For that an extensive design chain was adopted 
throughout the planning stage. Knowing that the 
structure is uncommon, thus cracking its challenges 
requires multiple iterations.  
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Starting with the leading design consideration 
mechanism of transferring the building loads safely 
to the rocky cliff. The first approach that was 
assessed is designing anchors drilled and placed in 
the cliff embedment to withhold the building loads. 
The design for this option was highly dependent on 
the availability of such structural members in our 
regions and the pieces of equipment was of great 
concern.  Having this option held in mind, predesign 
studies were required. Those studies followed this 
chain of events: 

First of all the conceptual plans of the villa were 
sketched by hand satisfying all the residential spaces 
requirements.  

The dimensions of the structural elements were 
assigned logically. As any alternative structure, our 
structure contains the following structural elements: 
slabs, columns, walls, beams, and footings. 

- Slab: slabs assumptions are concerned about its type 
and thickness. Clearly the designer prefers less 
thickness that offers him less cost. These assumptions 
depend mainly on the spans found through the slab, 
and the type of support used. Due to long spans found 
between supports (columns), we decided to use a 
two-way solid slab (flat plate). We will use a two-
way solid slab with 30cm thickness. Later on analysis 
results are obtained to check the deflection and 
reinforcement. 

- Columns: column sections were assumed with 
consistent dimensions and distributed with maximum 
spans of 6 m.  

- Footings: Usually the thickness and dimensions are 
related to loads and bearing capacity of supporting 
soil. But, in our case the typical footings are not 
applicable. So, those factors are used to design the 
anchors withholding all the loads and shifting them to 
the rocky cliff bed. 

The different loads associated with the structure were 
calculated for Dead and Live loads: 

- Dead Loads: 

The dead loads of the building include the self-
weight of the structural components of the building 
being based on the first round dimensioning we did 
and on the materials specific unit weight. In addition 
to that, it incorporates the superimposed dead loads 
from finishing, fixtures and partition and was taken 
0.5 T/m2. 

- Live Loads: 

The live load was obtained from ACI table 1.2 that 
was given to be 0.25 T/m2 on average for residential-
type buildings. 

After finalizing the predesign studies. The work 
shifts to the design of the anchors. So, literature 
review was done on anchors loaded laterally. The 
latest studies was done on anchors acting as restraints 
for retaining walls not for a block of concrete 
building. So, certain correlation was done to 
determine the dimensions of the anchors that tend to 
be very large and unfeasible in the available size. In 
addition, to that several inquiries were done with 
academic professionals who recommended diverging 
from the proposed option. Since it requires finite 
element modeling and detailed soil investigation to 
obtain a full simulation of the present rock formation. 
So, we altered the conceptual design as to involve a 
raft foundation situated on the rocky cliff face. 

From the slab, concrete beams will cantilever from 
the cliff side, from which steel columns supporting 
the villa in tension are designed. 

However, along the way we have studied various 
other options of the structure, such as a tapered slab, 
steel beams, and box sections. Due to different 
factors like deflection, the concrete beams option, 
mentioned above, was adopted. Below is a 3D Max 
model for better visualization of the 
concept.

	  
Figure	  1-‐	  3D	  Max	  Model 

III. SUSTAINABILITY 
	  

In this concept of a suspended villa, our group tends 
to employ the tools at hand, embracing latest 
technological advancements, to come up with a 
virtually near off-grid design. Here, we investigate 
the technical aspects, feasibility and efficiency of a 
simple, yet innovative design of a trough solar power 
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system with the goal of maximizing energy self-
sufficiency, along with other façade and structural 
considerations with the same goal as the latter. 

Rotating Concentrated Solar Power RCSP:  
The concept consists of a hyperbolic -highly 
polished- extruded aluminum reflective mirror of a 
specific radius, reflecting condensed sunlight onto the 
focus where a cylindrical pipe (receiver tube) is 
placed along the north-South axis. The fluid running 
in the receiver tubes heats up to around 550 degrees 
Celsius, which in turn generates steam in special 
compartments used by conventional steam turbines to 
produce electricity. Finally, a drive motor for 
rotation, programmed to track the sun’s pre-
determined path will be installed for optimal energy 
yield rates with around 75% of collector efficiency 
and overall annual efficiency of 15%. Originally, a 
similar design of vertical solar PV towers was done 
by one of the group members during his training 
period. In principal, they were designed to 
accommodate acceptable energy production rates 
utilizing vertical space instead of flat surface areas in 
constrained master plans. Moreover, it is necessary to 
note that historical data advocates the scalability of 
such systems into large-scale projects (solar farms) 
especially in large open areas, similar to the project’s 
site. However, the RCSP will be used in this project 
for more reliability. 

Operational Phase: 
Weather statistical data in Lebanon shows that the 
systems will utilize 2720 sunhours with maximum 
efficiency and thus expected to operate around 31% 
percent of the year. 

Based on historical data of existing plants, along with 
other statistics for energy consumption, greenhouse 
gasses production and sunlight average density, the 
following empirical results are expected upon 
utilizing the full available roof area of (320 m2): 

• The system will provide electricity for 
around 1.684 average Household. The 
remaining 0.684 will be stored in thermal 
storages in saturated salts. 

• The operations will reduce the amount of 
greenhouse producing gasses by 7.57 tons 
annually. 

However, utilizing full roof area is not feasible for 
structural and aesthetics reasons. Preliminary results 
suggests a maximum utilization of 156 m2 which will 
result in: 

• 82% energy efficiency. 

• Annual reduction of 3.7 tons greenhouse 
producing gasses. 

 

 

Figure 2- RCSP System 

 

In conclusion, theoretical calculations show that these 
systems will hit high figures of self-sufficiency for 
the proposed design in terms of energy consumption. 

Other structural and architectural considerations will 
ensure an increased energy conservation rates and 
include: 

• Façade orientation. 
• Open façade will ensure maximum light 

penetration. 
• Choice of materials with high R-values, 

along with wall and façade sections 
detailing. 

Other	  sustainability	  considerations	  include	  
materials	  and	  ventilation.	  

Natural Ventilation (Breathing Building): 
Natural	  ventilation	  -‐wind	  driven-‐	  will	  ensure	  
lower	  AC	  use	  and	  better	  air	  quality	  circulating	  the	  
building	  through	  dilution	  of	  pollutants,	  and	  follow	  
the	  following	  guidelines:	  

• Urban	  Planning	  Conditions:	  Given	  the	  
open	  space	  ensuring	  maximum	  airflow	  
surrounding	  the	  structure.	  

• Flexibility	  of	  Openings	  (windows):	  this	  
will	  ensure	  an	  inflow	  and	  outflow	  
openings	  in	  each	  room,	  resulting	  in	  a	  
better	  non-‐mechanical	  airflow	  circulation.	  

However,	  vertical	  ventilation	  pipes	  might	  be	  
needed	  for	  better	  airflow	  within	  inner	  rooms	  like	  
chimneys.	  	  
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Materials: 
Locally	  produced	  materials	  will	  help	  reduce	  the	  
carbon	  footprint	  of	  the	  project	  and	  thus	  lower	  the	  
environmental	  impact.	  

Local	  suppliers	  for	  different	  raw/modular	  
materials	  are	  available	  for	  steel,	  cement,	  sand,	  
aggregates,	  glass,	  and	  wood.	  

However,	  the	  marine	  platform	  will	  be	  imported	  
from	  Saudi	  Arabia	  due	  to	  its	  critical	  use	  during	  the	  
construction	  phase.	  

	  

IV. PLANNING AND MANAGEMENT 
	  

The site is accessible by the main Chekka sea road 
coming both from the North and South. The site 
location is shown in Figure 2 below. The area under 
consideration is going to undergo site clearing and 
removal of trees to be able to create easy access from 
the main Chekka sea road and another side road to 
the site through a hard sandstone surface not 
requiring any further work to able to make a way 
through for the construction equipment and materials 
laydown. 

 
Figure 2 - Site Location (Google Earth) 

 

Safety 
The construction site will be strategically prepared 
and equipped to provide a safe construction 
environment for the workers and various construction 
machinery. This is provided by different safety 
procedures to be applied on site such as perimeter 
fencing, safety signs and instructions, emergency 

equipment, personal protective equipment, first aid 
kits, fire extinguishers, guardrails, security 
(surveillance cameras, watchmen, etc.), and proper 
electrical equipment. 

The construction process of this structure will be 
supervised by an international safety control 
organization whose main objective is to control the 
construction process and ensure that the final product 
complies with the design criteria and safety 
standards, with other responsibilities such as fire 
protection, seismic protection and other hazards. 

Marine Platform: 
As for the marine platform, the most suitable option 
is called “Self Elevating Platform Fleet Expands” 
shown in Figure 4 below. As the platforms are of 
modular units, transport is easy and can be put to 
work any place in the world. 

Some characteristics of this platform are: 

First its Size is 18.5m by 24.5m but can be extended 
as required and its capacity is 400m/tons and the 
maximum height of elevation for operation is 22 
meters. 

However, other options were investigated. The 
second option is DP2 Apollo Self-Elevating 
Platforms, with dimensions of 87.5 m by 42 m having 
a capacity of 13250 tons and a crane capacity of 800 
tons with a leg length that’s 82.4 m. Another option 
is DP2 Innovation Self-Elevating Platforms having a 
dimension of 147.5 m by 42 m and a capacity of 
31,440 tons with a crane capacity of 1500 tons and a 
leg length of 89m.  

In conclusion, and based on our academic advisors 
recommendations, the first option (Self Elevating 
Platform Fleet Expands) will be installed and used 
for construction. 

 
Figure 4- Self Elevating Platform Fleet Expands 
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Abstract: The purpose of this project is to present the design of 

a bioreactor landfill for the Metn district in the Mount Lebanon 
governorate. The scope of this project reflects the amount of solid 
waste produced by the district, approximately 1.05 Kilograms per 
person per day of municipal solid waste [1]. It is assumed that a 
solid waste collection system entailing of evenly distributed waste 
bins around the district and the adequate number of waste trucks 
needed to collect the waste at a regularly maintained schedule to 
ensure the system leaves no excess waste. The system will require 
sorting of waste upon disposal (metals/glass, paper/cardboard, 
and most importantly organic) separately. This project aims at 
also handling the design of the bioreactor landfill itself given the 
several criterions needed to be considered, namely: socio-
economic impact, climate conditions, political assessment, traffic 
impact, environmental impact, and sustainability. Structural 
components of the landfill will be looked at. These include: the 
liners, roads accommodating truck traffic, leachate collection and 
recirculation pipes, gas wells, number of cells in the landfill, and 
the ground water monitoring wells. Site visits and soil maps will 
aid in the geotechnical study required for design. The design and 
operation of the landfill require certified references; therefore the 
Environmental Protection Agency (EPA) landfill design manual 
will be an influencing reference to this project. It is expected that 
the landfill will operate as soon as completed and in 
approximately 6 years there will be significant energy produced 
from the circulated methane to generate sufficient power suitable 
for user demands. The site selection phase provided four suitable 
locations for the Bioreactor landfill that was much larger than the 
actual area required to meet demands. Therefore, there is ample 
land available for the creation, operation, and management of 
recycling plants for all non-organic materials in the vicinity of the 
landfill. This is to point out that a fully articulate solid waste 
management scheme is a plausible option and spatial requirement 
isn’t a concern. 
 

I. INTRODUCTION 
  Twelve years after its planned closing day, the Naameh 

landfill was shut down at last, leaving the capital Beirut, and 
Mount Lebanon overflowing with trash with no prepared 
contingency by the government to handle what is known today 
as Lebanon’s worst trash crisis in history. Population growth, 

urbanization and dwindling land areas are worsening the solid 
waste situation in the country, thus increasing the burden on 
the other existing - inefficiently operating dumps and landfills. 
This state is causing adverse effects on the environment and 
health, rendering the situation unbearable, and alerting for an 
immediate solution.  

 
A possible solution to respond to the current trash crisis in 

Lebanon is to have a separate waste management system for 
each district. The scope of this project proposal consists of the 
feasibility study and design of an anaerobic bioreactor landfill 
for the entire Metn district (i.e. an distinct area in Lebanon) in 
the Mount Lebanon governorate. The feasibility study of this 
project will project the solution into the future, and clarify 
whether a similar thinking can be applied for the rest of the 
districts in all of Lebanon’s governorates. 

 
The concept of the anaerobic bioreactor landfill is relatively 

new to the emerging countries, including Lebanon; however, it 
has shown a positive impact on the environment and society in 
developed countries such as the United States. A bioreactor 
landfill is a landfill where leachate is recirculated in order to 
increase the degradation of wastes, and thus increasing the 
wastes’ settling speed and methane generation to be used as an 
energy source. This bioreactor landfill will be able to provide 
power for some villages surrounding the landfill. 

 

II. METHODOLOGY 
The tasks achieved so far are the following:  
  

 Site selection process using ArcGIS program, which 
allowed the overlaying of different maps to facilitate the 
analysis. 

 Collection of data on solid waste composition, accurate 
waste volumes generated, existing systems and their 
efficiency. The data were collected from SWEEP-NET 
(solid waste exchange of information and expertise 
network). 

 Population projection for the Metn district. 
 Site visit to assess site conditions and collect soil samples, 

accompanied by lab tests to identify the soil 
characteristics. 
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immediate solution.  

 
A possible solution to respond to the current trash crisis in 

Lebanon is to have a separate waste management system for 
each district. The scope of this project proposal consists of the 
feasibility study and design of an anaerobic bioreactor landfill 
for the entire Metn district (i.e. an distinct area in Lebanon) in 
the Mount Lebanon governorate. The feasibility study of this 
project will project the solution into the future, and clarify 
whether a similar thinking can be applied for the rest of the 
districts in all of Lebanon’s governorates. 

 
The concept of the anaerobic bioreactor landfill is relatively 

new to the emerging countries, including Lebanon; however, it 
has shown a positive impact on the environment and society in 
developed countries such as the United States. A bioreactor 
landfill is a landfill where leachate is recirculated in order to 
increase the degradation of wastes, and thus increasing the 
wastes’ settling speed and methane generation to be used as an 
energy source. This bioreactor landfill will be able to provide 
power for some villages surrounding the landfill. 

 

II. METHODOLOGY 
The tasks achieved so far are the following:  
  

 Site selection process using ArcGIS program, which 
allowed the overlaying of different maps to facilitate the 
analysis. 

 Collection of data on solid waste composition, accurate 
waste volumes generated, existing systems and their 
efficiency. The data were collected from SWEEP-NET 
(solid waste exchange of information and expertise 
network). 

 Population projection for the Metn district. 
 Site visit to assess site conditions and collect soil samples, 

accompanied by lab tests to identify the soil 
characteristics. 

 Design of the various components of the bioreactor landfill 
given the compacted weight density: area required for the 
landfill, final height of landfill, depth of excavation, liners 
and final cover system, slope stability, landfill gas 
generation and collection system, leachate generation and 
collection system, leachate recirculation, and access road 
pavement design. This is followed by an electricity 
generation study. 

 Optimized layout of the landfill site including its different 
administrative components.  

 
The remaining components of the design are surface water 

management, water monitoring wells, and landfill operations.  
 

III. ANAEROBIC BIOREACTOR LANDFILL CONCEPT 

Bioreactors are still a novel technology so they are still in 
the development phase. Hitherto, only a few bioreactor 
landfills have been implemented, especially in the United 
States and Canada. Bioreactors are the same as sanitary 
landfills, except that they try to increase the biodegradation of 
waste thus increasing methane generation, increasing the rate 
of settling of the waste and decreasing the cost related to 
leachate management as leachate is recirculated in the waste. 
By monitoring the moisture and oxygen levels in the landfill, 
we can create conditions suitable for microbial activities. 

 
There are three types of bioreactor landfills: aerobic, 

anaerobic and a hybrid (using both aerobic and anaerobic 
methods). All these mechanisms involve the recirculation of 
collected leachate through the waste in order to maintain a 
certain moisture. Thus the microorganisms responsible of 
degrading the waste will tend to work at an increased rate. 

 
Anaerobic bioreactors seek to optimize the conditions of 

anaerobes present in the waste in order to increase the rate of 
the degradation.  Anaerobic conditions are present in nearly all 
landfills without any intervention. The optimal moisture 
content for waste degradation is around 35 to 45%, however in 
typical landfills the moisture content is around 10 to 20%. 
Therefore additional moisture is introduced into the waste 
under the form of collected leachate or under the form of storm 
water and sewage sludge in case the leachate volumes collected 
weren’t enough. The degradation in bioreactor landfills can be 
twice as fast as in a traditional landfill, therefore methane 
generation will happen in a shorter period of time [2]. Because 
of the shorter period of methane generation, the generation rate 
of methane will be greater in the case of bioreactors, so the gas 
wells must be designed to handle big peaks in methane 
concentrations. “Fig. 1” represents a typical anaerobic 
bioreactor landfill process.   

 

 
Figure 1. Anaerobic bioreactor landfill [3] 

 

IV. DESIGN COMPONENTS 

This section explains the different design components 
covered so far, the methods used and the findings.  

A. Site Selection 
The first step was to eliminate all areas that did not meet the 

requirements of a landfill site e.g. distance from water bodies, 
distance from cities and villages, distance from roads, slopes, 
elevation from sea level, etc.  

 
Then, due to inaccuracy in data further investigation had to 

be carried out using Google Earth to make sure that no 
buildings fall within the acceptable areas. This resulted in four 
potential landfill sites: three in Mtein and one in Baskinta as 
shown in “Fig. 2”. 

 
Afterwards, the four sites were compared and graded in 

terms of 17 criteria such as: area, water vulnerability, type of 
soil, visibility, etc. And site 1 was selected as the final landfill 
site with an area of 1.09 Km2 and at an elevation of 1400 m. 
The site selection process follows the same procedure followed 
in a similar project in Serbia [4]. 

 

 
 

Figure 2. Potential landfill sites 
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B. Waste composition and characteristics 
According to SWEEP-Net’s findings [1] of Lebanon’s 

Municipal Solid Waste (MSW) in 2015, the average Lebanese 
person generates 1.05 Kg of MSW per day, with 68.5% being 
organic material (including 16% paper and cardboard), 20.5% 
of non-organic recyclable material leaving only 11% medical 
or hazardous waste which has to be dealt with separately. For 
the purpose of designing the volume of the landfill, only the 
organic and paper/cardboard constituents will be considered 
and the compacted density of MSW in the landfill is required. 
This leaves a total of 68.5% by weight of the MSW 
contributing to the generation of landfill gas and leachate, as 
can be seen in “Fig. 3”. According to Zekkos (2006), the 
average in-situ compacted density of MSW is 0.614 T/m3 
(assuming good compaction) [5]. The compacted density of the 
waste is important for the estimation of the total volume of the 
landfill. The waste is first compacted in the garbage truck, then 
further compaction is required on site using trucks that drive 
over the waste, and finally the waste is further compacted due 
to the load of the new waste dumped over it. 

 

C. Population projection  
Metn is the third most populated district in Lebanon. 

Therefor its population forecast is similar to that of Lebanon. 
This method is used where the future growth is expected based 
on past growth curves of a similar but larger city. A plot of 
population versus years was drawn in order to compare 
between logarithmic, exponential and linear growth curves. 
The exponential method was the best fit for Lebanon. “Fig. 4” 
displays the projected population of Metn for the next 35 years. 

 

D. Landfill dimensions 
The volume of the landfill is the result of the combination 

of: volume of waste, volume of daily cover (15% of the volume 
of the waste) and the final settlement of the waste (20% for 
bioreactors) [6]. This gives the total volume of 3,776,352m3.  
0.5Km2 of the total area is allocated to waste disposal, this will 
allow for future expansions. The height was calculated to be 
around 19m. The landfill was divided into 7 cells (5 years per 
cell) in order to optimize landfill gas production and collection. 
The dimensions of each cell are 500x150mx19m. 

 

 
Figure 3. MSW composition in Lebanon [1] 

 

 
Figure 4. Metn population projection 

E. Soil 
Soil samples from the site were directly taken and tested in 

the lab according to ASTM standard tests for grain size 
distribution (Sieve Analysis) and plasticity (Atterberg limit 
tests). The results obtained showed that the soil was 95% silty 
clay with a low hydraulic conductivity and plastic behavior. 
This enhances the safety of the landfill against contaminated 
water (leachate) leaking from the landfill and into the 
groundwater. From investigation of nearby construction sites, 
information obtained regarding the soil profile showed that the 
top soil consists of 3 meters of soil sitting on top of a very deep 
limestone layer. Plus the water table level is very deep, so it 
wouldn’t play a role in the design. 

F. Bottom Liner System 
Since the top soil is underlain by a layer of limestone rock 

which is very porous and fractured, further protection measures 
are taken in the form of double composite liners. This is a 
necessity given larger leachate production in a bioreactor 
system. A liner is a protective layer of low hydraulic 
conductivity soil and synthetic sheets to prevent leachate from 
seeping into the groundwater. The liner system is composed of: 

 
1. 0.6m of soil layer as protection for collection pipes 
2. Geosynthetics for separation and filtration, to protect the 

pipes from clogging 
3. Leachate collection layer: 0.3m of sand or gravel K>10-3 

m/s (includes the perforated pipes) 
4. Geomembrane 60mm thick 
5. 0.3m of sand leakage detection layer or gravel (K>10 

4m/s) 
6. Geomembrane 60mm thick 
7. 0.6m of clay layer compacted in 4 lifts (0.15m per lift) 

(K<10-9m/s) 
 

  Both geomembranes used are HDPE (High Density 
Polyethylene) sheets because they have a higher chemical 
resistance than other types of membranes, and can withstand 
high stresses. The chosen membranes have a density of 
0.97g/cm3, a tensile strength of 40.3KN/m, and a tear 
resistance of 0.33KN [7]. Adjacent geomembranes will be 
seamed together (attached together) using a hot wedge that can 
be done at a rate of 100m/hour [7]. 



377

G. Final cover 
The final cover is the impermeable layer that is added after 

the closure of the landfill to prevent water from rainfall from 
infiltrating into the waste in order to control degradation. The 
design was chosen based on EPA guidelines, and is as follows: 

 
1. 15cm top soil for freeze protection 
2. 30cm drainage layer made of sand 
3. 40mm HDPE geomembrane 
4. 60cm clay 
5. 30cm gravel for gas collection, gas distribution and 

leachate recirculation pipes. 
 

The HDPE geomembrane used is thinner than the ones used in 
the bottom liner system because it is only exposed to rain, 
unlike the bottom liner that is exposed to leachate. So fewer 
chemicals and a smaller factor of safety are required for the 
final cover. A cross section of the final cover is shown in 
“Appendix A”. 

H. Slope stability 
Slope stability is a crucial phase of the landfill design, as it 

has to be studied in great detail to prevent any slope failures. 
Failures can happen while excavating the cells or when the 
landfill is closed. Both of these failures will cause the liners to 
break, thus allowing leachate to seep into the groundwater if 
not repaired or replaced. The analysis was done using Slope/W, 
which uses the limit equilibrium method to assess the stability 
of the slope. The stability of the slope had to be assessed under 
the worst loading case, which is when one cell has just reached 
its capacity, and the cell adjacent to it has just been excavated. 
The inputs to the software were the following: 
 Clay Sub-base: 1) Unit Weight= 20KN/m3, 2) Cohesion= 

13 KPa, 3) Friction angle= 20o. 
 Liner system: 1) Unit Weight= 4.71 KN/m3, 2) 

Cohesion=0 KPa, 3) Friction angle= 40o 
 Waste (assuming 40% moisture content): 1) Unit Weight= 

6.025 KN/m3, 2) Cohesion= 19 KPa, 3) Friction angle= 
20o [8]. 

 
Since the software was a student version, the option of 

modeling the liner system was unavailable, so it was 
represented by a weak soil layer. The output of the software is 
the most critical slope along with the Factor of Safety of the 
slope. In this project, the slope was taken to be 2h to 1v for 
both the excavation and the slope of the waste, and the factor 
of safety turned out to be 2.3 (higher than the accepted value of 
1.5). “Fig. 5” represents the output of the software.   

 

 

I. Leachate collection system 
The leachate produced from the deposited solid wastes must 

be collected in properly engineered system to prevent its 
buildup in the landfill, and to recirculate it in the landfill to 
fulfill its bioreactor function. The leachate collection system 
within one cell consists of a mesh of 20 horizontal pipes 
sloping downwards at a slope of 2% in a crisscross manner (10 
towards each side of the cell), and 8 vertical pipes sloping 
downwards at a slope of 2% in a zigzag manner as well. The 
mesh will feed 8 vertical pipes outside the cell (along the 
longitudinal dimension of the cell) which will feed in turn 4 
main pipe connected to 4 tanks that will collect the leachate 
produced. 

The quantity of leachate produced is calculated as a function 
of the following parameters: 
1. Rainfall quantity entering the cell the first five years = 

187.2 lb. 
2. Rainfall quantity entering the cell after its closure (starting 

year 6) = 46.8 lb. 
3. Amount of leachate recirculated in each cell (starting year 

6) = 600 m3/month. 
4. Dry weight of each lift, their cover and their moisture 

content. 
5. The capacity of each lift to hold water. 
6. The soil specific weight of the cover material = 3000 

lb/yd3. 
7. The total weight of each lift (including dry weight of lift, 

water reaming and cover). 
8. The average weight above each fill. 
9. The quantity of gas produced. 
10. The quantity of water consumed in the production of gas. 
11. The quantity of water vapor in the gas. 
Note: the calculations were carried out using the correct unit 
conversion to be consistent with the units. 

The calculations of the produced leachate are made for each 
year throughout the life span of the landfill. Figure 6 shows the 
results of the calculations [9]. 

The calculations result in a peak amount of leachate 
produced at the end of year 5, which is equal to 17376.16 m3. 
This obtained number was used to design the pipes of the 
leachate collection system. The pipes are sized as follows: 
1. The 20 horizontal HDPE pipes within the cell are sized 

with a 30 cm diameter. 
2. The 8 vertical HDPE pipes within the cell are sized with a 

20 cm diameter. 
3. The 8 vertical HDPE pipes outside the cell are sized with a 

40 cm diameter. 
4. The 4 main horizontal HDPE pipes outside the cell are 

sized with a 60 cm diameter. 

 

Figure 5. Output of Slope/W 
 

Figure 6. Leachate production 
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J. Leachate recirculation 
Very little research is done concerning the optimal leachate 

recirculation systems and leachate recirculation rates. 
Therefore, the recirculation system as a whole will be similar 
to a system implemented by Veolia in a bioreactor in France. 
This bioreactor had an area of 2.25 hectares and a height of 
around 21m. In the tests conducted by Veolia, the leachate 
recirculation rate that optimized gas generation was 
200m3/month, with a methane generation of 35m3 in 200 days 
[10]. By scaling the bioreactor to the Metn bioreactor, the 
system will become as follows: a series of 75mm diameter, 
perforated PVC pipes along the width of each cell spaced at 
25m from each other. These pipes will be located at the bottom 
of the gas collection gravel layer. The recirculation rate is 
600m3 of leachate and storm water per month per cell. The 
storm water will be collected in a lagoon that will be mixed 
with the leachate produced from the landfill to provide the 
required amount of leachate to be recirculated (in case the 
leachate produced is not enough for recirculation). 

 

K. Landfill Gas (LFG) collection 
Every pound of waste deposited into the landfill will 

produce a cumulated 0.749 m3 of landfill gas as seen in “Fig.  
7”, which consists of 60% Methane and about 38% Carbon 
Dioxide, the remainder are traces of other harmful compounds 
[10]. The gas production curve in “Fig. 7” was developed using 
a triangular gas production function. It is calculated that a total 
weight of 14,707,506,000.0 pounds of waste will produce 
10,379,297,092.000 m3 of LFG over 35 years at STP. 

The landfill gas collection system aims at minimizing the 
risk of LFG migration outside of the landfill and minimizing 
the impact on air quality; this effectively reduces risk of 
landfill fires. By effectively controlling LFG, energy recovery 
from the landfill becomes permissible. The LFG collection 
system is affected by the composition of the waste, the leachate 
level, the applied suction, and gas well type. This project will 
require vertical gas wells drilled down to within 2 meters of the 
liner for active extraction of the gas. The connections to the 
overall network will provide flexibility to allow for waste 
settlement. The gas collection system will comprise of: 

 
1. 700mm diameter HDPE perforated pipes placed at 30-

meter intervals. 
2. A collection network designed to handle the surge flow 

rate of 70 m3 / hour at year 5 per active cell per individual 
gas well. 

3. Gas wellheads fitted on every well made of Polyethylene 
to control and monitor gas extraction and routing to the 
collection network.  

4. The upper portion of the vertical gas well must be sealed 
with 1 meter of Bentonite from the surface downwards to 
provide impervious sealing and prevent LFG leakage into 
the atmosphere. 

5. Perforated slot widths should be equal to 5 mm. 
6. The pipes must be surrounded by 30mm well-rounded 

aggregates, each. 
7. Condensation removal stations to ‘dewater’ the gas and 

prevent restriction of flow, this returns to the waste as 
leachate. 

8. Extraction pumps fitted with centrifugal compressors 
providing a suction pressure of 20 KPa. 

9. LFG monitoring wells placed around the perimeter of the 
landfill to check for unlikely ground migration.  

10. A gas collection tank is provided to store the gas 
produced in the first 2 years of operation (3,538,540 m3). 
The methane will be stored under a pressure of 30 MPa in 
a tank with a volume equal to 11,950 m3. After which, the 
stored gas will be sent to electricity generation and any 
further gas production will be directly routed towards 
electricity generation. 

 

L. Pavement Design 
The amount of waste to be transported to the landfill creates 

a considerable volume of truck traffic that must not be 
neglected. Therefore pavement design was done using the 
AASHTO 1993 Method [13] in accordance with PaveXpress 
software for flexible pavement design. 

 
Given the volume of waste to be hauled into the landfill over 

the operational lifespan of 35 years, an average of 63 trucks a 
day will be entering and leaving the landfill. The flexible 
asphalt pavement is designed taking into consideration: 

 
1. The predicted loading on the pavement. 
2. The reliability of the pavement. 
3. The pavement structure, which is the Structural Number 

(SN) expressing the actual strength of the pavement. 
4. And the Serviceable life of the pavement (35 years). 
5. The strength of the soil beneath the pavement. 

 
The results were conservative and provided a reliable design 

to account for further increase of loading on the pavement in 
the likely case that the landfill is expanded for future 
accommodation of additional MSW. The structure of the 
pavement facilitating the trucks is as follows: 

 
1. Aggregate Subbase of 100 mm. 
2. Aggregate Base of 100mm. 
3. And Surface Asphalt layer of 140 mm. 
4. Resting on a subgrade soil having a Resilient Modulus of 

103 MPa. 
 

Providing a 95% reliable design over 35 years it is safe to 
say the pavement will handle the continuous traffic load.  

 

Figure 7. Gas production rate and cumulative gas production curves per 
pound of deposited waste showing stability at year 20 onwards. 
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M. Site layout 
The landfill site which can be seen in Appendix B, consists 

of the following units: 
 

1. Administrative building: 10x30m 
2. Garage for storage and repair of equipment and landfill 

trucks: 30x20m 
3. Parking for employees and visitors: 20x20m 
4. Gas tank for storage of landfill gas before transfer to 

power plant: 20x20m 
5. Leachate storage tank for storage of leachate before 

treatment (included inside treatment plant) 
6. Leachate treatment plant, to treat saturated leachate that 

cannot be recirculated anymore: 60x40m 
7. 7 cells where the waste will be dumped: 500mx150mx19m 

each 
8. Access roads for garbage trucks to reach the active cells: 

10m wide 
9. Drainage trenches surrounding the entire landfill to reroute 

surface water to an open lagoon to collect the storm water 
for later use 

 
While a cell is being dumped in, the native soil that will be 

used as daily cover will be piled on the adjacent, unexcavated 
cell.   

N. Electricity Generation 
The bioreactor gas collected at the landfill site contains high 

amounts of methane compared to the relative maximum 
amount of around 55 %. This gas is going to be transformed to 
electricity using a double fuel internal combustion engine or 
gas turbines whenever small installations exist (i.e. up to 5 
MW) and steam turbines whenever large installations exist.  
 According to the World Bank, the electric power 

consumption in Lebanon per capita was estimated to be 
around 3499.37 kWh in 2011 per year [11] equivalent to 
291.614 kWh per month. 

 Assuming each household contains on average 4 people. 
 Given that 1 MWh of electricity needs 700 m3 of methane 

[12].  
 The total landfill gas volume produced over 35 years is 

10,379,297,092 m3.  
 

Thus, 14,827,567,270 kWh of energy is produced over the 
35 years.  For one year, a total of 3499.37 kWh is needed per 
household; therefore a total of 34993.68 kWh is needed per 
household for 10 years. Accordingly, a total of 423,721 houses 
near the landfill can be served for a period of 10 years. 
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APPENDIX: 
 

A. The figure below shows the leachate collection and liner systems cross-section and materials along with the appropriate layer 
thicknesses. 

 
 

B. The figure below displays an AutoCAD drawing of the landfill layout showing the buildings, roads, and overall boundary of 
the landfill and its cells. The drawing is to scale but lacks dimensions for the purpose of prioritizing the components’ spatial 
distribution on the project site. 
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C. The figure below is showing the designed access road within the project site based on the AASHTO 1993 method. It is a 
simple cross section with the structural components to the road drawn to scale. The service road also is shown which will be the 
facilitating road leading to the active cell where trucks will daily commute to deposit waste and leave. 

 
 
 

 



382

Traffic Estimation Using Implemented and Proposed 
Sensors in the Greater Beirut Area 

Omar Masri, Omar Nahas, Nour Nachabe 
Electrical and Computer Engineering Department 

American University of Beirut 
Beirut, Lebanon 

oym00@mail.aub.edu, omn02@mail.aub.edu, njn07@mail.aub.edu  
 

 
Abstract- The Lebanese Transportation sector is in complete 

disarray leading to social, environmental and economic problems. 
The aim of this project is to alleviate some of the heavy traffic 
load from the Greater Beirut Area roads. Under the supervision 
of the National Committee for Scientific Research (NCSR), a 
traffic estimation algorithm will be developed in order to be 
implemented in an application to alleviate the deficiency in the 
transport sector. The proposed method is to fuse data from a 
speed sensor or GPS probe with the data from the counters 
upstream and downstream the link. Travel time estimated will 
then go towards the pursuance of the development of the 
Advanced Traveler Information System (ATIS). The system 
would inform users of what roads are congested and which ones 
are not. It also informs them of the duration of the trip on a 
certain route given a source and destination. This will allow policy 
makers to produce informed and helpful decision that will 
hopefully solve the Lebanese congestion problem. The impact of 
such a system on the environment and specifically with the 
gaseous emissions was assessed in order to emphasize the benefits 
if such a system is implemented in Lebanon.  

Overall the project is aimed at creating a comprehensive 
framework to mitigate the effects of the major problems, traffic 
congestion and pollution, from which Lebanon has been suffering 
over the last three decades. 

I. INTRODUCTION 

Congestion and lack of efficient road transportation is a 
major social, economic and environmental problem in Lebanon. 
The project aims to address this problem, part of the many 
problems, which plague the transportation sector. By having 
correct traffic estimation data, officials would be able to take 
more appropriate decisions and hopefully alleviate some of the 
congestion that currently infects the Greater Beirut Area 
(GBA). 

The National Council for Scientific Research (NCSR) is 
currently working with Dr. Azzam Mourad who is an associate 
professor of Computer Science at LAU to develop solution for 
the Lebanese traffic problem. Dr. Mourad is also the 
Coordinator of Associated Research Unit on Intelligent 
Transport & Vehicular Technologies. This final year project is 
part of a greater project that is currently being undertaken by 
seven other universities in Lebanon and abroad. The traffic 
estimation algorithm that is being developed is going to go 
towards a mobile application that will serve as an Advanced 
Traveler Information System (ATIS). 

II. MOTIVATION 

The transportation sector allows for mobility and 
accessibility. It allows people and freight to be mobile so they 
can go from location A to location B by using any of the 
modes that are available within the country or globally. 
Moreover, it eases the accessibility of certain services for 
people. For example, a person currently at home cannot have 
access to all the food supplies in a market without the use of 
the transportation sector. So with transportation, people, 
services, industries, companies, corporations etc. are connected. 
This allows the production and consumption of products to 
occur at different locations. Accordingly, economic growth has 
always been dependent on increasing the capacity and 
rationality of transport.  

In Lebanon, the road network consists of 22,000 Km of 
roads, of which only 6,380 Km are considered as paved roads 
while the rest are governed by municipalities. The land 
transport sector suffers from major problems including lack of 
organization. Thus major cities especially the GBA suffer from 
high amounts of congestion. Most arterial roadways, highways 
and intersections suffer from severe under-capacity and delays. 
In addition, the daily passenger trips are expected to 
exponentially increase [1].   

The Lebanese vehicular fleet is composed of 1.58 million 
vehicles of which 85% are passenger cars, 0.9% are buses, 
8.9% are trucks and 5.2% are motorcycles [2]. Moreover, the 
Lebanese fleet is mostly compromised of old vehicles with 
more than 70% of the cars on the road being over 10 years old 
(as can be seen in Figure 1 below). 

 

Figure 1: Private Fleet Age Distribution. Source: [2] 
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Figure 1: Private Fleet Age Distribution. Source: [2] 

Lebanon suffers from a lack of public transportation 
infrastructure. For example, only 0.9% of vehicles on the road 
are buses. The bus grid is characterized by being insufficient, 
lacking in infrastructure (such as bus stations and depots) and 
possessing old and polluting buses. Furthermore, the old 
Lebanese railroad system is out of commission. Lebanon 
therefore suffers from a ratio of 526 cars/1,000 persons [1]. 
This high vehicle to person ratio characteristic of Lebanon 
leads nicely into the next motivation, which covers congestion. 
Congestion is the condition within the road network when the 
capacity of a section of the network is exceeded by the demand 
at a certain point in time. It is characterized by increased travel 
time, very slow speeds, erratic stop-and-go driving, and 
increase in operation costs [3]. The results of the congestion in 
the GBA are: significantly higher than average fuel 
consumption and higher levels of carbon monoxide emissions. 
Congestion is a major problem in the Lebanese network and is 
becoming harder to ameliorate. According to Lebanon’s 
Second National Communication to the UNFCCC in 2011, the 
GBA accommodates more than 5 million daily passenger trips. 
It was shown that more than 50% of these trips have a distance 
of around 5 Km and a 15% of the travel time spent stationary 
[1]. A clear pattern emerges from Figure.2 pertaining to a high 
level of accelerations at low speeds. Most of the road going 
traffic in the GBA is concentrated at -0.5 to 0.5 m/s2 on the x 
axis and at 0 to 20 Km/h on the y axis. This means that drivers 
spend most of their time on the road either braking or 
accelerating at low speeds. This leads to the conclusion that 
most cars in the GBA suffer from stop and go traffic 
(congestion).  

 

Figure.2.  Acceleration distribution in the Greater Beirut Area. 

Source: [2] 

The overall motivation for the traffic estimation 
algorithm is to provide the foundation for the NCSR team to 
implement the mobile application that will serve as an 
Advanced Traveler Information System. This application will 
give users specific information in real-time about traffic and 
congestion problem. This will in turn influence the users’ road 
choice, departure time and even the decision of whether to get 
on the roads or not. Therefore, the aim is to improve the 
efficiency of the transportation sector, reduce congestion and 

traffic and decrease overall fuel (energy) consumptions in 
Lebanon. 

III. SOLUTION METHODOLOGY 

To estimate traffic in the Greater Beirut Area is a problem to 
be tackled piece by piece. Thus it was branched and travel time 
within the links was given the most focus. 
The travel time within the link is a hard to estimate value. The 
classical analytical procedure for travel time estimation is a 
typical method that makes use of sensors upstream and 
downstream the link in order to plot cumulative car counts at 
the two positions. In Figure 3, these are U(t) and D(t) [19]. 
Assuming: a) First-In-First-Out (FIFO) discipline is respected 
for all vehicles traversing from u/s to d/s (i.e., there is no 
vehicle overtaking); and b) the vehicles are conserved (i.e., 
there is no loss or gain of vehicles between u/s and d/s). The 
vertical distance (along Y-axis) between the two plots at time t 
defines the instantaneous number of vehicles (n) between the 
two locations. The horizontal distance (along X-axis) for count 
i defines the travel time (tti) for the ith vehicle [4]. The classical 
analytical principle for average travel time estimation defines 
the total travel time for all the N vehicles departing during the 
travel time estimation interval (TEI) (from the location d/s) as 
the area (A) between the two cumulative plots. Average travel 
time per vehicle is the ratio: A/N [4]. Even if FIFO discipline 
is not respected, the area (A) between the two plots represents 
the total travel time as long as all the vehicles which arrive at 
upstream during time t1 and t2 actually depart at downstream 
during time t3 and t4, and vice versa. 

 

Figure 3: Classical analytical procedure for average 

travel time estimation Source: [1] 

This method is vulnerable to relative deviation. This condition 
is difficult to achieve in real life situations due to the following: 
Detector error and mid-link sources and sinks. In addition, the 
procedure doesn’t allow the differentiation of the flow between 
different link movements since it is a cumulative average. 
Another source of data can be a travel times of vehicles 
equipped with GPS devices that are called probes. The data 
from both sources is redundant and complementary and thus 
can be used in a solution that merges multi-sensor data in order 
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to estimate travel times [5]. Both Bhaskar and Hage developed 
methods that combine both the probes and vehicle counts in 
order to come up with an algorithm to provide better travel 
time estimates. Data fusion is the processing tool that takes 
into account the quality of the data provided by each source 
with the aim of increasing the accuracy, reliability and 
robustness of the estimation [5]. Ashish Bhaskar in his thesis 
[6] estimated the cumulative number of vehicles plots on the 
upstream and downstream of a link. These numbers (or 
cumulative plots) are deterministically corrected by adding the 
data from the probe vehicles. 
As part of the project, a speed sensor was tested as a 
supplementary data source in order to remedy the relative 
deviation within the classical analytical procedure. 
Thus, in order to tackle the travel time issue within links, a 
speed sensing system was implemented. Extensive testing was 
done in a closed area as well as on public roads for the sensors 
in order to affirm its reliability and integrity. 
Further testing took place when a full fledge test was 
conducted. During this test, we collected data from ongoing 
traffic as if simulating NSCR sensors. In addition, the speed 
sensing system and the GPS probe were tested in the same 
environment and at the same time thus allowing us to compare 
their respective results. 
Finally, the experiments discussed above yielded the required 
data to produce and test a traffic estimation algorithm based on 
travel time within individual links. 

IV. IMPLEMENTATION 

A. Speed Sensor Implementation 
In this section of the paper, the overall preliminary testing and 
implementation of the speed sensor system will be taken into 
consideration. 
An Arduino board serves as the programmable controller. The 
advantage of this board is that it allows programming with high 
level languages such as Java. For each sensor installed, an LED 
was installed, indicating if the sensor is triggered or not. 
Finally, it was time to test both sensors running at the same 
time and observe the results. Figure 4 highlights the circuit that 
was employed by the team. The distance between the sensors 
can be adjusted as needed since the cables are quite long 
(around 1.5 m). In this particular case, the IR sensor on the left 
has detected an object passing in front of it. Hence the left 
LED is illuminated. The timer is triggered at the moment that 
the left sensor detected an object. The timer is stopped when 
the object passes through the right sensor’s field of view. 

 

Figure 4: Preliminary speed sensing system test 

B. Traffic Estimation Algorithm Implementation 
 
Implementing the Classical Analytical Model in MATLAB 
In order to investigate on how to fuse the data form the 
counters and the speed sensor data, the classical analytical 
model was to be implemented in code. The model takes in two 
plots and calculates the area between them given a fixed Y axis 
interval (as seen in Figure 5). The area is then divided by the 
same Y-axis interval in order to attain the travel time per 
vehicle.  
The model was implemented in MATLAB since the need for it 
was for simulation and since MATLAB has built in functions 
that ease the process. The main built in function to be used was 
“trapz” which calculates the area under a graph using the 
trapezoidal method, which is sufficient to our purpose. The 
function takes a list of abscissas and a list of ordinates in the 
format trapz(X, Y). The input to the function was inputted in 
reverse order i.e. trapz (Y, X). The function then calculates the 
area between the Y-axis and the graph not the area between the 
X-axis and the graph. In order to calculate the area between the 
two graphs, two areas were calculated from the Y-axis towards 
the two plots respectively and then their difference would 
represent the area between the two plots (as shown in the 
Figure 5 below).  

 

Figure 5: Illustration on the implementation of the 

Classical Analytical Model 

Using the Speed Sensor to improve the results from the 
Classical Analytical Model 
As discussed before, the Classical Analytical Model is mainly 
sensitive to the conservation of flow. The method would result 
in erroneous travel time estimations if there are mid-link 
sources or sinks. These mid-link infrastructures can act as 
sources or as sinks dependent on the time of day and the day of 
the week [7]. A significant proportion of the flow can be lost or 
gained by these infrastructures. This proportion is dynamic but 
on average 10% of the flow is lost or gained [7]. Figure 6 
shows the effect 10% loss in a mid-link sink on the classical 
analytical procedure.  
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Figure 6: Effect of mid-link sink on the classical 

analytical procedure. [21] 

The Upstream count U0(t) contributes to both the downstream 
count D(t) and the vehicles lost in the mid-link sink. The main 
concern is to identify the vehicles in the upstream count U0(t) 
that only contributed to the downstream count D(t). That is 
represented in the Ur(t) plot where only the vehicles that 
contributed to the downstream count are considered. Ur(t) is 
unknown and the travel time is calculated using U0(t) and D(t) 
which results in the error represented in the shaded area 
between U0(t) and Ur(t). Leaving this relative deviation 
unchecked and uncorrected the error might grow exponentially.  
Considering the case of a mid-link source, the upstream count 
will become less than the downstream count: U(t) < D(t). Then 
the area between the upstream and downstream the link will 
become negative and thus the travel time cannot be calculated. 
This situation was observed when the field test was conducted. 
This forces the addition of vehicles to the upstream count U(t) 
in order to act as upstream vehicles for the extra count coming 
out of the link in D(t). 
The issue is to be addressed by integrating supplementary data 
to that of the counts in order to remove the relative deviation 
between the two plots. The initial attempt was to use data from 
a mid-link speed sensor in order to remedy the issue. 
Problems associated with such an attempt: 

1. Speed Sensors attain spot speed and that might not be 
representative of the average speed on the link. 

2. Speed sensor developed might not get the speed of all 
the cars crossing the link. 

3. Speeds cannot be associated with time given the 
design of the speed sensor algorithm. 

Assumptions associated with this attempt: 
1. The point in the upstream count U0(t) to be adjusted 

is only the top point in the graph Ymax. 
2. The average speed brought by the speed sensor is to 

be used to adjust the point in the graph. 
3. First In First Out (FIFO). 

The algorithm developed by Bhaskar in his paper [7] will be 
used, given the assumptions above, in order to improve the 

travel time by the counters (classical procedure). The method is 
modified in order to be used with the speed sensors. 
The modified algorithm applied on the data from the Speed 
Sensor: 

1. Cumulative plots are defined by integrating detector 
counts with signal timings. 

2. Average travel time is calculated from the speed 
sensors. 

3. Point through which U(t) should pass are defined at 
the largest point in D(t). 

4. U(t) is redefined by vertical scaling and shifting the 
plots so that it passes through the points defined in 
Step 3. 

5. Finally, average travel time is defined as the ratio of 
the area between the plots and number of vehicles 
departing. 

How to Redefine U(t): 
Supplementary data sources are used to identify points which 
U(t) should pass in. Take the point [tref, U(tref)] as the point 
where there is confidence that U(t) should pass in (U(t) already 
passes through this point) and point [tp, Yp] through which U(t) 
should pass (U(t) doesn’t pass through this point yet). 

1. Before point tref there is no correction applied: 
correction= zero. 

2. Between point tref and tp U(t) is scaled vertically. 
3. After point tp U(t) is shifted vertically such that it 

stays parallel to the previous curve. 

 
NOTE: what is being corrected is the rank of the vehicles 
coming into the link. The presence of a mid-link source or sink 
only affects the rank of the vehicles in the plot, which results in 
the relative deviation. 
Figure 7 shows an example of a mid-link sink where the 
vehicles C and D didn’t exit the link normally and thus are not 
counted in D(t). Thus in U(t) the ranks of points E, F, and G 
are 2 slots higher than what they are. In order to remove the 
relative deviation, their ranks should be decreased accordingly 
by taking the point B as the reference point. From point B to 
point E the graph is scaled. From point E to G the graph is 
shifted down two slots and kept parallel to the original plot. 
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Figure 7: Example on Redefining the U(t) [21] 

How to Define Points Where Plot Should Pass: 
The probe data comes in as two lists [tu] and [td] where the first 
is all the time stamps when the probe reached upstream the link 
and the second is the time stamps when the probe reached 
downstream the link. The jth element in both lists corresponds 
to the jth probe. 
In order to identify the points where the plot should pass the 
two lists are sorted in ascending order. [td] is sorted since the 
points are fixed to D(t). [tu] is sorted to make sure the redefined 
U(t) is monotonically increasing and satisfies SUM(delta t)=0. 
The sorted lists are then used to identify the points where U(t) 
should pass: [t’u, D(t’d)]. 
Using the speed sensor, the average speed is used in order to 
find the point where the plot should pass. The point where the 
plot should pass in becomes [tmax-tspeed, Ymax]. This is the max 
point in D(t) [tmax, Ymax]with a modified abscissa. 
 
How to Define Reference Points: 
The initial reference point is defined in free flow conditions 
and then the second point is fixed according to that one. So if 
[P1, P2, P3, ..., Pn] is the list of n points from where U(t) should 
pass, then for redefining U(t) for point Pi, the reference point is 
Pi−1. Thus the last point where U(t) should pass becomes the 
reference point when there is a need to redefine U(t). 
Using the Probe to improve the results from the Classical 
Analytical Model 
Probe vehicles (e.g., taxi fleet), are vehicles equipped with 
vehicle-tracking equipment (e.g., Global Positioning System) 
and can provide data for a vehicle’s trajectory (time stamp and 
position coordinates) and hence its travel time. They represent 
the random sample from the population of the vehicles 
traversing the link. Therefore, average travel time for all the 
vehicles traversing the link can be estimated by statistical 
sampling techniques [7]. 
Data is fused from the detector and probe vehicles, with the 
goal of improving the accuracy and reliability of the estimates 

on travel time. This would relieve the errors induced by 
interaction with external controls such as signals and 
significant proportions of flow from and to mid-link sources 
and sinks found in urban areas. 
 
The algorithm as by Bhaskar who developed it as part of 
his CUPRITE procedure is as follows: 

1. Cumulative plots are defined by integrating detector 
counts with signal timings. 

2. Probe information, list of [tu] and [td], is defined by 
fixing real probe data with D(t). 

3. The above list is appended by virtual probe data if 
conditions for virtual probe are satisfied. 

4. Points through which U(t) should pass are defined. 
5. U(t) is redefined by vertical scaling and shifting the 

plots so that it passes through the points defined in 
Step 4. 

6. Finally, average travel time is defined as the ratio of 
the area between the plots and number of vehicles 
departing 

 

V. EXPERIMENT DESIGN AND TESTING 

A. Speed sensor testing 
The first test was done in order to verify the integrity and 
validity of the Arduino code for the speed sensor. The speed 
sensor at its core was designed to measure the time required to 
cross a predefined distance between the two sensors and then 
eventually come up with the speed given the distance.  
Limitations in the Sensor: 

 The speed sensor works for a single car at a time. 
 The speed sensor works on a single lane at a time. 
 The speed sensor acts in a single direction only. 
 The speed sensor only outputs time when the IR 

sensors are activated correctly. 
The limitations exist due to the algorithm followed within the 
Arduino chip. The timer is only activated when the first IR 
sensor, which is supposedly found upstream, is activated. It is 
only stopped when the second IR sensor is activated and only 
if the first was already activated. The main cause of these 
limitations is that the upstream IR sensor cannot be triggered 
after it was initially activated since it would be waiting on the 
stimulation of the second sensor to terminate the timer. A 
simple remedy to that would be the usage of a queue data 
structure. Each time the upstream IR sensor is activated a time 
stamp is pushed in the queue and when the downstream sensor 
is activated the top time stamp is popped from the queue and 
compared to the current time stamp to give the time elapsed. 
Methodology of Testing 
The procedure is as follows: 

1. The sensor was setup 
a. The Arduino was placed in a convenient 

place and connected to a laptop 
b. The two IR sensors are placed 2 meters apart 

on two stools. 
c. The Serial Com is activated on the laptop. 
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2. A vehicle was driven around in front of the sensors 
inside the range of the IR sensors. 

3. The readings were taken from the laptop. 
4. Readings were taken from the speed-o-meter inside 

the vehicle. 
5. Comparison between the speed sensor results and 

actual speed-o-meter reading was performed. 
Results and Analysis 
The experimental procedure was performed several times in 
order to verify the integrity of the sensor. Table 1 summarizes 
the results: 

Table 1: Speed sensor experimental results 

Time (sec) Sensor Speed 
(km/h) 

Speed-o-meter 
(km/h) 

1.47 4.9 5 

1.07 6.7 10 

0.80 9 10 

0.96 7.5 10 

0.59 12.3 15 

0.51 14 15 

0.52 13.8 15 
 
The first column is the raw data from the sensor as a form of 
time in seconds. The second column is the speed calculated 
from the sensor. The last column is the speed read from the 
speed-o-meter.  
Illogical readings were appearing when the speed sensors were 
placed at a small distance from each other. Therefore, a 
distance of 2 meters was used between the two sensors. This 
distance acts as a buffer zone in order to minimize speed-
sensing errors. It should be noted that the first data given from 
the sensor on a car pass is not erroneous since the first 
activation of the sensors happens on the front bumper. The 
upstream IR sensor even though it’s constantly activated by the 
vehicle passing it, it is not actually making any trouble since it 
is waiting for the second sensor to be activated to report time. 
After the second IR sensor is activated the first time, erroneous 
data starts coming in from the sensor. Getting the IR sensors 
far enough to allow the whole car to pass the upstream sensor 
before activating the downstream IR sensor solved this. 
Table 1 shows that the speed sensor is giving accurate data. A 
14.5% error can be extrapolated from the results. This 
percentage in error can be attributed to human error in reading 
the car’s speed-o-meter. Errors between the speed-o-meter 
readings and the sensor are minute given the intrinsic error 
found in the speed-o-meter. The speed sensor is functioning 
well and is giving good readings as it is. 
B. Traffic Estimation Algorithm Testing 
The second test was made in order to simulate the data coming 
from the counters and be able to test the MATLAB code, 
which applies the Classical Analytical Model. In addition, 
further data was gathered regarding positioning the speed 
sensor inside the link. Data was also gathered in order to test 
the use of GPS probes to remedy the relative deviation in the 
Classical Analytical Method. Moreover, the street chosen 

contained a minor mid-link source/sink (mostly acted as a 
source during the test time) which allowed us to test the 
difference between the speed sensor and the GPS probe in 
improving the travel time estimation. 
 
The link chosen is the one linking American Eagle Outfitters to 
Napolitana Pizzeria in Hamra as seem in Figure 8. The actual 
road length is 102.3 meters. 

 

Figure 8: Field Test area 

Testing Prerequisites 
Before testing and in order to facilitate the testing procedure 
and allow simulating the counter data, an android app was 
developed/implemented. The app allows getting a time stamp 
of the current time at a button press. Thus it allows us to get 
the exact time when a car crosses a certain gate representing 
the counter. Each time stamp corresponded to a single vehicle. 
The data the app collects is stored in a text file on the phone, 
which allows easy data recovery. The app was deployed on 
two phones to simulate upstream and downstream counters.  
The interface of the app is shown in the Figure 9. 
 

 

Figure 9: User interface of our android counter application 

Mid-link Source/Sink 
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The UI as seen contains three items. The first is the ListView, 
which shows the time stamps that got recorded and stored on 
the phone. The two buttons ADD and RESET allow us to add 
time stamps to the phone at each press of the button ADD and 
allows resetting the ListView at the press of the button RESET. 
Observed Conditions at Time of Testing 
The following conditions seemed prominent on Thursday 21st 
January at 10:30 am: 

- The link had a consistent flow of vehicles.  
- Pedestrian crossings were minimal. 
- Shared Taxis were stopping on the right but with little 

effect and frequency. 
- Double parking was noticeable. 

Methodology of Testing 
The procedure stated in this section was followed in order to 
achieve the outcomes required for this test.  

1. The team moved to the link with the app deployed on 
two android phones. 

2. The Tasks were divided 
3. One member was to get time stamps of cars upstream 

the link 
4. Another member was to get the time stamps 

downstream the link 
5. The last member was to find the speed of the cars 

using a speed trap at the middle of the link 
6. An extra person was to drive with the GPS probe in 

the vehicle around the area passing through the link 
multiple times throughout the test duration 

7. The two members upstream and downstream had to 
wait for the same car to cross the road in order to start. 
(Same Y-axis) 

8. After a certain count the speed trap was moved 
slightly upstream and speeds were recorded 

9. The test terminated after 40 minutes corresponding to 
about 380 vehicles/counts 

Results and Analysis 
After the testing ended, the data was extracted from the phones 
and aggregated. The data was aggregated to further mimic the 
counters that are available as per the constraints stating that the 
data come in at 10-minute intervals. The data from the speed 
trap was used to attain the average spot speed at the two spots.  
The data from the application on the phones was aggregated 
and summarized in Table 2. 

Table 2: Phone application data summary 

Upstream 
Time 
(Seconds) 

Upstream 
Counts 
(Aggregated) 

Downstream 
Time 
(Seconds) 

Downstream 
Counts 
(Aggregated) 

0 0 24 0 

600 101 600 97 

1200 197 1200 192 

1800 297 1800 295 

2400 384 2400 391 

The average speeds that were attained from the speed sensors 
are as follows: 

 Speed Sensor 1: 20.42 km/h 
 Speed Sensor 2: 23.95 km/h 

Assuming a uniform speed throughout the link yields the 
following travel times coming from the sensors: 

 Speed Sensor 1: 18.04 seconds 
 Speed Sensor 2: 15.38 seconds 

Probe data collected in a raw format is as follows: 

Table 3: Raw data coming from the probe 

Tu (Seconds) Td (Seconds) 

722.26 745.26 

1507.86 1538.15 

2185.25 2206.25 

2383 2400 
The probe data was modified in order to be used in the 
algorithm in order to remedy the relative deviation caused by 
the mid-link source. The data is represented in Table 4. 
 

Table 4: Probe data modified to be used 

Position Travel time 

120 23 

250 30 

360 21 

391 17 
 
The Data stated above was used in order to achieve travel time 
estimations. Data from the counters on its own cannot be used 
to get the travel time. This is due to the fact that the two plots 
cross as seen in Figure 10. 

 

Figure 10: Plot of the unmodified vehicle counts from counter 

data 
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The counter data was modified using the speed sensor as 
discussed in the implementation. The following plot was 
obtained. 

 

Figure 11: Plot of the vehicle counts with the data using the speed 

sensor 

The data was then modified using the GPS Probe data and the 
upstream graph was modified as in the implementation. 

 

Figure 12: Plot of the vehicle counts with the data modified using 

the speed sensor 

Applying the MATLAB code in order to get the travel times 
from all the two latter plots. The results are as follows: 

 Travel time after correcting the relative deviation in 
the cumulative plots using Speed trap 1: 19.4 sec 

 Travel time after correcting the relative deviation in 
the cumulative plots using Speed trap 2: 19.02 sec 

 Travel time after correcting the relative deviation in 
the cumulative plots using the GPS Probe data 26.7 
seconds 

It should be noted that the difference in distance between 
the two speed traps is only 13 meters, which is not a very 
significant amount.  

It was observed that the number of vehicles exiting the 
link is higher than the number of vehicles entering the link. It 
was found that 384 entered the link and 391 departed 
downstream the link. Thus the mid-link source/sink was acting 
more like a source than a sink and thus cause the departure of 7 
extra vehicles from downstream the link. In addition, during 
the first 10 minutes of the test it was observed that most 
vehicles took on average slightly below 20 seconds to go 
through the link whereas in the next 20 minutes the time to go 
through the link increased to about 30 seconds and then in the 
final 10 minutes the travel time decreased but to values closer 
to 25 seconds rather than 20 seconds. The average traversal 
time within the link was about 25 seconds given that the later 
30 minutes of the test pushed the average beyond the 25 
seconds mark. 

The speed sensor showed highly varying results when it 
was moved 13m downstream. The reason lies in the fact that 
the speed sensor allows the measurement of the spot speeds, 
which are usually not representative of the average speed on a 
link. The speeds throughout the link vary due to the 
intersections and interruptions at the start and end of the link 
and throughout it. Even though the speed sensor showed 
accuracy of measurement it was not reliable as a 
supplementary data source to the classical analytical model. 
The speed sensor is too sensitive to the fact that it gives a 
single value every time interval without randomness and thus it 
cannot be always statistically representative of the situation 
compared to a more stochastic data set that can be seen in the 
data coming from the probe. 

Even though the travel time from the corrected plots 
resulted in values that are closer to the control value of about 
25 seconds, they still remained unrepresentative of the real 
situation. The values contained a large error. The major 
setback was the fact that the speed sensor results varied 
tremendously and the data didn’t represent the overall travel 
speed in the link. 

The GPS probe data in contrast contributed well to the 
classical analytical model. The data coming from the probe is 
fixed to a given vehicle and thus it gives assurance in the 
departure and arrival times within the link. The values are 
highly representative of the travel time given that the probe 
vehicle has to pass through the link in order to gather the data 
required in the link. In addition, the data comes in at different 
times with different ranks within the D(t) and this adds 
reliability to the data. The travel time calculated by the 
classical model given the ramifications of the GPS probe were 
closer to the true values than were the ones coming from the 
speed sensor corrections. The value contained minor errors but 
if presented to the traveler this data would be sufficient to give 
the traveler a good demonstrative idea about the situation 
within that link. 

VI. IMPACT ASSESSMENT 

A. Economic Effects: 
According to [9] the cost of travel of one passenger inside a 
conventional passenger vehicle of 1 kilometer in Beirut taking 
into consideration the costs of congestion, travel time, 
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pollution and the accident cost is estimated to be around 0.48 
$. The travel time cost accounts for the highest portion of the 
total cost. 
 
Moreover, The Lebanese Ministry of Interior and 
Municipalities estimates in 2012 a 1.3 million total ground 
fleet approximately. 
The travel time cost is estimated to be 0.052$/veh.km. 
Assuming the ATIS will allow its users to travel 20% faster, 
and assuming a linear relationship between travel time and 
travel time cost, the travel time cost will decrease by 20% to be 
0.0468$/veh.km. 
Assuming a daily ground fleet presence of 60% in Beirut hence 
780 000 vehicles circulating in Beirut every day, the travel 
time cost improvement will cause a total saving of: 
 780000 x 0.0468 = 8112$/km travelled. Figure 16 shows the 
percentage of travel time reduction versus the mobility cost 
savings expressed in $/km.  
 

 

Figure 13: Mobility Cost Savings 

Extrapolating this data by multiplying it by the total number of 
kilometers travelled/day will result in considerable estimated 
savings that are due solely to travel time cost improvement 
ignoring the pollution and congestion costs the ATIS 
integration will bring to the transportation network. The study 
is generalized to include reduction in travel time spanning from 
5% to 25%. 
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Abstract—Modern Wi-Fi networks suffer from their static
nature, which prevents them from delivering quality Internet
service at their maximum capacity. This inherent immobile
nature prevents these networks from adjusting to load variations.
Additionally, ground-based Wi-Fi networks are limited to their
places of installation, which prevents redeployment upon demand.
To address this, we propose a solution that employs unmanned
aerial vehicles equipped with Wi-Fi utilizing a 4G back-link.
This offers the ability for the network to be relocated on
demand while dynamically adjusting router locations for optimal
connectivity. This is achieved through the design of a fleet of
blimps fitted with 4G Wi-Fi routers. A microcontroller monitors
the position, altitude, and orientation of the UAVs and uses the
data to reposition the blimp. Target locations for the UAVs are
coordinated via a web-server base station. Bandwidth demand
estimates are drawn from individual router traffic, and are used
in tandem with an optimization algorithm running on the base
station. Together, these will be used to decide on the ideal router
distribution that best services the current demand. In order to
validate this system, a single blimp is constructed and used to
demonstrate that Wi-Fi can indeed be delivered from an airborne
router, and that the blimp can be controlled from a base station.
The operation of an entire fleet of blimps is tested via simulation
to evaluate the performance of the optimization algorithm.

Keywords—Wi-Fi, 4G, Dynamic Networks, Optimized Networks,
Genetic Algorithm, Blimp.

I. INTRODUCTION

The aim of this paper is to study the performance ben-
efits of implementing a dynamic Wi-Fi network instead of
a traditional static network of Wi-Fi routers. As opposed
to its counterpart, a dynamic network has the advantage of
being able to constantly readjust its configuration according
to changing demand patterns. The system proposed in this
paper is a fleet of airborne blimps fitted with Wi-Fi routers
with a 3G/4G back-link. Given estimates in network demand,
a genetic algorithm is implemented in order to repeatedly
reposition the blimps to maximize user connectivity. Variations
of the genetic algorithm have been applied to problems in
Wi-Fi network design[1] and in UAV positioning[2]. Our aim
is to implement a genetic algorithm for continuous network
reconfiguration using blimps as the router carriers. The al-
gorithm is executed on a central base station, and the new
blimp positions are sent to each blimp in the fleet as a
pre-formatted string via a TCP connection established with
the base-station every 10 minutes. The location, altitude, and

orientation of the blimps are determined through a number
of position monitoring techniques[3] that process data coming
from GPS modules, altimeters, and magnetometers. As shall
be demonstrated, the implementation of this dynamic system
results in a network that can adapt to variations in demand,
giving it an advantage over static Wi-Fi networks. Such a
system could be applied to a wide range of practical scenarios,
such as traffic monitoring, providing service at remote events,
and providing communications support in disaster stricken
areas. Previous research has been conducted into the deploy-
ment of static broadband communication systems in disaster
stricken areas[4], highlighting the need for temporary and
quickly deploy-able systems that can provide Internet service
in the event of major infrastructure damage. The organization
of this paper is structured as follows: Section II will discuss
the hardware design including construction of the airship and
it’s gondola as well as the choice of controller. Section III
will discuss the process of estimating network demand. Section
IV will explore the optimization of the network distribution.
Section V will provide a brief overview of the communication
setup utilized and Section VI will provide a discussion of
additional modules possible and reflect on the flexibility and
modularity of the system. Section VII will conclude the paper.

II. HARDWARE DESIGN

Many restrictions arise from building an airship than carries
payloads for a long period of time. Possible options are
an: airplane, helicopter, quad-copter, blimp and a quad-blimp
combination. A comparison of airship design along with the
advantages and disadvantages of each are tabulated and each
specification is ranked in Table II.

Property Airplane Helicopter Quad-copter Blimp Quad-blimp
Power Cost 2 1 1 3 2
Control Cost 2 1 1 2 2
Payload/Volume 3 2 2 1 2
Maneuverability 2 3 3 2 2
DOF 1 3 3 1 2
Stationary flight 1 3 3 3 3
Low speed 1 3 3 3 3
Endurance 2 1 1 3 2
Miniaturization 2 3 3 1 2
Indoor Usage 1 3 3 2 2
Total 17 23 23 21 22

TABLE I. COMPARISON OF AIRSHIP DESIGNS

The quad-copter and helicopter designs are can lift much
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more weight than the blimp design, which is important given
the weight constraint of our project, and the weight require-
ments of the hardware. However, the high energy consumption
is a major problem with this design. The selected UAV design
should maintain a considerable flight time to be practically
implementable. Moreover, having a quad-blimp combination
needs a lot more equipment on board the blimp, reducing the
allowed payload capacity for the communication and control
hardware. As such, a regular blimp design is preferable.

A. Gondola Design

The gondola attached to the balloon will hold all the
equipment needed to operate the blimp. The gondola will
contain the batteries, the controller, the 4G to WI-FI adapter
and the electronic speed controllers (ESCs). Moreover, we
decided on a tri-motor design to manoeuvre the blimp: two
on each side of the gondola to navigate in the x-y plane, and
a third attached to the bottom of the gondola to control the
altitude of the blimp. The final design of the blimp is displayed
in Fig. 1

Fig. 1. Complete gondola and propellers.

B. Choice of Controller

The requirements on the controller of choice are:

1) Ability to connect to the Internet.
2) High-speed control loop.
3) Large memory to buffer sensor data.
4) Support for parallel execution.

Internet connectivity rules out controllers such as the Arduino
and PIC. In addition, the high-speed and parallel execution
requirements render the Raspberry Pi as infeasible. As such, a
suitable controller that abides by the above requirements while
maintaining a low footprint and weight is the National Instru-
ments myRio controller. With it’s built-in Wi-Fi connectivity,
high speed control loop and true parallel execution offered by
the FPGA in addition to it’s capability to buffer large amounts
of data render it the controller of choice.

C. Choice of Blimp Shell Size

The size of balloon needed is dependent on the payload
required. A list of components and their respective weights
are tabulated in Table II-C.

Component Weight (g)
Gondola Box 550
Horizontal Bar 400
myRio Controller 400
WI-FI adapter 200
Sensors 100
Battery 2200 mah (x2) 400
Battery 11800 mah 150
ESC (x3) 150
Brush-less DC motor (x3) 150
Propeller (x3) 150
TOTAL 2700

TABLE II. WEIGHTS OF COMPONENTS

The total required payload of the blimp is approximately
2.5 kg. Therefore, to determine the amount of helium needed
to deliver this payload, a survey of balloon sizes available
in the market was merited. Local suppliers deliver balloons
with either a 1m or 2m diameter balloon. A calculation of
the payload capabilities of these balloons follows: For a 1m
balloon, the volume is V = 4

3πr
3 = 1.05m3. The net

lifting capability calculated for this type of balloon is around
1kg/m3. This leads to a net lifting mass of 1kg, which is
not enough for the gondola. For a 2m balloon, the volume
is V = 4

3πr
3 = 4.19m3. This leads to a net lifting mass of

4kg and allowing enough of a safety margin to lift the gondola
in different temperatures and altitudes.

III. DEMAND ESTIMATION

One great difficulty in operating this system is estimating
user demand [5] in order to optimize the locations of the
blimps. An exact measurement of user demand is difficult
to do without a dedicated router running custom firmware
such as DD-WRT [8], and as such we have chosen to rely
on stochastic methods to approximate the demand incurred by
users in the field of operation. We assume that the amount
of bandwidth demanded by each user is a random variable
D, with a mean and variance determined empirically at start-
up. To compute the mean, elementary bandwidth statistics
procured from the Mobi router are used. Total bandwidth
consumption for each router (blimp) divided by the number
of IP addresses connected to the network is used to estimate
the mean. Computing the standard deviation cannot be done as
cleanly; we shall employ a running estimator that compares the
mean to the amount of bandwidth demanded by each additional
user, or the bandwidth freed up by each disconnecting user.

s = σ =
√
[µ− (µ ∗N −Measured Demand)]2. (1)

Then the bandwidth demand incurred by N users can be
approximated as:

Approximate Demand =
N∑
i=1

Di (2)
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IV. GENETIC ALGORITHM

A genetic algorithm is a nature-inspired search algorithm
that is often used in optimization problems, particularly in
cases where the function to be optimized is highly non-linear
or heuristic in nature. The algorithm borrows many concepts
from the process of natural selection such as the phenomena of
inheritance, mutation, selection, and recombination [6][7]. This
algorithm operates by taking an initial population of solutions
and progressing through several generations. At every stage in
the process, every individual in a population is analyzed for its
survival fitness using a fitness function specific to the current
problem. Individuals are then selected based on this fitness
concept and modified through recombination and mutation to
produce a second generation. This process occurs until either
the desired fitness level has been reached or a maximum
number of iterations has been exceeded. This algorithm is
highly appropriate for our application, due to the stochastic
nature of our demand estimation. The nature of our demand
estimation means that the fitness function is highly nonlinear,
therefore making the Genetic Algorithm a good match for our
problem.

A. Genetic Algorithm Formulation

In order to implement a genetic algorithm, we are required
to have two things: a way to genetically represent the solution
set, and a fitness function. The solution set shall be generically
represented as a vector of addresses indicating the positions of
the fleet of blimps. The fitness function provides a measure of
how fit a particular solution is, and it is this quantity that we
wish to maximize. Let us begin by dividing the overall field of
operation into sectors. Each sector is assigned a unique binary
address, Ai:

Ai = a1a2a3...ak, ai ∈ [0, 1] (3)

The sector containing a blimp is assigned a value of 1,
and all other sectors are assigned values of 0. Within each
sector there is some number of users seeking to access the
network. The demands throughout the sectors is represented
by a demand vector, :

θ =

[
N1∑
i=1

Di

N2∑
i=1

Di

N3∑
i=1

Di...

Nk∑
i=1

Di

]T

(4)

Where k is the number of sectors in our field, and the Ni’s
represent the number of users in each sector. Essentially,θis
a matrix that we estimate and that we have no control over.
For any given optimization, θ therefore behaves as a constant.
A solution is a vector of addresses containing the proposed
location for every blimp in the fleet:

α =
[
A1A2A3...Ax]

T (5)

Where x represents the number of blimps in the fleet. Each
blimp in the fleet is capable of providing a fixed amount of
bandwidth, 8 Mbps. In order to ensure that we are properly
servicing as many customers as possible, we introduce the
constraint to the optimization that the entire field must be
covered by the network, even if there is no more capacity for

a blimp to provide service. This constraint allows us to avoid
potential blind spots where hopeful users are not serviced due
to the fact that they are simply invisible to all blimps in the
fleet.To ensure that this constraint is met, we shall consider that
any sector that is partially covered by a blimp is an uncovered
sector, and must therefore be covered by another blimp.

We can now use the above definitions to formulate our
fitness function. The fitness of a solution is the total amount
of demand serviced by the blimps in our fleet. At the same
time, a blimp configuration that fails to cover the entire field
of operation should receive a fitness value of 0. The result is
the following nonlinear, piecewise fitness function that applies
for a system containing x blimps and k sectors:

F =

{
α ∗ θ all sectors covered
0 otherwise.

(6)

Which can be expanded to:

F =

{
A1θ +A2θ +A3θ..+Axθ all sectors covered
0 otherwise.

(7)

B. Motion Penalty

An improvement to the proposed system is the introduction
of a motion penalty factor P to the fitness function. This
addition would ensure that minimum energy is expended
in repositioning the blimps during a configuration update.
In addition, the a penalty gain is introduced which allows
for the trade-off between maximum service and minimum
motion to be customized. In applications where perhaps some
connectivity could be sacrificed in favor of energy conservation
by keeping blimps stationary, this gain can be increased. On
the other hand, the gain can be reduced in order to increase
the mobility of the system.

P = β ∗ Total blimp displacement (8)

The overall fitness function can now be re-written.

F =

{
A1θ +A2θ +A3θ..+Axθ − P all sectors covered
0 otherwise.

(9)

C. Simulation

In order to test the advantages of this system over a static
system, simulations are conducted on a small scale for both
cases. An arbitrary square field of side length L is divided into
9 sectors of side length L

3 . Three blimps shall be deployed over
this region, and three static Wi-Fi routers, each with the same
bandwidth capabilities of 8 Mbps, and distribution radius of L

2 .
A blimp is positioned at the center of each sector, and the static
Wi-Fi routers are placed in the following configuration, which
meets the constraint of covering the entire field of operation.
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[
3 4 2
4 0 1
0 0 17

] [
3 2 2
4 0 1
0 0 17

]

[
3 10 2
4 0 1
0 0 2

] [
0 0 0
0 0 0
14 0 0

]

Fig. 3. Test Cases

Fig. 2. STATIC CASE

On the other hand, the three blimps are controlled by the
dictates of a Genetic Algorithm and are able to relocate as
needed to maximize user connectivity.

In order to test the performance benefits of the dynamic
system over a static system, the following test cases are used,
where the elements represent the amount of bandwidth being
demanded by each sector.

For each case, the total amount of bandwidth serviced is
compared between the static and dynamic scenarios in order
to highlight the advantages of the dynamic network.

D. Simulation Results

1) Case 1: For the dynamic case, a fitness of magnitude
24 Mbps is measured, and is achieved by the following
distribution of blimps. For all of the following figures, the
X and Y axes represent the position of the blimps in space,
while the Z axes represents the amount of bandwidth being
demanded in each sector.

Fig. 4. CASE 1

In this instance, the static network is able to match the
performance of the dynamic network, also being able to
provide 24 Mbps.

2) Case 2: For the dynamic case, a fitness of magnitude 24
Mbps is measured, and is achieved by the following distribu-
tion of blimps. Notice that in this case, no reconfiguration was
needed. For this demand pattern, this is the most that three
blimps can service while maintaining coverage of the entire
field.

Fig. 5. CASE 2

On the other hand, the static network performs more poorly
than the dynamic one in this case, providing 20 Mbps of
service.

3) Case 3: For the dynamic case, a fitness of magnitude
20 Mbps is measured, and is achieved by the following
distribution of blimps. Notice that in order to achieve this level
of fitness, the network had to re-adjust its configuration.
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Fig. 6. CASE 3

Comparing the two types of networks,we notice that the
static network can supply at most 18 Mbps.

4) Case 4: For the dynamic case, a fitness of magnitude
14 Mbps is measured, and is achieved by the following
distribution of blimps. Once again, we are able to achieve this
fitness through a re-configuration of the blimps.

Fig. 7. CASE 4

Finally, we compare this with the static case that is only
able to achieve a fitness of 8 Mbps, since only one blimps is
able to service the 14 Mbps of demand.

The results are summarized in the following table. We
observe that the performance of the dynamic network, in Table
IV-D4, is consistently better than or equal to that of the static
case.

Configuration Static Fitness Dynamic Fitness
1 24 24
2 20 24
3 18 20
4 8 14

TABLE III. COMPARISON OF STATIC VERSUS DYNAMIC ALLOCATION
FITNESS (MBPS)

V. COMMUNICATION

With the optimization algorithm running on a base-station,
a communication and command transfer protocol is needed
between the controllers on the blimps and the base station.
Data from the sensors, and demand estimates per blimp are
buffered on the myRio. Every 10 minutes, a TCP connection
is opened between the myRio and the base-station with the
myRio transmitting data in the outgoing message, and receiv-
ing update instructions in the reply message, before closing the
connection. Commands from the controller to the base-station
are formatted as displayed in Table V.

Commands from the controller are formatted with the
command name first, a colon, followed by the command-
specific data as such:

command : data1, data2, data3

Command Data1 Data2 Data3
Heartbeat x-position y-position altitude
New User longitude latitude total demand
Deleted User longitude latitude total demand
TABLE IV. COMMANDS FROM CONTROLLER TO BASE STATION

Commands from the base station are formatted with the
command name first, a colon, followed by the command-
specific data as such:

command : data1, data2

A list of commands are in Table V.

Command Data1 Data2
Location update x-position y-position
Recalibrate none none
Return to base x-position y-position
Stop none none
Deploy x-position y-position

TABLE V. COMMANDS FROM BASE-STATION TO CONTROLLER

VI. ADDITIONAL MODULES

Additional modules implementable in such a system are
documented below.

A. Weather Data Collection

Such a system offers the ability for expansion to allow
for reading weather data. Basic weather measurement sensors
we intend to include are temperature sensors, barometers for
atmospheric pressure, hygrometers for moisture content of the
atmosphere, and photocell sensors for measuring amount of
sunlight.



399

Fig. 8. Overall system

B. Vision

Additionally, a camera will be installed on a balloon, that
will transmit basic information that can be used for crowd-
control and monitoring. Examples include population density
estimates, car density estimates, traffic estimation, etc.

VII. CONCLUSION

In this paper we displayed a possible solution to implement
a dynamically adjusting Wi-Fi network. Employing blimps as
an airship, this system can be deployed on demand, and can
be used to offer support to overloaded Wi-Fi networks, supply
connectivity in remote or disaster stricken areas, and serve as
temporary respite for unconnected zones. A major advantage of
this model is the optimization on the router positions to deliver
maximal bandwidth connectivity to each user, while ensuring
all users remain connected. A flow chart of the overall system,
indicating how its constituent parts interact with one another
is shown in Fig. 8
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      Abstract— In this paper, a new reconfigurable antenna 
design is presented. The reconfigurable antenna has a patch 
with the shape of the “AUB 150” logo. The antenna operates at 
GPS, 3G, WiFi, GSM and 4G frequencies. The multiband 
operation is accomplished by the multi-resonant property of the 
‘AUB150’ slots that were etched of the patch and the ground 
plane of the antenna structure. The antenna reconfiguration is 
achieved using two PIN diodes switches. The antenna is 
proposed for integration into various wireless communication 
platforms.  

I. INTRODUCTION 

New wireless communication requirements impose various 
constraints on the design of modern antenna systems. In the 
world of handheld devices, there is a  need for a 
communication systems that can satisfy all constraints and 
fullfill our multimedia daily usage. Reconfigurable antennas 
appear to present a suitable solution that can achieve an 
efficient solution that provides improved gain 
communication over various frequencies. Reconfigurable 
multi-band antennas are based on multi-band topologies 
while adding reconfiguration capability to their operation. In 
order to cover multiple bands of frequencies for wireless 
applications, many related printed flat-plate antenna designs 
have reached multi-band operation using various techniques. 
For example, a compact multiband and a reconfigurable 
Printed Inverted F Antennas (PIFA)  are  designed to operate 
at all needed communication frequencies [1]. In addition, 
meandered PIFAs and folded loop PIFAs are implemented in 
[2] and [3] respectively to achieve multiband operation, 
whereas in [4] a capacitive slot is used to achieve  a more 
compact antenna topology. Reconfigurable antennas are 
incorporated  for additional resonances and added 
functionality [5-6]. Reconfiguration in these antennas can be 
realized using PIN diodes, Microelectromechanical Systems 
(MEMS), or GaAs field transistors. 

In this paper, a new reconfigurable ‘AUB150’ patch 
antenna design is proposed. The antenna caters for all the 
frequency operational needs that are required by wireless 
communication protocols. In section II, the full design is 
presented then section III discusses the design results. 
Concluding remarks are drawn in the last section. 

II. ANTENNA DESIGN 
    The antenna design and prototype are presented in Fig.1 
and Fig.2 respectively. It is composed of three layers; the top 
layer is circular with a radius of 29 mm constituting the patch 
from which slots in the shape of the “AUB 150” logo are 
etched. The middle layer is composed of a 7x7 cm2 Roger 
Duroid (RO 5880) substrate with a dielectric constant of 2.2 
and a thickness of 1.6 mm. Finally, the bottom layer is 
composed of a full ground plane with “AUB” logo shaped 
slots etched from it. The proposed antenna is designed to 
operate at GPS (1.54 GHz), GSM (1.8 GHz) and 3G (2.1 
GHz) frequencies. It is fed through a power divider splitting 
the input power into two directions to feed the antenna at two 
different strategic points. Two SMP1320-079LF PIN diodes 
(S1 and S2) are integrated within the feeding network in order 
to reconfigure the antenna operation. The various states of the 
PIN diode switches control the power flow of the feeding 
network.  Their biasing networks are also integrated within 
the antenna structure. Two RF chokes and a shorting sheet are 
placed on the top layer of the design to connect the PIN 
diodes to the DC power supply for biasing purposes.  The 
reconfiguration of the feeding network allows the antenna to 
switch on demand from its original operation into an 
operation at GSM (0.9 GHz), WiFi (2.4 GHz), UMTS (2.66 
GHz) and 3G (3.55 GHz). 

 

 

(a) 

(b) 

S1 S2 
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(a) 

(b) 

S1 S2 

Fig1. The view of the AUB150 antenna design (a) top view and (b) bottom 
view 

 

 
Fig.2 The antenna prototype 

III. DESIGN RESULTS 
The antenna is simulated using Ansys’ HFSS [7] and then 
measured using Agilent Network Analyzer. The reflection 
coefficient results for the different switch configurations are 
shown in Fig.3. Varying the switch configurations leads to 
different operating frequencies. This is due to the variation of 
the power intensity at each feeding location. The two PIN 
diodes allow four different states of operation. However in 
this design, only three configurations are sufficient for 
reaching the required performance. It can be noticed from 
Fig.3 that the ON/ON state of the switches  allow the antenna 
to operate at 0.9 GHz, 2.4 GHz, 2.66 GHz and 3.55 GHz 
whereas the OFF/OFF state shows resonance at 2.1 GHz . 
When the switch S1 is OFF and the switch S2 is ON, 
operation takes place at 1.54 GHz and 1.8 GHz. A wider 
bandwidth operation is observed within the targeted 
frequencies, this is due to the incorporation of a slotted 
ground plane. In addition, the cross feeding technique used 
allows circular polarization that is realized at 2.4 GHz and 
3.55 GHz frequencies. The slots that form the “AUB 150” 
logo are variations of U and L shaped slots which have been 
extensively used in literature for multiband antenna designs 
[8]. In this design, A, B and 5 can be considered as a modified 
U shape slots thus the same performance can be expected. 
The other slot topologies add to the multiband operation of 
the antenna due to the variation and multitude of current 
paths. Fig. 4 shows the current distribution over the patch and 
the ground plane at 1.54 GHz. It can be observed that this 
frequency resonates due to the A and B slots shapes. The gain 
of this antenna is maintained at acceptable levels for various 
frequencies. The radiation pattern of the frequencies and the 
maximum gain are shown in Fig.5. 

 
Fig. 3. Reflection coefficient of the measured reconfigurable ‘AUB150’ 

design with different switches configuration 
 

 
 

Fig. 4. The current distribution at 1.54 GHz frequency (a) for the patch and 
the (b) ground plane 

 
Realized Gain Plot  

- xz plane /- xy plane  

  
(a) (b) 
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Fig. 5. The realized gain plot of  

(a) 0.9 GHz with 0.7 dB, (b) 1.54 GHz with 7.5 dB, (c) 1.8 GHz with 7 dB 
(d) 2.1 GHz with 7 dB, (e) 2.4 GHz with 9.5 dB, (f) 2.66 GHz with  8.5 

and (g) 3.55 GHz with 6.5 dB as a maximum gain. 
 

IV. CONCLUSION 
     An ‘AUB150’ shape reconfigurable antenna is proposed 
in this paper. The antenna covers frequency bands needed for 
wireless communication in various applications. The antenna 
design presents a great advantage in terms of achieving a 
wide range of operation while maintaining a good gain. 
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Abstract- The assessment of photovoltaic panels’ performance 

is a pressing concern for the continuation of work and 
improvement of any panel; analyzing its Current-Voltage 
characteristics indicates the status of the panel. Repetitive and 
detailed measurements and analysis, which will evaluate the 
parameters of the panel model, are done in different weather 
conditions and on a number of panels, always taking the lab test 
results of a new panel as a reference to do the comparison. The 
prototype will be a device that can be connected to any panel 
regardless of the open-circuit voltage; it also gives an indication of 
the action that must be done based on the assessment of the panel. 
The study is supported by LABVIEW and MATLAB coding 
which will allow accurate results to be calculated and 
approximations of the parameters of the model used. 

I. INTRODUCTION 

    Upon the decaying of non-renewable energy material and 
the peaking of renewable technologies since the beginning of 
the 21st century, assessing and supporting the current 
technologies are key concerns for Power Engineers. 
Photovoltaic Panels are considered the primary renewable 
energy source; however, every panel depreciates 0.5% of its 
efficiency per year. The best efficiency reached so far is 
around 40%. The main problem power engineers face is the 
inability of assessing the performance of a photo voltaic panel 
after being exposed to different weather conditions, which 
leads to a decrease in its efficiency.  
 
 
    W. De Soto, S.A Klein, and W.A Beckman [3] talked about 
the factors that affect the output power of the PV panel, which 
are the incident solar radiation, the cell’s temperature, the solar 
incident angle and the load resistance. The main problem that 
they are discussing is the fact that manufacturers provide 
electrical parameters of the panel at only one operating 
temperature.  
    The approach included the analysis of the data provided by 
the manufacturer, the absorbed solar radiation, the temperature 
of the cell and some empirical formulas to predict the 
remaining coefficients. This approach helped in predicting the 
I-V curve of the cell and comparing it to the experimental one. 
The advantage of the proposed approach is that it gives all the 
specifications of the corresponding panel without depending 
only on the manufacturer. Additionally, this model can predict 
the I-V curve that could be very similar to the experimental 
one. 
 
    The cons of this approach remain in the fact that it does not 
give a solution that can be used every single time of the day, 

and does not take into consideration some small alterations in 
the atmosphere, which can change the experimental curve. 
 
    In our approach we will be using a similar logic using 
MATLAB to predict the I-V curve, but the difference will be 
that the model we are working on has the ability to create the 
curve instantaneously at any operating condition and at any 
time, and is capable of detecting the changes on the PV panel 
such as dust. 
   
    B. P. Dougherty, A. H. Fanney and M. W. Davis [4] talked 
about building integrated PV cells and the problem that they 
were talking is the lack of validated predictive simulation tools 
that can measure the performance of the cell and create its 
characterization curve. The characterization of the different 
panels was carried perpendicular to the sun rays and at normal 
temperatures and specific other temperatures. Using this 
approach they were able to plot the I-V curve using a 
prediction method, and curve fitting using the characteristic 
equation. 
 
    The pros of this approach include giving a very accurate 
view about the curve of the panel at a certain temperature and 
radians. The cons are that it uses a prediction method that is 
conducted at specific time and other normal conditions which 
is not always the case. The difference in our approach is that 
we will be plotting the characterization curve at any time 
without setting any of the variables. 
 
    The problem presented by V. Nanjannavsr, P. Gandhi and N. 
Patel [7] was how to get an accurate characterization curve 
during any period of time under any condition of temperature 
and solar radians. The approach included varying the 
temperature and solar radians on the panel and observe how the 
characterization curve will be affected. 
 
    The solution to that was to create LABVIEW software that 
is interfaced with a data acquisition board and get the results in 
2 stages: the first was to set the temperature and change the 
solar radians energy, and the second is to set the solar radians 
and change the temperature. These results show the variation in 
the PV characteristics curve and the variation in the power 
output of the panel. The results that they got are shown in the 
graphs below in Fig. 1 and Fig. 2. 
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Figure 1: Variation of I-V curve with respect to solar radians 
 

 

Figure 2: Variation of I-V cure with respect to temperature 
 
    This type of modulation is very effective and accurate 
because it uses a new software that is capable of detecting 
every single change in voltage. This can ensure the proper 
reading of the panel’s curve at any time no matter of the 
corresponding radians or temperature. This model is very 
robust but it does not take into consideration the alteration in 
weather. 
 
    Our approach is somehow similar to this approach but the 
difference is that we are using such an approach to get the 
exact experimental result of the panel’s curve. The predicted 
curve is to be made using the inputs we got from the panel like 

ambient temperature and irradiance and plot it using MATLAB 
and the characteristic equation of the panel. The difference 
between both curves is our area of interest in such a way that if 
this difference is significant, then there is something wrong in 
the panel. This error could be due to the dust accumulation 
which we should clean, by setting a cleaning schedule. 
 
    IJAREEIE (International Journal of Advanced Research in 
Electrical Electronics and Instrumentation Engineering) 
highlighted that a capacitor in any model, which would 
represent the IV characteristics, has the role of charging and 
discharging. As the capacitor charges and discharges it draws 
the IV characteristics. The size of the capacitor plays a role in 
determining the time constant and hence in determining how 
smooth is the IV characteristics. Therefore, the capacitor 
provides a solution for the problem of smoothening the 
characteristic. The following characteristics is shown in Fig. 3. 
 

 
Figure 3: Current vs. Time and Voltage vs. Time using super capacitor (Blue 

Graph) 
 
The use of an extremely huge capacitor in the range of 5 farads, 
also known as super capacitor, has the following Pros and 
Cons. 
 
Pros:   

 Precise, linear approximation of PV panel 
characterization 

 It could be used to control and predict the tracing time 
by choosing the value of super capacitor 

 Cost effective 
 Less circuit complexity 

  
Cons:   

 As the capacitor size increases to reach the huge size 
of a super conductor, the tracing time will be very 
large. In our case, using super capacitor would result 
in weak results because the temperature and the 
amount of radians may change between readings. 
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The use of an extremely huge capacitor in the range of 5 farads, 
also known as super capacitor, has the following Pros and 
Cons. 
 
Pros:   

 Precise, linear approximation of PV panel 
characterization 

 It could be used to control and predict the tracing time 
by choosing the value of super capacitor 

 Cost effective 
 Less circuit complexity 

  
Cons:   

 As the capacitor size increases to reach the huge size 
of a super conductor, the tracing time will be very 
large. In our case, using super capacitor would result 
in weak results because the temperature and the 
amount of radians may change between readings. 

    In our approach we had to choose a value of capacitor to 
compensate the tracing time and smoothness of the curve. We 
chose a capacitor of 220uF, which presents compensation 
between the tracing time (Time to read values) and the 
smoothness of the curve. 
 
    E.D Aranda, J.A. Galan, M.S. De Cardona, and J.M Rquez 
[6] were able to point out that the main problem is the ripples 
that result when the IV characteristic is graphed. We faced a 
similar problem in our project. The problem of ripples is a 
main problem engineers face when with the sampling process 
is done. Using the single-ended primary inductance converter 
(SEPIC) is optimal for this application, and the following Pros 
and Cons summarize its use. 
 
Pros:   

 Direct graphical display of the IV characteristics 
 It traces the I-V curve in the two directions (From ISC 

to VOC and vice versa) 
 Partial reproduction of the IV graph around three 

main points (MMP, ISC and VOC) 
 The ripples are minimized 

 
Cons:   

 The use of parallel SEPIC will result in much higher 
circuit complexity and increased number of 
components used 

 
    Our approach to minimize the ripples found in our IV graph 
is different. We had a grounding problem that was calculated 
by 1/ (distance between two ripples). It happened that the value 
calculated is approximately 50 Hz. This proved the theoretical 
analysis. We had one ground for the full system, and the 
ground is connected it to the common channel of the DAQ 
(Data Acquisition Card). 
 
    D. L. King, W. E. Boyson, and J. A. Kratochvil [8] highlight 
the problem that includes poor performance within low 
irradiance (low amount of radians). It is crucial to make all 
measurements in all the conditions. When measurements are 
taken, poor performance due to the low amount of radians is 
depicted. This problem is important to our design since we 
need to solve the dust accumulation problem that will decrease 
the amount of radiance received. 
 
    Some solved this problem by making an empirical relation 
between AM functions and AOI-function used to compensate 
the influence of the solar spectrum and solar angle of incidence 
(AOI), and then create these relations by mathematical 
modulations to reach PV array and invertors. Others solved it 
by using maximum power tracking. 
    For the maximum power tracking approach, the advantage is 
that this method gives us the needed point to always have the 
maximum power point that the PV panel would supply. Its 
disadvantage is that it would not solve the problem of the poor 
performance in the condition of the low irradiance. 

    For the other approach, the important advantage is that it 
could solve the problem of the poor performance in low radian 
conditions by some electrical parameters and functions 
modulations to get PV arrays. Its disadvantage is that it’s 
costly and there are many errors associated with measurements. 
     Our approach includes solving the problem of dust 
accumulation that will lead to a poor performance due to the 
low amount of radians. We believe that a maintenance 
schedule and optimization is very good choice to solve the 
problem of low irradiance. 
 

II. PERCEIVED CONTRIBUTION OF THE PAPER 

    The model explained in the paper will be based on readings 
of voltages and currents, along with solar radiation using 
pyranometer and the temperature. The software used is a 
combination of MATLAB and LABVIEW coding. The model 
will output the I-V curve characteristic of the panel(s), a visual 
user interface to denote the functionality and the efficiency of 
the panel, and the action needed to be taken by the user 
regarding the panel. 
 

III. METHODOLOGY 

    The first step in our work was drawing the scheme that will 
illustrate the electric circuit of our hardware part in the project. 
After the components are chosen, drilling and fabrication on 
the PCB (Printed Circuit Board) is done. The second step, is 
the setting and connections of the devices we have, like the 
photovoltaic panel used, the temperature and the pyranometer 
for measuring the solar irradiance and the temperature of the 
panel. We installed the second panel to be ready for the 
connection. The software used in this project is LABVIEW, in 
addition to the DAQ, which has a role of an interface between 
the hardware and the software used. The DAQ gives channels 
to measure the current and voltages in the circuit to be seen as 
graphs on LABVEIW. In the circuit we have, there are two 
modes of operation: charging and discharging of the capacitor. 
A five-pin relay is used to convert from charging to 
discharging and vise-versa. This relay is powered by an 
external biasing circuit. MATLAB is used for parameter 
estimation of the panel, which minimizes the errors found in 
the experimental results compared to the theoretical ones. 

A.  Hardware 
    The design is composed of a combination of resistors and 
capacitors that are placed based on circuit analysis to allow us 
to study and take readings from the PV Panel. 
The hardware is based on a primary design that consists of 
three main circuits. 

 
    1)  Charging Circuit: 
    The charging circuit consists of the PV Panel with two 
branches in parallel to it. The following design allowed us to 
take accurate measures of current and voltage after taking 
reading from the junctions into a Data Acquisition Card and in 
turn to LABVIEW. The charging circuit is based on the use of 
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a capacitor that will have a maximum voltage for the minimum 
current and vice versa.  

 
    2)  Discharging Circuit: 
    The discharging circuit consists of a capacitor and two series 
resistors. The resistor allows the capacitor to discharge and 
allows a junction point to read the current through the capacitor. 
Through the charge and the discharge of this capacitor we will 
be able to plot the I-V curve of the panel. 

 
    3)  Switching Circuit: 
    The switching circuit consists of a 5-pin relay and a BJT that 
is controlled using a junction signal from a DAQ device 
interfaced with LABVIEW. 
 

 
Figure 4: Circuit diagram of our design 

 

B.  Software 
    1)  LABVIEW: 
    The LABVIEW blocks are used to receive the readings from 
the junctions labeled in Fig. 3. Furthermore, a series of logic 
arithmetic is used to overcome the technical constrains of the 
Data Acquisition Card. The LABVIEW blocks allowed us to 
take readings, save them into an Excel file, and plot graphs to 
analyze the panels’ status. The over-all I-V Characteristic 
Graph will be used to assess the efficiency of the panel and the 
actions needed to be taken by the user. 

 
    The looping block in LABVIEW and the time delay allowed 
us to check the readings of the voltage and current of the panel, 
automatically at any time of the day. 
 
 
    2)  MATLAB 

(a) Modelling  
    PV Panels are modeled by an equation that best fits its 
characteristic curve. Every equation has a series of parameters 
that are dependent on several variables that are related to 
external conditions on the PV Panel. Most importantly, the 
temperature of the panel and the solar radiation falling on it 
along with its internal resistance determine the characterization 
of a panel that consists of a certain number of cells.  

    The model used has the following equation:  
 
 
 
 

 ) 

 
 

 
 
 

 
 

 
 

 
Note that is 25 mV at 298 °K and will 
change proportionally with temperature (°K) 

 
Parameter Estimation 
    From the equation mentioned in the previous section, the 
only parameters we know are the voltage and the current which 
were saved in an excel file from the LABVIEW blocks. 

 
    The goal is to estimate the rest of the parameters using 
MATLAB at any time of the day, i.e. at any given temperature 
of the panel and at any solar radiation falling on the panel. The 
parameters we need to estimate are Voc, Isc, m, Rs. 

 
    Calculating the parameters allows us to estimate the 
efficiency of the panel by comparing the parameters calculated 
by the ideal values of these parameters that were calculated in 
ideal (lab) conditions. 
 

(b) The MATLAB Process 
    The Excel File that contains the corresponding values of 
currents, voltages and temperature is given to the MATLAB 
functions. Initial values of all the parameters are entered. For 
every value of current there will be a corresponding voltage 
value using the modeling equation and using the initial values 
of the internal parameters. The calculated voltage value will 
differ from the experimental one by an error ε because of using 
non-accurate internal parameters. Then for all values of 
currents, ε will be represented as a column of values.  
The next step is to compute the sum of errors squared in order 
to get accurate results of the parameters. The sum of errors 
squared will be computed as  that will be given as a single 
value. 
    We will then use this value in addition to other parameters to 
the built-in MATLAB function “fminunc” that will return the 
set of the panels internal parameters that will correspond to the 
least error. 
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IV. EXPERIMENTAL RESULTS 

    The following test was done on Sunday, December 6, 2015 
at 3:00 pm. The screenshots are taken from LabVIEW’s graph 
blocks. 
 
The process was taken with a delay of 10 minutes. 
 

A.  First test: 

Figure 5: Current vs. Time Graph 

Figure 6: Voltage vs. Time Graph 

Figure 7: I-V Characteristic Curve 

 
 
 
 
 
 

B.  Second test  
 

Figure 8: Current vs Time Graph 
 
 

 

Figure 9: Voltage vs. Time Graph 

 

Figure 10: I-V Characteristic Curve 
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V. NUMERICAL EXAMPLE RESULT USING MATLAB  

    We took the above shown values and entered them as an 
array of voltages and current to our MATLAB function. 
Our function computed the error between the computed 
voltages using the characteristic equation and initial 
parameters’ values. The error will be in the form of a column 
vector of rows equal to the samples of voltage and current 
entered (in our case 1000). The sum of errors squared is then 
computed and using our MATLAB function the best 
parameters will be the following: 
Voc = 14.2 V, Isc= 0.047 A, m=0.92, Rs= 0.5 Ω. 
    Here we should note that m is low and Rs is high because the 
panel we are using is old and is not in good condition, which 
due to limited lab equipment provided to the research.   
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Abstract—Safety boxes are commonly used to store valuable items 
and possessions that need to be protected from theft or any other 
peril. Locks, with different complexities, can achieve a certain 
security level; however, biometric security; employing human 
characteristics to provide identification and authentication, is the 
trendier practice. This project proposes a dual biometric security that 
is based on both iris and voice recognition to secure a safety box. As 
an additional security measure, an SMS is sent in case an attempt 
has been made to access the safety box, which is interpreted as a 
mismatch with the owner’s biometric data. 
A camera placed on the safety box acquires the intricate details of 
the iris, and using MATLAB, specific features are extracted and 
encoded. As for the voice recognition; once the voice is captured 
using a microphone, MATLAB extracts the acoustic patterns and 
encode them. Mel-Frequency Cepstral Coefficients (MFCCs) along 
with vector quantization are used for feature extraction and pattern 
matching, respectively. 

I. INTRODUCTION  
Trespassing and hacking into personal devices are common crimes in 
today’s world. Many security measures are being taken to avoid such 
issues. ”The three main types of authentication are something you 
know (such as a password), something you have (such as a card or 
token), and something you are (biometric)” [1]. As Rene Ritchie 
mentioned in his article entitled The Future of Authentication: 
Biometrics, Multi-factor, and Co-dependency: “Today your basic 
password takes mere minutes, if not seconds, to break through. A string 
of letters and numbers known by just you is not enough to keep your 
accounts and devices secure”. That is why a more reliable solution is 
biometric recognition, whereby the human distinctive features are the 
password. 
Biometrics provide a protected method of authentication and 
identification, as they are hard to replicate and steal. Once the 
biometrics are used in conjunction with something you know, we reach 
what is known as a two-factor authentication. Along this principle, this 
paper introduces the Biometrics Safe; a box designed to protect 
personal belongings from unintended users through the joint 
identification of the iris and voice of the user. 
Iris/Voice identification systems consist of four main stages: 
(i) image/voice acquisition. (ii) pre-processing, (iii) features 
extraction, and (iv) matching procedures. For the iris identification 
process, the image acquisition includes iris localization, image 
normalization, and unwrapping, whereas, for the voice recognition 
process, it includes windowing, filtering, and Fast Fourier Transform 
(FFT). The features of the iris are extracted using Circular Hough 
Transform, while the voice features are extracted following the Mel-
Frequency Cepstral Coefficients methodology (MFCC) [4]. Hamming 
distance and vector quantization are used for matching for the iris and 
the voice recognition procedures, respectively. 

II. LITERATURE REVIEW  
“The term biometrics is a composite word and it is formed by “bio”, 

which means living creatures and “metrics” which means to measure 
an object, generally in a quantitative way, but in some occasions it 
refers to a qualitative criteria” [5]. Biometric verification is any means 
by which a person can be uniquely identified by evaluating one or more 
distinguishing biological trait. Unique identifiers include face, voice, 
fingerprints, hand geometry, earlobe geometry, retina and iris patterns, 
DNA, signatures etc. In addition, biometrics are classified according 
to two categories which are type and trait [6]. 

The selection of a certain biometric technology for user recognition or 
authentication depends on many factors, such as the security 
requirements of the application, the environment and the frequency of 
usage, the type of access required, the cost factor, the long term 
accuracy, etc… 

Fingerprint authentication systems are simple to use and require 
inexpensive equipment. Besides they have shown a high verification 
speed and accuracy. Their main disadvantage is that they are not 
private: we all leave fingerprints almost everywhere. 

The facial recognition is a user-friendly design and can perform 
massive identification but it suffers from an average performance that 
degrades when facial expressions vary due to age or other factors [7].   

In the mid-1980s two ophthalmologists, Drs. Leonard Flom and Aran 
Safir, claimed that no two irises are alike, even in twins, thus making 
the iris a good biometric. This belief was based on their clinical 
experience where they observed the distinctive features of irises 
including the “many collagenous fibers, contraction furrows, coronas, 
crypts, color, serpentine vasculature, striations, freckles, rifts and pits” 
[8]. Iris identification took years to be developed and applied.  Many 
recent studies show that iris-based authentication systems are one of 
the most secure systems since they can offer very low False 
Acceptance (FAR = 11 %) as well as False Rejection Rates ((FRR = 
10.5%) [9]. Nowadays iris identification technology is spread 
throughout the world and is used especially in high security 
environments as in many airports [10] [11].  

On the other hand, in order to protect secure buildings from 
unauthorized access, the people voice may replace many kind of 
devices traditionally used for such applications: pin pads, keys, smart 
cards, etc. However, the security performance produced by this 
biometric feature alone is not enough to ensure the high security 
required for some particular applications [12] [13].  

Using biometric information in security systems has been a field of 
research largely studied with a large number of algorithms proposed in 
the recent years. Each technique has its advantages and drawbacks. 
The present work proposes to use a combination of two biometric 
procedures in order to control the access to a safe. 
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III. ACQUISITION 
A. Iris Acquisition 
Image acquisition is considered the most critical phase in our project, 
since all the subsequent stages depend highly on the quality of the 
image. Thus, a high focus camera is used for this purpose. The 
resolution is set to be 640 x 480 and the image to be saved with a .png 
extension. Also, the images are converted from RGB to gray levels, 
and from eight-bit to double precision, thus facilitating the 
manipulation of the images in later stages. 
 

B. Voice Acquisition 
The voice acquisition is performed through a microphone. In order to 
minimize the effects of aliasing that may occur during the analog-to 
digital conversion, the sampling rate used is 22050 Hz. 

IV. PRE-PROCESSING AND FEATURES EXTRACTION 
A. Iris Pre-processing and Extraction 
Localization. 
Localization is the process of separating the pupil from the iris by 
detecting, using a 2D spatial gradient edge detectors, the pupil 
boundary. Two sets of spatial masks are assigned respectively; the first 
is 3 x 3 for pupil’s edge detection and the second is 5 x 5 for iris edge 
detection purposes [14]. Each set consists of four 90° shifted kernels 
that are applied separately to the input image. 
To check the presence of an edge, a comparison between the 
convolution results and a specific threshold is conducted. Moreover, 
contour identification is conducted using a simple circular summation 
of the previously detected edge intensities. A contour is the circle with 
maximum summation. Finally, during the localization step, iris 
extraction is to be applied. However, in order to reduce the effects and 
errors behind the interference of the eyelids and eyelashes, only 80% 
of the iris region is to be extracted. Extraction consists of many stages: 
Detection Pupil Edges, Identifying Pupil Contour, Detecting Iris 
Edges, Identifying Iris Contour and Iris Region 
Extraction. Circular summation of the intensities is the method applied 
with the aim to identify a contour, where a contour is the circle with 
the highest sum of intensities. 
To identify first a contour, a set of specific circles (specific radii and 
centers) are assigned. One of these circles will sum up the edges 
detected in the earlier steps. This collision will result in the maximum 
sum which indicates the presence of the pupil. Finally, the center and 
radius coordinates of the pupil or iris are saved. 
 
Normalization and Unwrapping. 
To extract the region of interest, the iris should be changed into 
rectangular shape, considering the pupil center as the reference point, 
and circular vectors go through the iris area. The iris region is 
unwrapped by picking a consistent number of pixels along every radial 
line at a specific point, and subsequently creating a 2D 10 x 40 array. 
Taking into consideration the probability of the pupil to dilate, it is 
instructive to change the coordinates system used, by first eliminating 
the lower part of the iris and representing all the points within its limits 
into their polar equivalent. While unwrapping the picture, we tend to 
use the bilinear interpolation to obtain the intensities of the points in 
the new picture. 

B. Voice Pre-processing and Extraction 
Windowing 
After converting the analog speech signal into a digital form, the 
windowing process consists of decomposing the signal into 

overlapping equal frames, where the signal is supposed to vary weakly, 
and thus it can be considered as quasi-stationary. The duration of each 
frame is about 20 to 40 ms, which is equivalent to 256 samples. The 
hamming windowing function defined as below is used for this 
purpose: 

𝑤𝑤(𝑛𝑛) = 0.5 − 0.4 cos (2𝜋𝜋𝑛𝑛
255) , 0 ≤ 𝑛𝑛 ≤ 255 
 

Fast Fourier Transform 
The 256 samples are converted from the time domain to the frequency 
domain using Fast Fourier Transform (FFT), which is implemented 
using the below equation: 

𝑋𝑋[𝑘𝑘] =  ∑ 𝑥𝑥(𝑛𝑛)𝑒𝑒−2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋/256
255

0
, 𝑘𝑘 = 0, 1, 2, … , 255 

 
Filtering 
Filter bank processing takes the energy output of a series of adjacent 
triangular bandpass filters that simulate the frequency-selective 
mechanism in the human cochlea. The spacing of the center-
frequencies of the filters as well as the bandwidth are determined by a 
constant mel-frequency interval that mimics the critical band of the 
human auditory system. The mel-frequency scale is a linear frequency 
spacing below 1000 Hz and a logarithmic spacing above 1000 Hz. As 
a reference point, the pitch of a 1 kHz tone, 40 dB above the perceptual 
hearing threshold, is defined as 1000 mels. Therefore we can use the 
following approximate formula to compute the mels for a given 
frequency f in Hertz [4] 

𝑚𝑚𝑒𝑒𝑚𝑚(𝑓𝑓) = 2595𝑥𝑥 log10(1 + 𝑓𝑓
700) 

The modified spectrum of S(w) thus consists of the output power of 
these filters when S(w) is the input. The number of mel spectrum 
coefficients, K, is typically chosen as 12 or 20 [4]. In our design, we 
set K = 20. 
 
Cepstrum 
Consider the mel power coefficients represented as: 

𝑆𝑆[𝑘𝑘] = 1,2, … , 𝐾𝐾 
Then, MFCC can be calculated using the below formula: 

𝐶𝐶[𝑛𝑛] = ∑(𝑚𝑚𝑙𝑙𝑙𝑙𝑆𝑆[𝑘𝑘]) cos [
𝑛𝑛 (𝑘𝑘 − 1

2) 𝜋𝜋
𝐾𝐾 ] , 𝑛𝑛 = 1, 2, … , 𝐾𝐾

𝐾𝐾

𝜋𝜋=1
 

 
Because the mel coefficients are real numbers, then the Discrete 
Cosine Transform (DCT) is used. 

V. MATCHING PROCEDURES 
A. Iris Matching Procedure 
2-D Gabor filter is the main filter utilized here to encode the iris zone 
since the amplitude contains the data we are worried about. While 
demodulating the iris pattern utilizing 2-D Gabor Wavelet, the pattern 
is encoded into 3002 bits iris code. The Hamming separation 
methodology is then used for synchronizing purposes; the Hamming 
distance between two strings of equal length is the number of positions 
at which the corresponding symbols are different. In our configuration, 
before the encoding step, we ended up with a normalized unwrapped 
iris region of size 10 x 40. This zone is convolved with the 2D complex 
Gabor wavelet of the same size, and consequently we get 19 x 79 = 
1501 complex qualities. Every complex value is encoded into 2 bits, to 
obtain a 3002 bits iris code prepared to be coordinated utilizing the 
hamming distance approach. 
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B. Voice Matching Procedure 
To apply feature matching, the Vector Quantization (VQ) method is 
utilized. VQ is a procedure of mapping vectors from an expansive 
vector space to a limited number of locales in that space. Every locale 
is known as a cluster and can be represented by its corresponding 
codeword. The collection of all codewords is known as a codebook. In 
the preparation stage, a speaker-particular VQ codebook is produced 
for each known speaker by clustering his/her preparation acoustic 
vectors (set of MFCCs). The resulting codewords are called centroids. 
The distance from a vector to the nearest codeword of a codebook is 
known as a VQ-contortion. In the acknowledgment stage, an 
information expression of an obscure voice is “vector quantized” using 
each prepared codebook and the aggregate VQ distortion is processed. 
The speaker correlated to the VQ codebook with smallest aggregate 
contortion is recognized. 
See Figure. 1.  
We implement the VQ technique with 8 training vectors and 
100 codebook vectors, by doing the following 
1) Plan a 1D-vector codebook which is the centroid of the whole 

arrangement of preparing vector. 
 

 
Figure 1. Vector quantization codebook formation  
 

2) Double the size of the codebook by splitting each current   
codebook. 

3) For each training vector, we find the code-word in the current 
codebook that is closest, and assign that vector to the 
corresponding. 

4) We update the code-word in each cell using the centroid of the 
training vectors assigned to that cell. 

5) Iteration 1: repeat steps 3 and 4 until the average distance falls 
below a preset threshold. 

6) Iteration 2: repeat steps 2, 3 and 4 until a codebook size of 100 is 
designed. 

VI. DESIGN FRAMEWORK 
A. Functionality  
After the development and validation of both identification techniques, 
it is the time to practically implement them on the safe. The two 
biometric systems are combined together through an Arduino Uno. 
First, the digital output extracted from the MATLAB is connected to 
the Arduino through serial connections. These two results will occupy 
the two of the three input pins of the Arduino, while the remaining one 
will be used for the password alternative. All the three input pins will 
communicate with each other using an AND gate function. The 
functionality of this combination is to open the safe, when the result of 
the AND gate is one in binary, which is the same as the three input 
results. If one of the results mismatches then another chance is given 
by an implemented loop inside the Arduino. When the second attempt 
ends with a failure, this will trigger an impulse for the GSM shield to 
function as an alert for the user and send him/her an SMS stating 
“Watch out Someone is Hacking Your Safe”. In the case when all 
output verifications are true leading a true AND combination, this will 
output a binary one as a result that will be the input to the solenoid of 

the safe. But due to the circulation in this process, the output signal 
would be of high voltage and low current. That’s why, we are in need 
to a relay in order to increase the current. This increase is provided by 
an external power supply of 5V and 0.5A specifications. The resulting 
signal is then more powerful and leads to open the safe by the solenoid.  
B. System Flowchart 
The flowchart of the system is provided in Figure. 2. It shows the 
different steps in order to access the protected safe. 

 
Figure 2. Design Flowchart 
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VII. EXPERIMENTS AND RESULTS 
A. Experimental Environment 
Biometrics Safe is a system developed using the MATLAB platform. 
Every algorithm implemented is tested separately and each has its own 
measurement techniques. The performance of any biometric system 
can be measured by the accuracy and speed of the system. For both 
systems, a sample of each biometric identity was stored in the 
database. 
Both templates are stored in the ideal condition; the iris sample in the 
normal light background and the voice sample in the laboratory 
condition.  
Iris Enrollment Conditions 
The enrollment procedure was accomplished in the following 
conditions: low light background, normal light background, high light 
background, same individual’s left eye, with eyeglasses, and a new 
person. The system is tested five times in each condition. 
Voice Enrollment Conditions 
The enrollment procedure was accomplished in the following 
conditions: laboratory condition, noisy surrounding, with TV, new 
person in noiseless condition, and new person in noisy condition. The 
system is tested five times in each condition. 
 
Iris Implementation Result 

After five testing attempts in each condition, the results are shown in 
the table below. 

TABLE I. IRIS SYSTEM TESTING 

Conditions Successive  
Attempts 

Failure 
Attempts 

Low Light Background  2 3 

Normal Light 
Background 

4 1 

High Light 
Background 

3 2 

Same Individual’s Left 
Eye 

1 4 

With Eyeglasses 0 5 
New Person (in normal 

conditions) 
0 5 

 
As noticed from the second row in the above table, 80% of the attempts 
are successful. These attempts were experimented under the normal 
light effect, which is considered as the ideal circumstance. The failure 
is due to the deforming of the eye shape of the same individual. T 
The last row of the table shows that the system succeeds in rejecting 
all the attempts of a strange individual (100%).  
 
Voice Implementation Result 

After five testing attempts in each condition, the results are shown in 
the table below. 

TABLE II. VOICE SYSTEM TESTING 

Conditions Successive 
Attempts  

Failure 
Attempts 

Laboratory Condition 5 0 
Noisy Surrounding 2 3 
With TV 3 2 
New Person in Noiseless 
Condition 

0 5 

New Person in Noisy 
Condition 

1 4 

 
As for the voice identification system, 100% is the percentage of 
successful attempts (TAR) in the ideal environment (first row) and 0% 
is the percentage of FAR (fourth row): an intruder never succeeded to 
open the safe.  Yet, 20% is the error rate where the system responded 
to a same gender intruder in a noisy surrounding row 5).  
 

Biometrics Safe: System Testing 

To test the accuracy of the whole system, the previous databases are 
joined together. For 20 different conditions based experiments: 

 14 trials resulted in true acceptance (TAR). 
 3 trials resulted in false rejection (FRR). 
 1 trials resulted in false acceptance (FAR). 
 2 trials resulted in true rejection (TRR). 

The decrease in the performance of the combined system (70 % as 
TAR) is due to the fact that the system was tested in more real 
conditions, where the individual ones were validated in laboratory 
conditions. It can be noticed also that the “Biometrics Safe” diminishes 
the False Acceptance Rate to 5%, highlighting the impact of the 
proposed technology.   

VIII. CONCLUSION 

Implementing the Biometrics safe gave us a wide knowledge about 
various topics. This experience gave us the opportunity to master the 
topics of iris and voice recognition, and heavily introduced us to the 
different approaches involved in the topic of eye and voice anatomies 
in order to practically combine multiple biometrics. The requirement 
for secure techniques for validation is turning out to be progressively 
essential in the corporate world today. Passwords, token cards and 
PINs are all dangers to the security of an association because of human 
instinct. Our powerlessness to recollect complex passwords and 
inclination to record these alongside losing token cards or overlooking 
PINs, all add to the conceivable breakdown in security for an 
association. Implementing the Biometrics safe unified different 
approaches used in biometric security and provided a more accurate 
authentication measure. 
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Abstract- By separating Baseband Units (BBUs) from Radio 

Remote Heads (RRHs) and running these BBUs on a cloud, a new 
era of mobile communications has started where radio cells can be 
dynamically adjusted to adapt to the network traffic demand. In 
this paper, we tackle the problem of RRH clustering in the case of 
linear highway deployment with different traffic conditions. The 
clustering problem aims at finding an optimal partition of RRHs 
where each subset will constitute a cell associated with one BBU in 
the cloud. We model the traffic dynamics by a Jackson network of 
queues and use this model to derive the quality of service metric. 
We then propose a utility function taking into account the quality 
of service, the signaling load, and the energy consumption. This 
study seeks to minimize the use of energy and BBU resources 
while maintaining users’ satisfaction. Therefore, several heuristics 
to achieve the clustering are presented and compared to the 
optimal but complex exhaustive-search based algorithm. The 
comparison is two-dimensional; traffic load density and type of 
users’ distribution in the system are taken into consideration. 
Finally, we develop a Matlab simulator to test our approaches in 
different traffic scenarios and state the efficiency of each 
algorithm.  

INTRODUCTION 

Traffic loads on mobile network are in a continuous 
exponential growth. According to Ericsson Mobility Report [1], 
mobile data traffic is growing 65 percent year over year. 
Further, Cisco Visual Index (VNI) [2] reports that the global 
data traffic is forecasted to increase nearly eightfold between 
2015 and 2020, with the growing number of connected devices. 
Therefore, mobile network operators have to increase the 
capacity and network coverage to satisfy users’ demand either 
by using heterogeneous networks or adding more cells. 
However, inter-cell interference levels will increase and every 
new cell will add to the capital and operational costs of the 
operator. In addition, growth in data also severely impacts 
power consumption, with consequent cost burdens. Most of the 
power consumption is in the radio access networks, 
specifically at base stations. Hence, new technologies that 
optimize cost and energy consumption become a necessity for 
mobile operators. 

To address these challenges, Cloud-based Radio Access 
Network (C-RAN) architectures have been adopted by 
different mobile operators. C-RAN architecture includes 
Remote Radio Heads (RRHs) connected to a centralized base 
band unit (C-BBU). The RRHs are simple, light-weight radio 
units with antennas responsible for the filtering and 
amplification of the signal. Unlike traditional RAN, the BBU is 
separated from RRHs and performs the signal processing 
functionality of the RAN. A BBU can control one or more 

RRHs depending on the limit of data volume a BBU can 
handle. In addition, a number of BBUs can be aggregated to 
form the centralized base band unit (C-BBU) as shown in 
Figure 1; it is a new RAN architecture with two-dimensional 
clustering of RRHs and BBUs. Moreover, C-RAN defines a 
virtualized BBU-pool that can change the configurations of the 
clusters (change the combination of BBUs and RRHs while not 
exceeding the upper limit of BBU resources). Centralized 
signal processing reduces the number of equipment rooms at 
sites. As a result, the power consumed by air conditioning and 
other site equipment is significantly reduced. Furthermore, the 
connections between RRHs and BBUs are changed 
dynamically according to the traffic demand so the number of 
BBUs is decreased. Thus, the power and energy consumption 
are reduced resulting in a lower cost of network operations. 

A recent study [3] proposes algorithms that determine 
configurations maximizing the traffic demand satisfied on the 
RAN while optimizing the utilization of base band resources 
and minimizing the energy consumption. The authors in [4] 
formulate the clustering problem as a bin packing problem 
with a utility function comprising both the user’s quality of 
service and the power consumption. However, this study does 
not take mobility into account. In [5], the radio resource 
clustering problem is jointly considered with the users 
scheduling in order to enhance the benefits of CoMP 
(Coordinated Multi-Point) transmissions. Here also, the 
mobility non-uniform user distributions are not taken into 
account. In the context of heterogeneous C-RAN, a dynamic 
frequency reuse scheme is derived in [6]. A graph coloring 
method is used to perform an adaptive bandwidth allocation 
based on the traffic demand. The BBU-RRH mapping is 
dynamically changed leading to a decrease in the energy 
consumption due to the reduce number of active BBUs.  

In this paper, we propose different algorithms that tackle the 
problem of RRHs clustering in the case of linear highway 
access with different traffic conditions. The importance C-
RAN in highway coverage has been highlighted in [7]; in a 
high speed environment, frequent handovers will lead to voice 
and data services breakouts. This should be combatted by an 
adaptive clustering taking into account, not only the system 
capacity, but the network performance as well. The purpose of 
our work is to create dynamic configurations of clustering in 
order to find the optimal partition of RRHs where each subset 
will constitute a cell associated with one BBU in the BBU-pool. 
This study seeks to find an energy-efficient clustering 
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configuration while reducing BBU resources and maintaining 
users’ satisfaction.  

This paper is organized as follows. We introduce the system 
model in Section II and present the heuristics in Section III. 
We summarize our simulation results in Section IV and we 
conclude in Section V. 

II. SYSTEM MODEL 

A. Highway, Network, and Traffic Models 
We consider a linear deployment of 𝑛𝑛 RRHs on a highway 

access as shown in Figure 1 where we study different heuristics 
of RRHs clustering. We assume that the RRHs are covering 
only one direction of the highway, but the model can be easily 
generalized to deal with bi-directional vehicles traffic. Vehicles 
can enter or leave the highway. 

We denote by 𝑹𝑹 = {𝑅𝑅𝑖𝑖, 𝑖𝑖 = 1. . 𝑛𝑛}  the set of all RRHs 
numbered according to their linear location. 𝑩𝑩 = {𝐵𝐵𝑘𝑘, 𝑘𝑘 =
1. . 𝑏𝑏} is the set of virtual BBUs (clusters) that are allocated to 
RRHs and where 𝑏𝑏 is simply the number of clusters (or cells) 
verifying 1 ≤ 𝑏𝑏 ≤ 𝑛𝑛. 𝑖𝑖 ∈ 𝑘𝑘 means that 𝑅𝑅𝑖𝑖 is served by BBU 𝐵𝐵𝑘𝑘.  

In the following, the term session designates a 
communication session initiated and terminated by a user. We 
adopt a session-level traffic model where we assume that for 
each RRH 𝑅𝑅𝑖𝑖, we know the following traffic parameters: 

- 𝜆𝜆𝑖𝑖,𝑛𝑛𝑛𝑛𝑛𝑛: The arrival rate of new sessions to 𝑅𝑅𝑖𝑖, assumed 
to follow a Poisson process. By new session, we mean a 
session initiated by a user inside 𝑅𝑅𝑖𝑖 or a session that just 
entered the highway through 𝑅𝑅𝑖𝑖.  

- ℎ𝑖𝑖: The rate of sessions leaving 𝑅𝑅𝑖𝑖 and entering 𝑅𝑅𝑖𝑖+1.  
- 𝜆𝜆𝑖𝑖: the total session arrival rate to 𝑅𝑅𝑖𝑖. 𝜆𝜆𝑖𝑖 = 𝜆𝜆𝑖𝑖,𝑛𝑛𝑛𝑛𝑛𝑛 + ℎ𝑖𝑖−1. 
- 𝜇𝜇𝑖𝑖 : the parameter of the exponential distribution 

governing the session duration. In other terms, the 
average session duration in 𝑅𝑅𝑖𝑖  is 𝜇𝜇𝑖𝑖

−1 . Note that a 
session leaves 𝑅𝑅𝑖𝑖  if it is terminated, or if the vehicle 
exits the highway, or if the vehicle moves to  𝑅𝑅𝑖𝑖+1. 

- 𝜌𝜌𝑖𝑖 = 𝜆𝜆𝑖𝑖/𝜇𝜇𝑖𝑖 : Traffic intensity in  𝑅𝑅𝑖𝑖 . This is also the 
average number of sessions in 𝑅𝑅𝑖𝑖. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

       Figure 1. C-RAN architecture and highway system model. 

B. Quality of Service Model 
In this work, the Qality of Service (QoS) indicator in 𝑅𝑅𝑖𝑖will 

be related to the congestion probability 𝐺𝐺𝑖𝑖  which is the 
probability that the number of ongoing sessions in 𝑅𝑅𝑖𝑖 exceeds a 
given threshold 𝑚𝑚. 

In order to derive 𝐺𝐺𝑖𝑖, we model each 𝑅𝑅𝑖𝑖 as an infinite-server 
queue where the total session arrival rate is 𝜆𝜆𝑖𝑖 and the session 
service rate is 𝜇𝜇𝑖𝑖. Therefore, the system is Jackson network of 
𝑛𝑛 queues of type 𝑀𝑀/𝑀𝑀/∞. Jackson theorem states that each 
queue acts as in independent 𝑀𝑀/𝑀𝑀/∞ ([8]) queue where we 
can define the congestion probability as: 

 

𝐺𝐺𝑖𝑖 = ∑ 𝜌𝜌𝑖𝑖
𝑗𝑗

𝑗𝑗!
∞
𝑗𝑗=𝑚𝑚 𝑒𝑒−𝜌𝜌𝑖𝑖                             (1) 

 
We define then the QoS indicator 𝑄𝑄𝑖𝑖as: 
 

𝑄𝑄𝑖𝑖 = 𝜌𝜌𝑖𝑖(1 − 𝐺𝐺𝑖𝑖)                                (2) 
 

C. Traffic and QoS models for clusters 
The previous models were derived for individual RRHs but 

are generalizable to any cluster. In fact, we can easily show 
that the clusters form a Jackson network where each cluster is a 
𝑀𝑀/𝑀𝑀/∞ queue whose traffic intensity is the sum of the traffic 
intensities of its constituent RRHs. The previous traffic 
parameters and QoS formulas remain the same and we just 
replace 𝜌𝜌𝑖𝑖 with 𝜌𝜌𝑘𝑘 the sum of the traffic intensity of the RRHs 
that form a cluster, hence, 

 
      𝜌𝜌𝑘𝑘 = ∑ 𝜌𝜌𝑖𝑖𝑖𝑖∈𝑘𝑘                                           (3) 

 
D. Energy Consumption Model 

The energy consumed by one BBU depends on the number 
of sessions served. So, we define in this paper the energy 
consumed by one BBU, 𝐵𝐵𝑘𝑘 as follows: 

 
                               𝐸𝐸𝑘𝑘 = 𝛼𝛼 + 𝛽𝛽. 𝐷𝐷𝑘𝑘. 𝜌𝜌𝑘𝑘                                   (4)                                
                   
where 𝛼𝛼 is the minimum value of the energy consumed by a 
BBU (when there is no session to serve), and 𝛽𝛽𝐷𝐷𝑘𝑘𝜌𝜌𝑘𝑘  is the 
total amount of energy added to 𝛼𝛼 that depends of the number 
of arrival sessions, with 𝐷𝐷𝑘𝑘  denoting the average bit rate 
switched by 𝐵𝐵𝑘𝑘 , and 𝜌𝜌𝑘𝑘  denoting the average number of 
sessions served by 𝐵𝐵𝑘𝑘.  

In our study, each session is a real-time traffic. We denote by 
𝑑𝑑  the bit rate generated by each session and 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚  the 
maximum bitrate that a BBU can offer to its constituent RRHs. 
We assume that  𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚  is a multiple of 𝑑𝑑  with 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑚𝑚. 𝑑𝑑. 
Since we consider real-time traffic: 
   
- If the total number of sessions in 𝐵𝐵𝑘𝑘is larger than 𝑚𝑚, then 

each session will have a bit rate equal 
to 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚

𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚𝑡𝑡 𝑛𝑛𝑛𝑛𝑚𝑚𝑛𝑛𝑛𝑛𝑛𝑛 𝑡𝑡𝑜𝑜 𝑠𝑠𝑛𝑛𝑠𝑠𝑠𝑠𝑖𝑖𝑡𝑡𝑛𝑛𝑠𝑠. 
- If the total number of sessions in 𝐵𝐵𝑘𝑘is smaller than 𝑚𝑚, then 

each session will have a bit rate equal to 𝑑𝑑. 
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Therefore, based on [9], the average bit rate for each session is 
given by : 
                        𝐷𝐷𝑘𝑘 = 𝑑𝑑(1 − 𝐸𝐸𝐸𝐸𝐸𝐸_𝐵𝐵𝑘𝑘)(1 − 𝐺𝐺𝑘𝑘) + 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐺𝐺𝑘𝑘

𝜌𝜌𝑘𝑘
         (5) 

 
Where:𝐸𝐸𝐸𝐸𝐸𝐸_𝐵𝐵𝑘𝑘  represents the Erlang-B formula which gives 
the blocking probability in the Erlang loss model of 𝐵𝐵𝑘𝑘: 
                   

                                           𝐸𝐸𝐸𝐸𝐸𝐸_𝐵𝐵𝑘𝑘 =
𝜌𝜌𝑘𝑘

𝑚𝑚
𝑐𝑐!

∑ 𝜌𝜌𝑘𝑘
𝑖𝑖

𝑖𝑖!
𝑚𝑚
𝑖𝑖=0

                            (6) 

 
and 𝐺𝐺𝑘𝑘represents the congestion probability in 𝐵𝐵𝑘𝑘: 
 

                 𝐺𝐺𝑘𝑘 = ∑ 𝜌𝜌𝑘𝑘
𝑗𝑗

𝑗𝑗!
∞
𝑗𝑗=𝐷𝐷 𝑒𝑒−𝜌𝜌𝑘𝑘                             (7) 

E. Utility Function 

The decision taken in order to cluster several RRHs is based on the 
utility function that takes into consideration three parameters: energy 
consumption, signaling loads and quality of service. We propose the 
following formula for the utility that is a weighted sum of the three 
parameters: 

   𝑈𝑈 = 𝑢𝑢 ∑ 𝐸𝐸𝑘𝑘
𝑏𝑏
𝑘𝑘=0

𝑃𝑃𝐷𝐷𝐷𝐷𝐷𝐷 + 𝑣𝑣 ∑ 𝑄𝑄𝑘𝑘
𝑏𝑏
𝑘𝑘=0

∑ 𝜌𝜌𝑘𝑘𝑏𝑏
𝑘𝑘=0

+ 𝑤𝑤 ∑ ℎ𝑘𝑘
𝑏𝑏
𝑘𝑘=0

∑ 𝜌𝜌𝑘𝑘𝑏𝑏
𝑘𝑘=0

                                 (8) 

 

𝑄𝑄𝑘𝑘  is the QoS indicator of 𝐵𝐵𝑘𝑘  obtained using eq. (2). 𝐸𝐸𝑘𝑘  is the 
energy consumed by one BBU obtained using eq. (4) and ℎ𝑘𝑘 is the 
handover rate between 𝑅𝑅𝑘𝑘 and 𝑅𝑅𝑘𝑘+1. It is equal to the rate of sessions 
leaving 𝑅𝑅𝑘𝑘 and entering 𝑅𝑅𝑘𝑘+1. 

III. ALGORITHMS AND HEURISTICS 
In this section we describe the optimal algorithm as well as 

the heuristics we derived in order to find a sub-optimal solution. 
In heuristics, during each iteration, we compare the previous 
value of the utility function of the global system with the new 
one obtained after altering the clustering. If the new utility 
value is greater than the previous value, the new configuration 
of clustering is adopted; otherwise the old configuration is 
maintained.  

A. Optimal Algorithm 

The optimal algorithm takes into account all possible partitions of 
RRHs. The starting point is individual RRHs, and with each partition 
the utility is evaluated. At the end, the partition presenting the best 
utility is adopted. This means that this algorithm goes through every 
single solution possible and selects the best one. Thus, all other 
approaches shall be compared to it when evaluating performances. 

B. Two_Ways Algorithm 

The two ways algorithm forms clusters from initial aligned RRHs. 
The approach starts by creating a cluster formed by one RRH, the first 
one. Then, the cluster tries to grow itself by adding adjacent RRHs. 
Once the utility deteriorates, the cluster will be considered completed 
and another cluster starts to form from the next first single RRH and 
so on. The same procedure is repeated on the single RRHs but from 
the other side, meaning if the first time the algorithm is executed from 

left to right it will be repeated the second time from right to left and 
eventually the best configuration will be selected.  

C. Adaptive Algorithm 

- Adaptive 1 

Starting from an initial configuration state where a certain number of 
remote radio heads is assigned to each cluster, a first adaptation 
approach consists of each cluster trying to snatch a RRH or more 
from the cluster right next to it. The RRH rearranging stops once the 
utility deteriorates. In extreme cases, this strategy allows a cluster to 
steal all RRHs of a system leaving all other clusters with 0 RRHs. 
This method runs through adjacent clusters in both ways starting from 
left to right then it repeats itself in the other way.  

- Adaptive 2 

In an alternative approach, a cluster B tries stealing only one remote 
head from the pool of RRHs that contains both clusters A and C 
adjacent to B. The RRH selection is made when the highest value of 
utility is achieved. Understandably, segment end clusters only 
perform this technique on one adjacent cluster. Each cluster 
undergoes the same procedure until all clusters have participated in 
this game of loss and gain. Ideally, this approach should be repeated x 
number of iterations until achieving full convergence, with x 
determined according to the convergence condition. Our algorithm 
currently stops after the first iteration. When searching for a 
convergence condition, the user can stop the computation after a fixed 
number of iterations determined statistically or when detecting an 
unchanged combination of RRHs.  

IV. SIMULATION RESULTS 

We evaluate the performance of the proposed algorithms 
comparing with the optimal configuration and the conventional 
cell deployment. We studied the algorithms on different cases 
and came up with the following results. 

The comparison between the optimal algorithm and the other 
algorithms is two dimensional, the first dimension being the 
density of user distribution and the second one being the type 
of user distribution (homogenous – traffic is of same level in 
all areas or heterogeneous - some areas contain more traffic 
than others ) . The assumed number of RRHs is ten. Therefore, 
in a conventional cell deployment, we need ten RRHs and ten 
BBUs.  

We fix the maximum number of sessions that can be served 
by one BBU to 100 (𝑚𝑚 = 100) and the traffic load for each 
RRH represents a ratio of a number T. T goes from 1 to 100 
representing off peak hour when T is at low values and peak 
hours when T approaches 100. In a homogeneous network, this 
fraction is approximately the same in all cells, in a 
heterogeneous one this fraction varies greatly from one cell to 
another. We fix the handover rate as a ratio of the traffic load.   
We test the algorithms with fixed parameters’ values. These 
are as follows: 
- m = 100 Sessions  
- d =  2 Mbits/s 
- α = 50 Joules 
- β = 2 
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The reader should note that we are considering the average 
number of sessions in the system, therefore the session 
duration is taken into consideration when averaging this 
number. 
A.      Evaluation of the Utility function 

The utility function is evaluated in different cases. The 
traffic load of each RRH is generated randomly as a ratio of the 
density of user distribution. The vertical axis represents the 
value of the utility while the horizontal axis represents the 
arrival rate of sessions.  

When comparing the utility of the different algorithms as 
shown in Figure 2, we can notice that the optimal configuration 
represents the best utility for low and high traffic density in 
both homogenous and heterogeneous distribution. The two 
ways algorithm is equivalent to the optimal algorithm in both 
case where users are homogenously and heterogeneously 
distributed across the highway and when traffic is at off peak 
hour meaning users’ density is low.  Considering homogeneous 
distribution for high traffic, both Adaptive algorithms 
(Adaptive 1 and Adaptive 2) have demonstrated good but yet 
not efficient performance compared to the optimal 
configuration. Therefore we can conclude that for a network 
where users are homogeneously distributed, two ways 
algorithm delivers better performance than other algorithms 
during off peak hours, Adaptive 1 and Adaptive 2 for on peak 
hours. As for heterogeneous distribution, the two ways 
algorithms must be adopted for off peak and on peak hours. 
The reader should note though that this is a scenario where 
probably each RRH would perform better on its own, this is 
why any attempt of clustering will deteriorate greatly user’s 
experience.  

 

 
a) Homogeneous distribution  

 
b) Heterogeneous Distribution 

Figure 2-Evaluation of the Utility Function for a) Homogenous and b) 
Heterogeneous Distribution 

 
B. Evaluation of the energy consumption 

During the next step, we needed to evaluate the energy 
consumption of the clustering proposed by each algorithm. As 
we can see in the Figure 3, the optimal configuration of 
clustering consume energy the least with both distribution 
during off peak. All other approaches present higher energy 
consumption than the optimal configuration but lower than 
initial cell deployment without clustering during off peak hours. 
We can conclude from the graphs below that during off peak 
hours, the two ways algorithm is power efficient; for peak 
hours, the adaptive algorithm. With these algorithms, we were 
able to reduce the energy consumption in the radio access 
network, thus achieving C-RAN objective for having a power-
efficient radio access network. 

 
a) Homogeneous Distribution 

 
 

b)     Heterogeneous Distribution 
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Figure 3-Evaluation of the Energy Consumption for a) Homogenous and b) 
Heterogeneous Distribution 

 

V. CONCLUSION 

C-RAN technology is progressively becoming a very 
important part in today’s mobile network architecture 
considering its several advantages. Nowadays, multiple 
approaches and configuration algorithms exist but the 
technology is still considered as optional. In 2019, C-RAN will 
impose itself as a significant manner for mobile networks 
deployment. Consequently operators will be forced to study, 
test and implement different configuration approaches. Choices 
will be made according to geographical factors and will 
possibly change depending on time intervals. Approaching 
optimal configuration is widely possible but will result in 
decreased utility value, alternatively adopting an optimal 
configuration that maintains the highest level of utility will 
require a reliable central processing unit and will introduce a 
higher level of complexity. 
The choice is purely subjective. Finally, it’s up to each 
operator to decide upon the compromise between the level of 
satisfaction it wishes to offer its users and the total cost of 
ownership.  
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Abstract- Spectrum monitoring, in particular RF Frequency 

monitoring, detects any interference caused by illegal 
transmissions over a large area. It is well known that interference 
on the spectrum causes a degradation in the QoS, thus causing 
immense revenue losses for network. In this paper, a direction 
finding tool was developed to determine the azimuth angle of 
arrival of sources using NI-USRP. A controllable SP4T antenna 
switch was developed on Agilent ADS to reduce the number of 
USRPs.  

I. INTRODUCTION 

With the increase in the number of mobile broadband 
subscribers reaching 5 billion by 2016 [1] and the full 
occupancy of the available spectrum, mobile operators are 
required to fully maintain their allocated spectrum to ensure a 
good quality of service for their customers. Spectrum 
monitoring, in particular RF Frequency monitoring, detects 
any interference caused by illegal transmissions over a large 
area. It is well known that interference on the spectrum causes 
a degradation in the QoS, thus causing immense revenue 
losses for network operators whose band is being jammed. 
Therefore, operators are in desperate need for a tool that can 
effectively identify and locate illegal transmissions to reduce 
costs and provide a better service for customers.  
The aim of this project is to implement a direction finding 
algorithm on an antenna array to accurately determine the 
location of any illegal transmitter in a limited time duration, 
thus helping Touch, a Lebanese network operator and a 
sponsor of this project, to maintain its spectrum more 
effectively.  

II. MOTIVATION  

The emergence of new data services, such as HD video 
streaming, that require high bit rates and less interference has 
forced operators to improve their quality of service by either 
increasing the bandwidth, which is not a feasible option since 
bandwidth is a scarce resource as mentioned earlier, or 
decreasing the interference imposed on their allocated 
spectrum which is possible to do thanks to our proposed 
solution. Illegal transmitters installed by end users without 
consent of the operator contribute a great portion of the 
interference imposed on the network [2]. It is a serious 

problem network operators suffer from in terms of decrease in 
QoS, revenue losses, loss of customer trust and increased cost 
of maintaining the network; according to Touch, the call drop 
rate increases to a high 3.12%. Hence, to solve this issue, 
network operators need a direction finding tool that can 
effectively determine the location of any illegal transmitter. 
According to ABC news, illegal transmitter locators are 
present today in the market but do not provide an effective 
solution [3].The reason behind that is those devices require 
manual movement of the antenna to determine the direction 
from which the maximum interference emerges. In addition, 
existing devices are not time and cost effective.  
Therefore, the emphasis of the project lies in detecting, 
tracking, and managing interferences in order to reach an 
improved service quality and cost control for network 
operators.  

III. DIRECTION FINDING TECHNIQUES 

A. Radio Direction Finding 
Radio direction finding or RDF for short, is the action of 

measuring the direction or location of an unknown transmitter. 
Systems of RDF try to obtain the Angle of Arrival (AOA) of a 
signal by computing the phase or the time of arrival of the 
incoming wave. Almost all modern applications nowadays use 
the data from the AOA to determine the location [4]. 

1) Amplitude Comparison: 
A design with a Category I have a system that changes the 

amplitude response of the antenna elements into voltages in 
order to acquire the AOA data. Figure 1 below shows the two 
kinds of methods used to compute the AOA data. θ shows the 
calculated Angle of Arrival. 

 
Figure 1: (a) Direct (b) Comparative Amplitude Techniques “Source : [4]"  
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2) Phase Delay and Time Delay: 
In order to reach the design set by the two categories, a 
minimum of two antennas must be present with a fixed space 
between them. Figure 2 below shows the basic configuration 
for the two above mentioned Categories [4]. 

 
Figure 2: Basic Phase-Delay and Time-Delay Techniques “Source: [4]” 

Since the waves encounter unalike propagation distances from 
a transmitter to the antennas, the waves form different phases 
and hence the waves arrive to each individual antenna at 
different time. Also since the phase or time differences are 
dependent on spacing and wavelength, we can then easily 
compute the AOA data. 

3) The Maximum Likelihood (ML) Method: 
This method approximates the Angle of Arrival from a 

given set of Phase data by maximizing the Log Likelihood 
function. The Maximum Likelihood approaches return almost 
ideal performance. Even when the SNR and n are small, the 
method still achieves a good result. But unfortunately the 
disadvantage comes in terms of computation as this technique 
requires a huge amount of resources allocated to it. 

B. Eigenspace Techniques: 
These techniques depend on the Covariance properties of 

matrices. Its Eigen vectors can be divided into two separate 
spaces, the signal subspace and the noise subspace when the 
sources monitored are incoherent [4]. The vectors that 
represent the direction of the transmitter are orthogonal to the 
noise subspace. In general this method uses the direction of 
these vectors that are orthogonal to the noise subspace and are 
enclosed inside of the signal subspace. One famous algorithm 
that uses Eigen-space methods is The Multiple Signal 
Classification (MUSIC). 

1) Estimate of Signal Parameters via Rotational 
Invariance technique (ESPRIT) 

It has a powerful advantage when compared with other 
techniques and that it has a much reduced computation and 
storage characteristics. This is due to the fact that it is 
implemented by using two identical arrays, where it applies 
the geometrical properties of arrays to calculate the 
displacement of elements that are paired with elements to find 
distances and directions [4]. The only disadvantage is that it’s 
considered to be a complex method to deal with. 

 
 

2) Multiple Signal Classification Algorithm  
The Multiple Signal Classification (MUSIC) algorithm 

aims to give estimates about arbitrary locations and directions. 
It determines mainly the number of signals, the angle of 
arrival (AOA) and the strength of the noise / interference [5]. 
It is used for multiple antennas transmitting over various 
frequencies. MUSIC algorithm operates as follows: 

1. collects the transmitted data 
2. constructs the matrix S from the resulting data and 

calculate its Eigen structure 
3. determines the number of signals 
4. introduces the polarization effect 
5. chooses the maximum value of the resulting array 

IV. SIMULATIONS 
The simulation are results of a system implemented on 

LabVIEW to test the correctness of the MUSIC algorithm 
when implemented in real environment. The system was 
composed of 4 Antennas, displaced by 

, and connected to 1 USRP each [6]. 
Each USRP is feeding the LabVIEW code with the received 
signals to form a matrix on which the MUSIC algorithm will 
work to detect and locate a special interferer which is 
transmitting independently. 
The system composition and displacement can be seen in the 
Figure 3. 
 

   Figure 3: MUSIC Algorithm testing on Labview 

 
After detecting an interference caused by an illegal repeater, 
MUSIC Algorithm is used to find the angle of arrival of the 
interfering signal. As shown in the Figure 4, the angle 
corresponds to the peak power. 
 

 
Figure 4: AOA using MUSIC Algorithm 
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V. NOVEL ANTENNA SWITCH 

A. Motivation 
At first, the setup consisted of 4 Antennas each connected 

to a USRP reading and inputting to the LabVIEW to construct 
the matrix and run the MUSIC algorithm on it. Therefore, we 
had to use 4 USRPs to form the antenna array, 1 USRP for the 
synchronization and 1USRP to emulate the transmission of an 
illegal repeater. This novel design and use of an antenna 
switch allows to use 1 USRP only, thus eliminating the need 
for synchronization. The receiving switch is single pole 4 
throw (SP4T) because 4 antennas are being switched to one 
output. Hence, reducing the cost and the complexity of the 
system.  

B. Switch Setup 
The Antenna Switch is connected to the 4 receiving 

antennas from one side to the USRP on the other. It is 
controlled by an Arduino that has analog output pins providing 
+5V and 0V [7]. PIN Diodes placed in a series and shunt 
manner were used to realize the RF switch. PIN diodes were 
chosen as the principle switching elements because an 
intrinsic (I) layer with very high resistivity material is present 
between positively (P) charged and negatively (N) charged 
material [8].  When an Arduino pin provides a positive voltage 
to the diode, the series diode is forward biased and acts as a 
resistor, and the shunt diode is reversed biased acting as a 
capacitor [8], [9]. The opposite will occur when the attached 
Arduino pin delivers negative voltage; the shunt diode is 
forward biased and the series diode is reverse biased [9]. The 
isolation between RF ports is determined by the series diode 
capacitance when reverse biased and resistance of shunt diode 
when forward biased, and the insertion loss is determined by 
the series resistance of series diode when forward biased and 
capacitance of shunt diode when reverse biased [9]. To have 
an isolation greater than -15dB and insertion loss less than -
1dB, a PIN diode with minimal capacitance and resistance. 
Therefore, SMP1320-011LF diode was chosen because it has 
a typical capacitance of 0.23pF and resistance of 0.75Ohms 
[10].  

C. Switch Simulation 
Using Agilent ADS, the switch was realized on schematic 

in Figure 5, and S-parameter simulations were conducted. The 
switch provides a required high isolation of approximately -23 
dB between ports 1 and 2 when port 1 is reverse biased and 
port 2 is forward biased. In addition, the circuit minimizes 
output return loss reaching almost -80dB at 1.4GHz. 
In summary, a single USRP will be able to read one signal at a 
time thus mimicking the presence of several synchronized 
USRPs. The received signals, after being forwarded to the 
USRP, will apply MUSIC algorithm to give the sources’ 
azimuth angles of arrival on the antennas. Finally, using 
coverage maps from operators, the illegal sites will be 
differentiated from the legal ones. 
 

 
Figure 5: Antenna Switch schematic 

 

CONCLUSION 
 

In conclusion, building an antenna array using a 
controllable antenna switch and USRP to apply MUSIC 
algorithm will give a good solution for a serious problem 
affecting the way people communicate negatively. The 
degradation in the quality of services offered by network 
operators causes tremendous losses on subscribers and 
operators themselves. However, with our solution that covers 
all cellular networks protocols and uses the flexible NI-USRP 
and LabVIEW will ensure the fair utilization of the spectrum 
by ensuring that no illegal transmitters are operating.  
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Abstract- The great interest in the Internet of Things (IoT) ini-

tiative has given life to many different applications where small 
mobile computing units are embedded in objects that surround us 
and which we interact with on a daily basis. These IoT devices are 
standalone devices that need to have a long lifetime. Consequently, 
using energy-efficient communication becomes crucial to insure 
the self-sustainability of these devices since keeping the sensor 
always on will decrease dramatically its lifetime. Using RF-
triggered wake up is one of the efficient methods to reduce the 
sensor energy consumed by leaving the sensor asleep in a very low 
power state and only activating it when needed. 

 

Index Terms—Internet of Things (IoT), OOK (On-Off Keying),  
dB (decibels),  TI (Texas Instruments), RTD (Resistance Temper-
ature Detectors), mAh (milliAmpere Hour) 

I. INTRODUCTION 

HE electronic IoT movement is set to facilitate transfer-
ring data over a network with less human intervention to 
create a seamless data logging process. And some of the 
pioneer projects in this domain were energy harvesting 

and radio triggering which created a shift in battery usage of 
electronic equipment for applications that need higher power 
over the life of the device [1]. The main goal of the project is 
to develop prototype of a sensor device based on RF-triggering 
to locate the source of a fire. So, the aim is to have only one 
main sensing unit that is frequently retrieving data from the 
surrounding environment and can thus assess whether there is a 
need to wake up the other units to check whether an incident 
has occurred. This can be related to our target application of 
detecting wildfires where the main unit would continuously 
sense for conditions that may cause a fire incident. If these 
conditions were met, the other units in sleep mode are trig-
gered to test for fire, and send the location of this fire if it were 
to occur before entering the inactive state again.  

This method of conditional triggering was done in other pro-
jects via close range technologies using optical or ultrasound 
hardware that requires hardwiring to build. However, this ap-
plication brings the application to a wider range of operation 
using WiFi signals as a standard of communication. This al-
lows for a big development in the possible applications that 
could incorporate long range wireless communication without 
having both ends stay active to communicate. 

The prototype designed will be put under power consump-
tion supervision to prove that it can offer a solution for the 
Internet of Things problem of achieving more efficient systems 

that aim to reach self-sufficiency. Also, future work includes 
integrating different modules that will allow for different 
methods of sensing for applications beyond the scope of the 
work currently done on fast response to fires. 

The design of the system can be described by a central sen-
sor, always powered and connected to a base station for moni-
toring, connected wirelessly to a number of sensors. At the 
other sensors’ side, the first interface with the environment is 
an antenna that if detects the correct signal transmitted, allows 
for the rectifying circuit to turn on the other circuit in which 
the sensing activity takes place followed by the required con-
trol of the obtained signals to send back a signal to the base 
unit with the necessary reporting when it comes to the data 
under study. This design can be better illustrated by Fig.1 
which shows how the different sensing units communicate 
together in the set environment. 

 

 
Figure 1: Schematic illustrating the scope of the project 

 
The objective of the paper is to demonstrate the different 

stages of the design process of the receiving units and what 
goes into the integration of different sub-processes where each 
takes its own implementation process to later be inserted be-
tween other finished system units. In what follows, section II 
will discuss the different design elements and decisions that 
were taken in order to satisfy the functionality constraints to be 
listed alongside the specifications needed for the system to 
function as desired. Section III will describe the testing proce-
dures and methodology used in the different stages for com-
plete integration.

T 

Receiving 
Unit  
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Figure 2- Scheme illustrating overall design layout 

 

II. DESIGN 

The design of the sensor with RF wake-up functionality can 
be divided, as seen in the above section, into three main cate-
gories: Wake-Up circuit, sensing function circuit, and commu-
nications interface for data uploading. In each subcategory, 
there exists different design alternatives that can be categorized 
as high or low level where the high level choices contributing 
in shaping up the scheme of the project. This is furthermore 
supported by a set of specifications desired from the system 
and to which the different design choices will refer. Figure 2 
shows a general view of the system elements and how they 
integrate as part of the system. 

A. Specifications  

The system will have its specifications set on an array of 
technical and non-technical constraints it must verify to output 
the desired functionality. 

1) Power Management: Saving power by using RF trigger-
ing can be considered to be the main feature of the system’s 
design. But since some components found in the circuitry of 
the receiving unit have to be always turned on, this implies 
very little power consumption in the order of microwatts which 
creates a constraint for the design of the power supply of the 
standalone receiving units or sensors where if a battery were to 
be used, its capacity has to accommodate for this regular small 
supply until the next wake up cycle. This has to take into con-
sideration as well the time the unit can remain in its idle state 
without the need to change the included batteries. So a desired 
consumption of current in the order of less than 0.1 Amperes   
is desired in the active state, and in the order of microamps in 
the idle state. 

2) Range: The system design involves wireless communica-
tion between the sensors and the base unit which creates a con-
straint for the maximum distance each sensor can be put away 
from the transmitting end to keep normal functioning. It is de-
sired to have a distance much larger than a couple of meters for 
the nature of the project and the desired outcome to have a 
system that can detect the source of emergency in a big area 
where this detection will make a difference from sensing from 
a single unit. But even though a larger distance is desired, the 
project is bound by the wireless standard to be used in addition  

 
to other constraints like the size of the antenna. So for the sake 
of the application at hand, a minimum distance of 10 meters1 is 
required between the receiving and base units. 

3) Latency: The preliminary design outline includes trans-
mitting the signals at a standard commercial frequency. And on 
that note, we would have a lot of interference between the sig-
nals with the same frequency which gives rise to the need to 
find a method to distinguish the desired signals from the others 
already being transmitted in the location of the system’s im-
plementation. 

Based on the given constraints, the receiving unit’s specifi-
cations list includes the following: frequency transmission and 
reception at 2.4 GHz IEEE 802.11 b/g standard which will 
allow to achieve the desired range of more than 10 meters, a 
power supply rated at 0.1 Amperes and 3 Volts DC input pro-
vided by standard AA or AAA batteries, two external antenna 
with to have both reception and transmission modes, and a 
maximum temperature tolerance of 80 degrees Celsius as a 
simulation for proof of concept. 

B. Design Elements and Choice 

The system can be considered as an integration of three main 
elements: a wake-up circuit that will receive the triggering 
wireless signal, the processing unit with the sensing elements, 
and the communication interface that will send back any in-
formation that needs to be reported back to the base unit. 

1) Wake-Up Circuit: The wake up circuit functionality is to 
detect the wake-up signal and accordingly activate the proces-
sor to accomplish its function. As illustrated in the Figure 2, 
the circuit is made up of: an antenna to pick up the RF power 
an impedance matching network to guarantee a maximum 
power transfer in the system, and a rectifier to convert the RF 
power to DC voltage. 

 

 
Figure 3: Schematic illustrating Wake-up Circuit Layout 

Antenna: For the antenna, the key specification is that it 
should be able to detect the frequency of interest. Also, it 
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should be of small size and have good radiation characteristics. 
It is crucial to note that the size is inversely proportional to the 
frequency [2].  The antenna implemented in the circuit and is at 
the front of all interactions with the receiving unit has the fol-
lowing specifications: Frequency range between 2.4-2.5 GHz, 
Gain of 5 dBi, SMA type connector, Impedance of 50 Ohms, 
Omni-type radiation, and a length of 163 millimeters. 

Rectifier: The rectifier circuit is the essential part of the 
wake up circuit which generates the DC output voltage to wake 
up the processor. A basic design for the rectifier is to use 2 
diodes and 2 capacitors. This configuration is a charge-pump 
structure. In the negative cycle, the current flows in diode D1 
and charge the capacitor C1. Whereas, in the positive cycle, the 
current flows in diode D2 while diode D1 is off; therefore, the 
output voltage will be equal to twice the input voltage minus 
the turn-on voltage of the diode. It is advisable in this applica-
tion to use zero- bias Schottky diodes instead of a simple p-n 
junction diode. Schottky diodes are based in a metal-
semiconductor barrier. In the zero-bias types, this barrier is 
very low, consequently the forward voltage is very small. This 
is desirable since the voltage won’t be lost in the diodes. 

To be able to wake up the processor from deep sleep, the 
output voltage of the rectifier should be above a threshold volt-
age able to turn on the microcontroller. Using a comparator 
after a one stage amplifier as illustrated below steps up the dc 
voltage to the required level. Figure 4 shows a complete 
scheme of the rectifier circuit. It should be noted that the com-
parator is an active component, leading to the need of an exter-
nal power source. On the other hand, there exist comparators 
with nano-power consumption minimizing the mentioned 
drawback. 

 
Figure 4: Schematic showing the one-stage rectifier with a comparator 

Impedance Matching: The impedance matching circuit is 
very crucial to insure maximum power transfer. This part 
should match the output impedance of the antenna to the input 
impedance of the rectifier. Stubs are used in the matching cir-
cuit. Stubs are lengths of transmission line that can be either 
open or close circuits. The stub length can be varied from zero 
to half a wavelength making it more convenient to tune it to 
any value of reactance that satisfy the matching property. This 
can be troublesome when using inductors and capacitors since 
we will be restricted to standard values of L and C. 

2) Sensing Circuit: This circuit follows the wake-up circuit 
whose output is a DC voltage that could trigger on a controller 
that in its turn will have sensing inputs and data outputs to oth-

er sources. So, the two main components can be considered to 
be the processor or controller and the different sensors linked 
to it. 

Processor: The main requirements needed from the pro-
cessing unit is to have a low voltage input supply range to ac-
commodate for the low voltage output from the wake-up cir-
cuit, in addition to low power consumption during idle and 
active states. In addition, the processing unit must have enough 
ports to allow for the sensors to interact with minimal latency. 
The Texas Instrument-made CC3200 Launchpad which in-
cludes a wireless interface in addition to a microcontroller 
(MSP430) with an antenna embedded inside the board. This 
board have 1.8-3.6 V input voltage range, 400 nanoamperes 
power consumption in the idle state, 200 microamperes in the 
active state, 16 KB of flash memory to store the instructions, 
and a response time to wake up of less than 5 microseconds [4]. 

Sensors: For the sensing of the undesired conditions the sys-
tem is made to notify us about these conditions, we will need a 
set of sensors that will allow us to account for the change of 
conditions in the environment. The conditions that will stay 
under control are conditions of temperature and humidity. 

For temperature control, RTD sensors will be used for the 
added linearity in operation as simpler operation is desired for 
the purpose of our system [3]. Even though RTDs do not have 
the largest range of operating temperatures, but it will suffice 
for the projected high temperature of 80 degrees Celsius de-
scribed before. This sensor of choice is DHT-11 as it outputs 
digital data instead of analog which is recommended for the 
CC3200 functioning. This sensor also includes humidity sens-
ing giving percentage of vapor found in the air. These data can 
be retrieved from the output pin of the sensor and interfaced on 
the proprietary software of the CC3200 called Energia. The 5V 
input voltage for the sensor is provided from the board itself. 

3) Communication Interface: The function of the communi-
cation interface is to upload the data collected by the sensor to 
the appropriate destination (base station in this case). A low 
supply voltage and a low power consumption are essential in 
choosing between different modules. CC3200 offers the Wi-Fi 
interface that will hook up to the microcontroller and at the 
same time is able to communicate with other units via a host 
server established for the system and application at hand [5]. 
Wi-Fi as a standard offers the best wireless communication 
method to try and extend the range as much as possible to meet 
the constraints established at the beginning. 

III. IMPLEMENTATION AND TESTING 

After determining the different elements that will go into the 
design in Section II, the integration of the different components 
in the sub-processes and testing of the sub-processes will be 
studied and discussed in aims of getting to the required output  
and results. This section will include simulation results in addi-
tion to preliminary testing output with different hardware and 
software tools. 

A. Simulations 

All software simulations were done on ADS and using 
PSPICE models. 
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One Stage Rectifier: The zero bias Schottky diode used is 
chosen to be the SMS 7630 which has a typical forward volt-
age of 260 to 320 mV. To use this diode in the simulation we 
imported the PSPICE model to the software. The PSPICE pa-
rameters can be found in the datasheet [6]. The results when 
sweeping the received power in dBm versus the output DC 
voltage are as seen in Figure 5 which also includes experi-
mental results to be discussed later. We notice that the output 
voltage is increasing as the power received increases with an 
efficiency of 13.62% at -20 dBm power received. 

 
Figure 5: Graph showing output DC versus power received 

Comparator: By referring to the comparator circuitry in Sec-
tion 2, the minimum threshold to turn on the comparator is set 
to 50 mV which is a reasonable number below which the noise 
is significant. To get the threshold voltage, a voltage divider 
formed by R1 and R2 is done to get the value for the reference 
voltage equal to 50 mV for an R1 of 1 MegaOhms, an R2 of 47 
KiloOhms, and Vcc of 3V. High resistance was used to mini-
mize power consumption. Sweeping the received power in 
dBm versus the overall output voltage, the results are shown in 
Figure 6 with a minimum received power that should be equal 
to -28 dBm. Power during the ON state is measured at 29.11 
microwatts and during the OFF state at 1.1 microwatts. 

 
Figure 6: Graph showing output DC versus power received 

Distance: The relation between the power received and dis-
tance shown in (1) allows for the calculation of the range 
achievable given the specifications and plotted in Figure 7 
which shows a distance of 22 meters achieved at a power of -
27.9 dBm. This meets the range constraint. 

       (1) 

Pt is the transmission power, Gs is the transmission antenna 
gain and Gr is the receiving antenna gain, lambda is the wave-
length of the EM wave, and D is the distance between the 
transmitting and receiving node. The wavelength is equal to the 
ratio of c to the frequency which gives 0.125 meters, and Gs 
and Gr have values of 3.162 corresponding to 5 dBi. 

 
Figure 7: Graph showing power received versus distance 

Power Consumption: The lifetime of the system during its 
active and non-active cycles is a big concern when it comes to 
the discussed constraints. To measure this lifetime a relation 
between the consumption and the size of the battery included 
gives out the results as in (2) with the inclusion of a multiplica-
tion factor of 0.7 accounts for the external factors that would 
give worse numbers for the estimated time [7]. 

             (2) 
Having a battery size of 2500 mAh and assuming that the 

system turns on for a total of 30 minutes per day, the total en-
durance of the system was found to be for more than 6 months 
before a battery replacement is needed. And that is mainly due 
to the efficiency of the microcontroller during idle state. 

Communication Interface: To establish the connection be-
tween the receiving unit and the base unit. Energia was used as 
a software to program the CC3200 launchpad. In order to send 
the data to the cloud, dweet.io was used as a server. Changes in 
the data can be viewed through a platform called Freeboard.io. 

Sensing elements: the temperature and humidity sensors 
were input to the processor with preceding resistive circuits. 
Then, the sensors are calibrated to replicate the desired levels. 
The temperature sensor was calibrated to output an alarm indi-
cator at a temperature above 80 degrees Celsius. And for the 
humidity level, DHT-11 sensor a predefined level of vapor that 
simulates the presence of a fire. So, that threshold was used in 
order to have sensing elements able to detect conditions of fire.  

 
 
 

(dBm) 

(m
V

) 
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B. Experimental Results 

After the fabrication of the different circuits, the units were 
independently tested in the controlled environment which in-
cludes a signal generator to obtain the desired frequency of 
signals and test how the various systems react to different sig-
nals to get indications of performance and efficiency. The dif-
ferent circuits under the experiments can be found in Figure 8 
which also shows the sequence in which the different units 
must be inserted to achieve the system functionality. 

 
Figure 8: Image showing the circuit in the testing process 

Starting with the testing of the rectifier circuit, Figure 9 
shows the comparison between the achieved results and those 
retrieved from the simulations. It can be seen that both results 
do not stray away majorly with results around the lower end of 
power received being very close, which is the region where 
data matters the most for our application. 

 
Figure 9: Graph showing DC Output versus Power Received 

Figure 10 illustrates the reflection coefficient of the simulat-
ed and tested results. A peak of almost -20 dBm is seen at a 
frequency of 2.4 GHz which indicates that the antenna radiates 
best at this frequency which matches the requirements. 

 

Figure 10: Graph showing reflection coefficient for the system 

As for the comparator results, Figure 11 demonstrates how 
the voltage level varies after the comparator stage to reach the 
desired voltage level illustrated by the experiment by about 2.9 
Volts 

 
Figure 11: Graph showing DC output after comparator 

C. Communication Interface: 

The below figure shows the interface where the temperature 
and humidity sensing data are uploaded to the cloud. 

 
Figure 12: Dashboard showing data transmitted from the sensor to the cloud 
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IV. CONCLUSION 

In this paper, a method of wireless triggering was studied 
and proposed as a solution within the IoT movement frame-
work. Wireless triggering has yet to show any results in any 
field other than that of close quarter (less than one meter). The 
system has entered the testing phase with undergoing processes 
of fabrication and hardware testing. Early test trials show 
promising results with output being very near to projected de-
sired data. The next step includes the continuation of the test-
ing process that will be carried over all the processes especially 
when it comes to the integration of the different units and cre-
ating a user friendly medium of monitoring the different tested 
data in real time or to check previous logs. After all functional-
ities are present in the system, additional functionalities can be 
studied like addressing of the wireless signal in order to avoid 
any false alarms and differentiate the desired triggering signal 
from interfering ones in the same medium in addition to other 
potential applications. 
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Abstract- Most façade cleaning processes are performed by 
humans hanging off ropes. Since safety problems can arise 
from this traditional cleaning method, researchers have 
been triggered to come up with new automated solutions 
regarding skyscrapers cleaning.  However, the proposed 
solutions deal only with continuous glass building facades 
with no ability to cross edges, if present. In addition, the 
current window cleaning robots are not fully autonomous 
and need human intervention. In order to solve these 
problems, a new façade cleaning robot, “Gravity”, has been 
developed to enhance cleaning efficiency of facades 
regardless of their external structures. Gravity is an 
articulated wall climber and window cleaning robot. It is 
composed of two separate bodies connected together by a 
two-link actuated arm that allows it to cross edges. It 
adheres to vertical surfaces using vacuum-based active 
suction cups regulated to allow motion while ensuring 
sufficient amount of adhesion. The cleaning system is 
composed of a two-stage cleaning process. Gravity has a 
track-based locomotion mechanism which allows a better 
edge crossing and grip on smooth walls and glass surfaces. 
Gravity has two modes of operation, Remote Control and 
Autonomous. 
 
Keywords: Window cleaning, vacuum cups, vacuum pump, 
tracks, cleaning system, articulated arm, safety, control 
system.  

I. INTRODUCTION 

Cleaning skyscrapers’ window panels is a dangerous task 
performed by human labors. In order to ensure an adequate and 
clean appearance of the skyscrapers and to lower the risk of 
injuries and fatalities of window cleaners, robot intervention is 
needed. In fact, a study conducted in 2011 by the Department of 
Labor of the United States indicates that every ten seconds, on 
average, a high-rise window cleaner dies [8]. For this reason, 
researchers have been motivated to develop window cleaning 
robots. For instance, in paper [1], researchers have developed a 
window cleaning robot that consists of a vacuum pump, sealing 
mechanism and driving mechanism, with only one suction cup. 
It is also formed of a single body, limiting its application to only 
continuous glass buildings. Moreover, Qian et al. [2, 3] has 
developed a robot with a locomotion system utilizing a crane 
installed on the roof using non-actuated dual suction cups. In 
addition, Elkmann et al. [4-6] have developed the SIRIUS_c 
which uses a crane-based system installed on the roof. Also, it 
has an advanced sliding frame mechanism which can perform 
vertical and horizontal motion. Cranes can be difficult to install  

 
on many high-rise buildings due to their external structure. 
Furthermore, Moon et al. [7] have developed a window cleaning 
robot similar to those mentioned previously.  

To avoid such complications, “Gravity” has been developed. 
This robot is intended to help save people’s lives and to 
guarantee better results of cleaning. Gravity is a fully automated 
robot capable of cleaning walls and glass surfaces without the 
need of cranes and humans. It is able to move on the window on 
its own, once placed on it, ensuring the cleanliness of the whole 
window. The robot starts from an initial position placed by the 
user and returns back to the same spot at the end of the cleaning 
process. After cleaning the window panel, the robot will move 
to the next window by climbing edges between glass panels of a 
certain thickness. In addition, the robot has a Remote Control 
option to clean surfaces that cannot be covered by the 
autonomous mode. A main feature distinguishing Gravity from 
other window cleaning robots is its innovative design. It is 
composed of two bodies and a link having multiple degrees of 
freedom. This design makes Gravity flexible and allows it to 
clean hard-to-reach spots, unlike other façade cleaning robots. 

In this paper, the three main robot mechanisms: adhesion, 
locomotion, and cleaning are heavily discussed. Afterwards, a 
section is dedicated for the safety and edge crossing mechanisms. 
In addition, the motion control of the robot and the simulation 
results of the Autonomous mode are discussed. Moreover, the 
results and experimental conclusions are illustrated. Finally, a 
conclusion is reached, including potential future directions of 
Gravity. 

II. ADHESION SYSTEM 

A. Mechanism Overview 
The adhesion system consists of a vacuum pump connected to 

suction cups, generating vacuum in them. The suction cups can 
slide on glass and on the edge surface. Since the robot consists 
of two bodies, one body can lift the whole robot by cutting off 
the vacuum from it and keeping the vacuum flowing in the 
second body. Two on/off valves are connected to the robot, thus 
allowing the control of the vacuum flow in the two bodies. The 
connections between the vacuum generator, separator, valves, 
and vacuum cups are illustrated in Figure 1.A that shows the 
entire robot adhesion mechanism. 

B. Vacuum Pump 
Vacuum pumps are characterized by the maximum pressure 

they can reach and the volume flow rate they provide. In order 
to find the proper vacuum pump, the free body diagram of the 
system is obtained with the help of the literature [7].  Figure 1.B 
illustrates the free body diagram with the forces acting on the 
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body. The equations governing the amount of pressure needed 
for adhesion are given as follows:  
For the x-axis and y-axis respectively: 

𝑚𝑚𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑔𝑔 − 𝐹𝐹𝑓𝑓𝑟𝑟𝑓𝑓𝑓𝑓𝑟𝑟𝑓𝑓𝑟𝑟𝑓𝑓 = 0                                                        (1) 
𝐹𝐹𝑓𝑓𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛𝑛𝑛 − 𝐹𝐹𝑣𝑣𝑛𝑛𝑓𝑓𝑣𝑣𝑣𝑣𝑛𝑛 − 𝑚𝑚𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑔𝑔 = 𝑚𝑚𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑎𝑎                      (2) 

       
Substituting with the different force relations, the literature [3] 
introduces the following equations:  

∆𝑝𝑝 ≥  𝑚𝑚(𝑔𝑔 + 𝑎𝑎)
(𝜇𝜇𝑟𝑟𝑟𝑟𝑛𝑛𝑓𝑓𝑡𝑡𝑡𝑡𝜀𝜀𝐴𝐴𝑡𝑡𝑣𝑣𝑓𝑓𝑟𝑟𝑓𝑓𝑟𝑟𝑓𝑓 −  𝜇𝜇𝑡𝑡𝑠𝑠𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑠𝑠 𝑛𝑛𝑟𝑟𝑟𝑟𝑙𝑙𝜀𝜀𝐴𝐴𝑡𝑡𝑠𝑠𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑠𝑠 𝑛𝑛𝑟𝑟𝑟𝑟𝑙𝑙)  (3) 

 
This equation results in the minimum pressure difference 
between the atmosphere and the vacuum cups for the robot to be 
able to move on glass. In equation (3), µtracks represents the 
friction coefficient of the tracks; ε is the ratio of the pressure of 
the sucker to that acting on the wheels having a value ranging 
from 0.8 – 0.9; m is the mass of the robot; g is the gravitational 
acceleration; a is the acceleration of the robot; µsealing-loop is the 
friction coefficient of the sealing loop; Asealing-loop is the area of 
the sealing loop of the vacuum cups. Asuction is the area of the 
inner lip of the vacuum cup. 

C. Vacuum Cups 
The vacuum cups are chosen to have sliding ability, allowing 

a smooth and frictionless motion of the robot and avoiding 
unnecessary stresses that might arise from having non-sliding 
suction cups. The vacuum system of Gravity consists of twelve 
vacuum cups, each body containing six. The diameter of one 
vacuum cup is 78 mm and the placement of the vacuum cups is 
shown in Figure 1.C. The vacuum cups are placed such as to 
ensure that the suction force is at the center of mass of the body.  
Knowing Asuction, Asealing, the mass of the robot, and the 
acceleration, the difference in pressure can be calculated using 
the following equation: 

∆𝑝𝑝 =  𝑚𝑚(𝑔𝑔 + 𝑎𝑎)
(𝜇𝜇𝑟𝑟𝑟𝑟𝑛𝑛𝑓𝑓𝑡𝑡𝑡𝑡𝜀𝜀𝐴𝐴𝑡𝑡𝑣𝑣𝑓𝑓𝑟𝑟𝑓𝑓𝑟𝑟𝑓𝑓 − 𝜇𝜇𝑡𝑡𝑠𝑠𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑠𝑠 𝑛𝑛𝑟𝑟𝑟𝑟𝑙𝑙𝜀𝜀𝐴𝐴𝑡𝑡𝑠𝑠𝑛𝑛𝑛𝑛𝑓𝑓𝑓𝑓𝑠𝑠 𝑛𝑛𝑟𝑟𝑟𝑟𝑙𝑙)   (4) 

 
 
 
 
 
 
 
 
 
 

Figure 1. Adhesion System of Gravity. A) Vacuum system design consisting of 
a vacuum generator, two valves, and twelve vacuum cups, six for each body. 
B) Free body diagram of the robot. C) Placement of vacuum cups on the two 

bodies of the robot. 

III. LOCOMOTION SYSTEM 

The locomotion method used is track-based. Using tracks 
increases the contact area between the robot and the surface, thus 
providing a smoother motion. The main problem that should be 

tackled is that the motors driving the tracks should be able to 
overcome the adhesion force created by the vacuum pump and 
gravity. In order for the robot to move on vertical surfaces, 
equations found in paper [3] are used. First, the driving force is 
found by calculating the required ∆P which is the pressure 
needed to adhere to the surface. A lower and upper bound for 
the driving force is selected, and the final value is the average of 
these two: 

𝐹𝐹𝑛𝑛𝑟𝑟𝑙𝑙𝑠𝑠𝑟𝑟 = 𝑚𝑚(𝑔𝑔 + 𝑎𝑎) +  𝜇𝜇𝑡𝑡∆𝑃𝑃𝐴𝐴𝑡𝑡𝑠𝑠𝑛𝑛𝑛𝑛                                    (5) 
𝐹𝐹𝑣𝑣𝑙𝑙𝑙𝑙𝑠𝑠𝑟𝑟 = 𝜇𝜇𝑟𝑟∆𝑃𝑃𝐴𝐴𝑡𝑡𝑣𝑣𝑓𝑓𝑟𝑟𝑓𝑓𝑟𝑟𝑓𝑓𝜀𝜀                                                      (6) 

 
where m is the mass of the robot, g is the gravity (9.81 m/s2), a 
is the acceleration, µs and µt are the friction coefficient of the 
suction cups and tracks, respectively. Aseal is the area of the 
suction cup that makes direct contact with the surface (Outer 
minus inner area), Asuction is the suction area (inner area) and ε = 
0.85. 

The tracks are chosen to allow the robot to cross over small 
bumps easily. They have an inverted trapezoidal shape as shown 
in Figure 2.A. These tracks can allow the robot to gain a better 
traction with respect to edge-like obstacles. In many cases the 
robot will be able to cross edges without the need to uplift its 
two bodies since the tracks shape will allow the robot to increase 
the gripping force on the surface. 
 

Figure 2. Locomotion System of Gravity. A) Image showing the shape of the 
tracks used. B) Schematic image showing the tracks design. C) Schematic 

image showing the design of one body of the robot. 

IV. CLEANING SYSTEM 

The cleaning mechanism is divided into three stages: (1) water 
spraying and dirt removal using a high speed rotating brush, (2) 
dirty-water suctioning in the first body and (3) dirty-water 
suctioning and wiping at the end of the second body. The 
spraying system, consisting of three nozzles, is placed above the 
rotating brush at the front of the first body (see Figure 3). The 
nozzles are chosen to span the spacing between the two sides of 
the body. The head pressure is used to drive the water from a 
tank placed at the top of the building to the nozzles. The rotating 
brush is 35 cm long. One of its sides is connected to a DC motor 
gearbox and the other side is connected to a bearing fixture. The 
DC motor used for the cleaning has a rotational speed of 300 
RPM and a torque of 0.6 Kg.cm. To ensure good cleaning 
process, the brush must be rotating at relatively high speed. For 
this reason, an external gear box of ratio 4.8 is used to connect 
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the motor to the brush’s shaft. This way, the brush will be 
rotating at 1440 RPM; thus removing dirt easily. As of the 
suctioning process, two slits are used. The first one is placed at 
the front of the first body, behind the nozzles and the brush. The 
second one is placed right before the wiper in order to collect 
the dirty water at the end of the cleaning process. These slits are 
connected to another vacuum pump utilized only for water 
suctioning. Finally, a rubber wiper blade is placed at the end of 
the second body to remove any un-suctioned dirty water. 

Figure 3. Cleaning System of Gravity. 

V. LINK DESIGN 

The link that provides the ability to overcome façade edges is 
shown in Figure 4. The dimensions of the link are selected to 
ensure the robot can withstand the bending moments and 
traverse, relatively, high edges. The large link is 30cm long and 
has a web height of 50mm, and the small link is 30cm long and 
has a web height of 40mm. Different materials such as carbon 
fiber, hardened steel and aluminum 1060 are tested while fixing 
two main constraints: the weight of the link and the factor of 
safety. Aluminum 1060 has provided the best results in terms of 
the weight and factor of safety. In order to have a safe design 
with no failure, a stress analysis of the link is conducted on 
SolidWorks. A 20Kg distributed mass is applied to the first free 
body while fixing the second body. The finite element analysis 
done using SolidWorks shows how the stresses are spread along 
the link's geometry. The analysis has given a maximum Von 
Mises stress of 82.213×10  Pa at the point of maximum stress. In 
order to ensure that a failure will not occur at this point, a safety 
analysis is conducted. The analysis has given a minimum factor 
of safety of 2.804 that is distributed evenly along the link's 
geometry which indicates that the link can withstand 2.8 times 
the force applied. Hence, Aluminum 1060 will be used for the 
link. 

Figure 4. A) Illustration image showing the structure of the link. B) 
Dimensions of the large link. C) Dimension of the small link. 

VI. SAFETY ROPE 

In order to ensure a safe cleaning process, a safety rope will 
be used. It is composed of a 15m long 1.2cm diameter rope 
connected to a thrust bearing connection. From this connection, 
three smaller subdivisions of the main rope are linked to the 
robot; two of them are connected to the center of gravity of each 
body and the remaining one is connected to the link arm. The 
dimensions of the ropes are chosen according to the geometries 
of Bechtel building and the robot. Likewise, the rope material is 
chosen based on the forces affecting the robot in case of failure. 
The main rope is connected to a coiler that is placed on the roof 
of the building. This coiler is, at the same time, placed on a 
support casing with wheels that follow a linear track allowing it 
to stay on the same center-axis of the robot as it moves across 
the building. The safety rope follows the “extend and retract” 
mechanism used in cars’ seatbelts. In case of failure, the coiler 
will get locked, preventing the robot from falling. 

 
The final design of the robot is shown in Figure 5. 

Figure 5. Final Design of Gravity.  

VII. MATHEMATICAL MODELING 

A. Link Modeling 
The dynamics of the link are derived from the kinematics 

equations involving the kinetic, potential, and dissipation 
energies along with the torques applied to the three joints. These 
equations are given as follows: 
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𝐾𝐾𝐾𝐾 = 12 {𝐼𝐼1�̇�𝜃1
2 + 𝑚𝑚1 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑎𝑎1𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃1)]
2
+ 𝑚𝑚1 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑎𝑎1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1)]
2
} +

1
2 {𝐼𝐼2�̇�𝜃2

2 + 𝑚𝑚2 [ 𝑑𝑑
𝑑𝑑𝑑𝑑 (𝑙𝑙1𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃1 + 𝑎𝑎2𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃2)]

2
+ 𝑚𝑚2 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑙𝑙1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 +

𝑎𝑎2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃2)]
2
 } + 1

2 {𝐼𝐼3�̇�𝜃3
2 + 𝑚𝑚3 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑙𝑙1𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃1 + 𝑙𝑙2𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃2 +

𝑎𝑎3𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃3)]
2
+ 𝑚𝑚3 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑙𝑙1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 + 𝑙𝑙2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃2 + 𝑎𝑎3𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃3]
2
}        (7) 

𝑃𝑃𝐾𝐾 =  𝑚𝑚2𝑔𝑔𝑎𝑎1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 + 𝑚𝑚2𝑔𝑔(𝑙𝑙1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 + 𝑎𝑎2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃2) +
𝑚𝑚3𝑔𝑔(𝑙𝑙1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 + 𝑙𝑙2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃2 + 𝑎𝑎3𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃3)                                              (8) 

𝐷𝐷𝐾𝐾 = 1
2 ∑ (𝐶𝐶𝑖𝑖(3

𝑖𝑖=1 �̇�𝜃𝑖𝑖 − �̇�𝜃𝑖𝑖−1)2)                                                 (9) 

𝑇𝑇1 =  𝑇𝑇𝑚𝑚1 − 𝑇𝑇𝑚𝑚2 , 𝑇𝑇2 =  𝑇𝑇𝑚𝑚2 − 𝑇𝑇𝑚𝑚3 , 𝑇𝑇3 =  𝑇𝑇𝑚𝑚3 

where Tm1, Tm2, Tm3 are the motors torques and are expressed as 

follows: 

𝑇𝑇𝑚𝑚1 = 𝐺𝐺1𝑢𝑢1 − 𝐼𝐼𝑝𝑝1�̈�𝜃1 − 𝐶𝐶𝑝𝑝1�̇�𝜃1                                               (10) 

𝑇𝑇𝑚𝑚2 = 𝐺𝐺2𝑢𝑢2 − 𝐼𝐼𝑝𝑝2(�̈�𝜃2 − �̈�𝜃1) − 𝐶𝐶𝑝𝑝2(�̇�𝜃2 − �̇�𝜃1)               (11) 

𝑇𝑇𝑚𝑚2 = 𝐺𝐺3𝑢𝑢3 − 𝐼𝐼𝑝𝑝3(�̈�𝜃3 − �̈�𝜃2) − 𝐶𝐶𝑝𝑝3(�̇�𝜃3 − �̇�𝜃2)                (12) 

where u1, u2 and u3 are the input voltages to the motors located 
at joints 1, 2 and 3 respectively. 
Moreover, the mathematical model is derived using the 

Lagrangian equation of motion, which gives: 
𝑑𝑑
𝑑𝑑𝑑𝑑 (

𝜕𝜕𝜕𝜕
𝜕𝜕�̇�𝜃𝑖𝑖

) −  𝜕𝜕𝜕𝜕
𝜕𝜕𝜃𝜃𝑖𝑖

+ 𝜕𝜕𝜕𝜕
𝜕𝜕�̇�𝜃𝑖𝑖

+ 𝜕𝜕𝜕𝜕
𝜕𝜕𝜃𝜃𝑖𝑖

= 𝑇𝑇𝑖𝑖    𝑠𝑠 = 1,2,3                           (13) 

Rearranging the equations, the following mathematical model is 
obtained: 

                  P̃ [
�̈�𝜃1
�̈�𝜃2
�̈�𝜃3

] + K̃ [
�̇�𝜃1
�̇�𝜃2
�̇�𝜃3

] + F̃ [
𝜃𝜃1
𝜃𝜃2
𝜃𝜃3

] + G̃ [
𝑢𝑢1
𝑢𝑢2
𝑢𝑢3

] = [
0
0
0
]             (14) 

 
where 
�̃�𝐏

= [
𝐽𝐽1 + 𝐼𝐼𝑝𝑝1 + 𝐼𝐼𝑝𝑝2 𝑙𝑙1(𝑚𝑚2𝑎𝑎2 + 𝑚𝑚3𝑙𝑙2) − 𝐼𝐼𝑝𝑝2 𝑙𝑙1𝑚𝑚3𝑎𝑎3

𝑙𝑙1(𝑚𝑚2𝑎𝑎2 + 𝑚𝑚3𝑙𝑙2) − 𝐼𝐼𝑝𝑝2 𝐽𝐽2 + 𝐼𝐼𝑝𝑝2 + 𝐼𝐼𝑝𝑝3 𝑙𝑙2𝑚𝑚3𝑎𝑎3 − 𝐼𝐼𝑝𝑝3
𝑙𝑙1𝑚𝑚3𝑎𝑎3 𝑙𝑙2𝑚𝑚3𝑎𝑎3 − 𝐼𝐼𝑝𝑝3 𝐽𝐽3 + 𝐼𝐼𝑝𝑝3

] 

 

�̃�𝐊 = [
𝐶𝐶1 + 𝐶𝐶2 + 𝐶𝐶𝑝𝑝1 + 𝐶𝐶𝑝𝑝2 −𝐶𝐶2 − 𝐶𝐶𝑝𝑝2 0

−𝐶𝐶2 − 𝐶𝐶𝑝𝑝2 𝐶𝐶1 + 𝐶𝐶2 + 𝐶𝐶𝑝𝑝1 + 𝐶𝐶𝑝𝑝2 −𝐶𝐶3 − 𝐶𝐶𝑝𝑝3
0 −𝐶𝐶3 − 𝐶𝐶𝑝𝑝3 𝐶𝐶3 + 𝐶𝐶𝑝𝑝3

] 

 

�̃�𝐅 =  [
[𝑚𝑚1𝑎𝑎1 + (𝑚𝑚2 + 𝑚𝑚3)𝑙𝑙1]𝑔𝑔 0 0

0 [𝑚𝑚2𝑎𝑎2 + 𝑚𝑚3𝑙𝑙2]𝑔𝑔 0
0 0 [𝑚𝑚3𝑎𝑎3]𝑔𝑔

] 

 

�̃�𝐆 = [
−𝐺𝐺1 𝐺𝐺2 0
0 −𝐺𝐺2 𝐺𝐺3
0 0 −𝐺𝐺3

] 

 

The symbols used are available in Table 1 in the Appendix. 

B. Motion Modeling 
The motion dynamics of the robot are derived using a similar 

force model shown in page 4 of [9]. The model applies for the 
motion of the robot on walls and takes into consideration the 
friction between the tracked wheels and the wall. The linear and 
angular momentum balance can be written as 

∑ (𝐹𝐹𝑖𝑖 − 𝑓𝑓2𝑖𝑖)𝑅𝑅(𝜃𝜃)𝐷𝐷𝑖𝑖 − 𝐺𝐺 ( 0
(cos 𝜃𝜃)2)2

𝑖𝑖=0 = 𝑚𝑚�̈�𝑃                      (15) 

𝑑𝑑 ∑ 𝐹𝐹𝑖𝑖 − 𝑠𝑠𝑔𝑔𝑠𝑠(�̇�𝜃)𝑀𝑀𝑟𝑟2
2
𝑖𝑖=1 = 𝐽𝐽�̈�𝜃                                               (16) 

 
In the above equations, Fi (i= 1, 2) represents the magnitude of 
the force produced by the ith motor, R(θ) is the rotation matrix, 
Di represents the direction vector of the ith tracked wheel, P is 
the position of the center of mass, G is the weight of the robot, 
m is the mass of the robot, f2i is the rolling friction between 
tracked wheel and the wall, Mr2 is the resistance moment 
produced by friction on walls, m is the mass of the robot, and J 
is its moment of inertia. Following the derivations shown in [9], 
the expression for the rolling friction and the resistance 
moments is obtained and the non-dimensional motion equations 
on walls are derived: 

                                 [
�̈̅�𝑥
�̈̅�𝑦
�̈̅�𝜃
] + [

�̇̅�𝑥
�̇̅�𝑦

𝑚𝑚𝑑𝑑2

𝐽𝐽 �̇̅�𝜃
] = 𝑢𝑢(𝜃𝜃, 𝑡𝑡)                      (17) 

 
where, u(θ,t) is the control action of the form:                                                         
                                      𝑢𝑢(𝜃𝜃, 𝑡𝑡) = 𝑃𝑃(𝜃𝜃)𝑈𝑈(𝑡𝑡)                        (18) 
 

           𝑃𝑃(𝜃𝜃) =
[
 
 
 − sin 𝜃𝜃 sin 𝜃𝜃 sin 𝜃𝜃

cos 𝜃𝜃 −cos 𝜃𝜃 −cos 𝜃𝜃 − 𝐺𝐺 (cos𝜃𝜃)2

2𝑓𝑓21

1 1 −𝑠𝑠𝑔𝑔𝑠𝑠(�̇�𝜃) 𝑀𝑀𝑟𝑟2
2𝑑𝑑𝑓𝑓21 ]

 
 
 
       (19) 

 

                                    𝑈𝑈(𝑡𝑡) = [
𝑈𝑈1(𝑡𝑡)
𝑈𝑈2(𝑡𝑡)
2𝑓𝑓21

𝛼𝛼𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚

]                                 (20) 

                               
According to [10], in equations (17)-(20), U1= Uu1/Umax and U2= 
Uu2/Umax are the control inputs for the two sets of motors, and 
2f21/αUmax is the friction input from the walls. Uu1 and Uu2 are 
the actual voltages applied to the two sets of motors; Uu1 is 
applied to the front and back left motor and Uu2 is applied to the 
front and back right motor. Umax is the maximum voltage used 
for normalization purposes and α is a motor constant (N/V).  

VIII. MOTION CONTROL 

The robot has two modes, RC, driven by an operator, and 
Autonomous, once placed on its predefined initial position. The 
input/ output interfacing, the processing, and the acquisition are 
done using Arduino Mega. The Arduino mega specializes by 
having 54 I/O pins, 16 MHz clock, and 8-bit Atmega2560 
microcontroller. The motion control of the robot under RC is 
done by direct mapping between the different buttons on the 
controller and the locomotion motors. For the Autonomous 
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𝐾𝐾𝐾𝐾 = 12 {𝐼𝐼1�̇�𝜃1
2 + 𝑚𝑚1 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑎𝑎1𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃1)]
2
+ 𝑚𝑚1 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑎𝑎1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1)]
2
} +

1
2 {𝐼𝐼2�̇�𝜃2

2 + 𝑚𝑚2 [ 𝑑𝑑
𝑑𝑑𝑑𝑑 (𝑙𝑙1𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃1 + 𝑎𝑎2𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃2)]

2
+ 𝑚𝑚2 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑙𝑙1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 +

𝑎𝑎2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃2)]
2
 } + 1

2 {𝐼𝐼3�̇�𝜃3
2 + 𝑚𝑚3 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑙𝑙1𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃1 + 𝑙𝑙2𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃2 +

𝑎𝑎3𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃3)]
2
+ 𝑚𝑚3 [ 𝑑𝑑

𝑑𝑑𝑑𝑑 (𝑙𝑙1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 + 𝑙𝑙2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃2 + 𝑎𝑎3𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃3]
2
}        (7) 

𝑃𝑃𝐾𝐾 =  𝑚𝑚2𝑔𝑔𝑎𝑎1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 + 𝑚𝑚2𝑔𝑔(𝑙𝑙1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 + 𝑎𝑎2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃2) +
𝑚𝑚3𝑔𝑔(𝑙𝑙1𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃1 + 𝑙𝑙2𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃2 + 𝑎𝑎3𝑐𝑐𝑐𝑐𝑠𝑠𝜃𝜃3)                                              (8) 

𝐷𝐷𝐾𝐾 = 1
2 ∑ (𝐶𝐶𝑖𝑖(3

𝑖𝑖=1 �̇�𝜃𝑖𝑖 − �̇�𝜃𝑖𝑖−1)2)                                                 (9) 

𝑇𝑇1 =  𝑇𝑇𝑚𝑚1 − 𝑇𝑇𝑚𝑚2 , 𝑇𝑇2 =  𝑇𝑇𝑚𝑚2 − 𝑇𝑇𝑚𝑚3 , 𝑇𝑇3 =  𝑇𝑇𝑚𝑚3 

where Tm1, Tm2, Tm3 are the motors torques and are expressed as 

follows: 

𝑇𝑇𝑚𝑚1 = 𝐺𝐺1𝑢𝑢1 − 𝐼𝐼𝑝𝑝1�̈�𝜃1 − 𝐶𝐶𝑝𝑝1�̇�𝜃1                                               (10) 

𝑇𝑇𝑚𝑚2 = 𝐺𝐺2𝑢𝑢2 − 𝐼𝐼𝑝𝑝2(�̈�𝜃2 − �̈�𝜃1) − 𝐶𝐶𝑝𝑝2(�̇�𝜃2 − �̇�𝜃1)               (11) 

𝑇𝑇𝑚𝑚2 = 𝐺𝐺3𝑢𝑢3 − 𝐼𝐼𝑝𝑝3(�̈�𝜃3 − �̈�𝜃2) − 𝐶𝐶𝑝𝑝3(�̇�𝜃3 − �̇�𝜃2)                (12) 

where u1, u2 and u3 are the input voltages to the motors located 
at joints 1, 2 and 3 respectively. 
Moreover, the mathematical model is derived using the 

Lagrangian equation of motion, which gives: 
𝑑𝑑
𝑑𝑑𝑑𝑑 (

𝜕𝜕𝜕𝜕
𝜕𝜕�̇�𝜃𝑖𝑖

) −  𝜕𝜕𝜕𝜕
𝜕𝜕𝜃𝜃𝑖𝑖

+ 𝜕𝜕𝜕𝜕
𝜕𝜕�̇�𝜃𝑖𝑖

+ 𝜕𝜕𝜕𝜕
𝜕𝜕𝜃𝜃𝑖𝑖

= 𝑇𝑇𝑖𝑖    𝑠𝑠 = 1,2,3                           (13) 

Rearranging the equations, the following mathematical model is 
obtained: 

                  P̃ [
�̈�𝜃1
�̈�𝜃2
�̈�𝜃3

] + K̃ [
�̇�𝜃1
�̇�𝜃2
�̇�𝜃3

] + F̃ [
𝜃𝜃1
𝜃𝜃2
𝜃𝜃3

] + G̃ [
𝑢𝑢1
𝑢𝑢2
𝑢𝑢3

] = [
0
0
0
]             (14) 

 
where 
�̃�𝐏

= [
𝐽𝐽1 + 𝐼𝐼𝑝𝑝1 + 𝐼𝐼𝑝𝑝2 𝑙𝑙1(𝑚𝑚2𝑎𝑎2 + 𝑚𝑚3𝑙𝑙2) − 𝐼𝐼𝑝𝑝2 𝑙𝑙1𝑚𝑚3𝑎𝑎3

𝑙𝑙1(𝑚𝑚2𝑎𝑎2 + 𝑚𝑚3𝑙𝑙2) − 𝐼𝐼𝑝𝑝2 𝐽𝐽2 + 𝐼𝐼𝑝𝑝2 + 𝐼𝐼𝑝𝑝3 𝑙𝑙2𝑚𝑚3𝑎𝑎3 − 𝐼𝐼𝑝𝑝3
𝑙𝑙1𝑚𝑚3𝑎𝑎3 𝑙𝑙2𝑚𝑚3𝑎𝑎3 − 𝐼𝐼𝑝𝑝3 𝐽𝐽3 + 𝐼𝐼𝑝𝑝3

] 

 

�̃�𝐊 = [
𝐶𝐶1 + 𝐶𝐶2 + 𝐶𝐶𝑝𝑝1 + 𝐶𝐶𝑝𝑝2 −𝐶𝐶2 − 𝐶𝐶𝑝𝑝2 0

−𝐶𝐶2 − 𝐶𝐶𝑝𝑝2 𝐶𝐶1 + 𝐶𝐶2 + 𝐶𝐶𝑝𝑝1 + 𝐶𝐶𝑝𝑝2 −𝐶𝐶3 − 𝐶𝐶𝑝𝑝3
0 −𝐶𝐶3 − 𝐶𝐶𝑝𝑝3 𝐶𝐶3 + 𝐶𝐶𝑝𝑝3

] 

 

�̃�𝐅 =  [
[𝑚𝑚1𝑎𝑎1 + (𝑚𝑚2 + 𝑚𝑚3)𝑙𝑙1]𝑔𝑔 0 0

0 [𝑚𝑚2𝑎𝑎2 + 𝑚𝑚3𝑙𝑙2]𝑔𝑔 0
0 0 [𝑚𝑚3𝑎𝑎3]𝑔𝑔

] 

 

�̃�𝐆 = [
−𝐺𝐺1 𝐺𝐺2 0
0 −𝐺𝐺2 𝐺𝐺3
0 0 −𝐺𝐺3

] 

 

The symbols used are available in Table 1 in the Appendix. 

B. Motion Modeling 
The motion dynamics of the robot are derived using a similar 

force model shown in page 4 of [9]. The model applies for the 
motion of the robot on walls and takes into consideration the 
friction between the tracked wheels and the wall. The linear and 
angular momentum balance can be written as 

∑ (𝐹𝐹𝑖𝑖 − 𝑓𝑓2𝑖𝑖)𝑅𝑅(𝜃𝜃)𝐷𝐷𝑖𝑖 − 𝐺𝐺 ( 0
(cos 𝜃𝜃)2)2

𝑖𝑖=0 = 𝑚𝑚�̈�𝑃                      (15) 

𝑑𝑑 ∑ 𝐹𝐹𝑖𝑖 − 𝑠𝑠𝑔𝑔𝑠𝑠(�̇�𝜃)𝑀𝑀𝑟𝑟2
2
𝑖𝑖=1 = 𝐽𝐽�̈�𝜃                                               (16) 

 
In the above equations, Fi (i= 1, 2) represents the magnitude of 
the force produced by the ith motor, R(θ) is the rotation matrix, 
Di represents the direction vector of the ith tracked wheel, P is 
the position of the center of mass, G is the weight of the robot, 
m is the mass of the robot, f2i is the rolling friction between 
tracked wheel and the wall, Mr2 is the resistance moment 
produced by friction on walls, m is the mass of the robot, and J 
is its moment of inertia. Following the derivations shown in [9], 
the expression for the rolling friction and the resistance 
moments is obtained and the non-dimensional motion equations 
on walls are derived: 

                                 [
�̈̅�𝑥
�̈̅�𝑦
�̈̅�𝜃
] + [

�̇̅�𝑥
�̇̅�𝑦

𝑚𝑚𝑑𝑑2

𝐽𝐽 �̇̅�𝜃
] = 𝑢𝑢(𝜃𝜃, 𝑡𝑡)                      (17) 

 
where, u(θ,t) is the control action of the form:                                                         
                                      𝑢𝑢(𝜃𝜃, 𝑡𝑡) = 𝑃𝑃(𝜃𝜃)𝑈𝑈(𝑡𝑡)                        (18) 
 

           𝑃𝑃(𝜃𝜃) =
[
 
 
 − sin 𝜃𝜃 sin 𝜃𝜃 sin 𝜃𝜃

cos 𝜃𝜃 −cos 𝜃𝜃 −cos 𝜃𝜃 − 𝐺𝐺 (cos𝜃𝜃)2

2𝑓𝑓21

1 1 −𝑠𝑠𝑔𝑔𝑠𝑠(�̇�𝜃) 𝑀𝑀𝑟𝑟2
2𝑑𝑑𝑓𝑓21 ]

 
 
 
       (19) 

 

                                    𝑈𝑈(𝑡𝑡) = [
𝑈𝑈1(𝑡𝑡)
𝑈𝑈2(𝑡𝑡)
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]                                 (20) 

                               
According to [10], in equations (17)-(20), U1= Uu1/Umax and U2= 
Uu2/Umax are the control inputs for the two sets of motors, and 
2f21/αUmax is the friction input from the walls. Uu1 and Uu2 are 
the actual voltages applied to the two sets of motors; Uu1 is 
applied to the front and back left motor and Uu2 is applied to the 
front and back right motor. Umax is the maximum voltage used 
for normalization purposes and α is a motor constant (N/V).  

VIII. MOTION CONTROL 

The robot has two modes, RC, driven by an operator, and 
Autonomous, once placed on its predefined initial position. The 
input/ output interfacing, the processing, and the acquisition are 
done using Arduino Mega. The Arduino mega specializes by 
having 54 I/O pins, 16 MHz clock, and 8-bit Atmega2560 
microcontroller. The motion control of the robot under RC is 
done by direct mapping between the different buttons on the 
controller and the locomotion motors. For the Autonomous 
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mode, the motion control is achieved by applying Control 
Theory and final minor tunings in order to obtain perfect 
navigation.  
 
A. RC Mode  

The hardware schematic for the RC mode is shown in Figure 
6 below. 
 

Figure 6. Hardware schematic for the RC Mode 

For the RC mode, the main communication is between a 
Bluetooth dongle and a PS4 controller. The Bluetooth dongle is 
connected to the Arduino through a USB host shield in order to 
deliver the commands of the controller to the robot. These 
commands are delivered to the different actuators on the robot 
such as motors and pneumatic valves. 
 
B. Autonomous Mode 

In the Autonomous Mode, the robot is assumed to be 
positioned on the upper-left corner of the building as an initial 
condition. Moreover, the robot is to be faced rightwards with an 
angle assumed to be the 0 ̊ angle. Then, the process of 
Autonomous cleaning starts with the robot moving rightwards 
and regulating the yaw angle seen by the robot. The robot cleans 
the façade in horizontal lines that correspond to angles of 0 ̊ and 
180 ̊. The robot makes its rotation from the 0 ̊ to the 180 ̊ once it 
reaches the end of a horizontal line and hits an edge.  

The sensing considered for the Autonomous process include 
10-dof IMU which has a 3-dof accelerometer, 3-dof gyroscope, 
3-dof magnetometer, and 1-dof barometer. The IMU provides 
the heading angle, translational velocity and acceleration, 
rotational velocity and acceleration, and altitude of the robot. 
For sensing the end of the façade, IR distance sensors and bump 
sensors are utilized. Moreover, a glass detection sensor is 
employed for the cases where no edge exists at the end of the 
façade.  

To control the motion of the robot, the state space model is 
derived. The derivation is obtained from Equation 17 by using 
Taylor series approximation and the employment of the 
Jacobian method for the linearization of the system. Moreover, 
small angle approximation is considered for the system.  
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The above model is of the form 
�̇�𝑋 = 𝐴𝐴𝑋𝑋 + 𝐵𝐵𝐵𝐵 

                                       𝑦𝑦 = 𝐶𝐶𝑋𝑋                                           (21) 

where 𝑋𝑋 =

[
 
 
 
 �̇�𝑥𝑦𝑦
�̇�𝑦
𝜃𝜃
�̇�𝜃]
 
 
 
 
 is the state vector of the system. 

Assuming the façade is an x-y coordinate frame, �̇�𝑥  is the 
velocity along the x-direction, y is the height, �̇�𝑦 is the velocity 
along the y-direction, θ is the heading angle of the robot with 
reference to the horizontal, and �̇�𝜃 is the angular velocity of the 
robot. 

The controllability and observability of the state space model 
are studied and the system as a whole is fully state observable 
but not fully state controllable. The lack of controllability of the 
system is due to the singularities that the system suffers at θ = 0 ̊ 
and θ = 90 ̊ when the robot is moving vertically and horizontally, 
respectively.  

As there is a lack of controllability in the system, the 
autonomous control of the system is done by splitting the system 
into subsystems and using behavior-based control. The 
behaviors include horizontal movement where θ = 0 ̊, vertical 
movement where θ = 90 ̊, and the rotation behavior when 
moving from a horizontal line to a vertical one, and vice versa. 

Two-degrees of freedom controller is designed based on the 
principle of full state feedback along with the principle of feed 
forward. Gain Scheduling is employed based on the different 
linear systems obtained at the different behaviors. 
The settling time for the different behaviors is chosen in relation 
to the motors capability of delivering torque and speed. A 
settling time range of 3-5 seconds is considered for the behaviors.  

IX. SIMULATION RESULTS 

Simulations have been done to test each component alone, not 
as a whole system. Subsystems such as the locomotion, cleaning, 
and the adhesion work when tested alone.  

Figure 7. Autonomous Horizontal Motion 
 
In Figure 7 three plots are shown, the first one represents the 

ability of the robot to track a desired velocity in the x-direction, 
10 m/s in this case. The second plot represents the heading angle 
which is being regulated or set to zero. The third graph 
represents the angular velocity which is also being regulated. 
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In the same manner, the autonomous vertical motion for the 
robot is done along with the autonomous rotation as seen in 
Figures 10 and 11, respectively.  

X. IMPLEMENTATION AND EXPERIMENTAL RESULTS 

Experimental results cannot yet be obtained since the 
implementation is not finished. The robot is still in the 
manufacturing stage as shown in the figure below: 

 

 
Figure 8. Gravity installed on one of Irani Oxy’s windows. 

 
Figure 9 shows a detailed schematic of the electrical circuit of 

the system. The circuit includes two converters, three valves, 
four H-bridges for the link and track motors, eight motors, an 
Arduino mega, and a vacuum pump. Moreover, twelve sensors 
are connected to Arduino. Four switching circuits have been 
designed in order to control the valves through Arduino. 
Furthermore, six low pass filters for the IR sensors are designed 
in order to damp the noise and have a more stable output. The 
total power consumption of the robot is around 907 W, a detailed 
power distribution can be seen in Table 2, shown in the appendix. 
All the electrical connections of the circuit are done through 
PCBs, shown in Figure 12 in the Appendix. 

Figure 9. Electric Circuit of Gravity. 

XI. CONCLUSION AND FUTURE DIRECTION 

In this paper, Gravity, a fully autonomous façade cleaning 
robot is introduced. It is a one-of-a-kind robot, developed 
toward the commercialization for domestic use such as 
skyscrapers’ window panes. In designing the mechanism of the 
Gravity, vacuum pump is used as an adhering method. Gravity’s 
locomotion is tracked-based, allowing better grip on smooth 
walls and glass surfaces. 

The robot has been tested on Irani Oxy Engineering Complex 
in the American University of Beirut which is shown in Figure 

8. The robot is able to move on the glass with continuous motion 
while the brush is rotating and the vacuum pumps are turned on. 
Therefore, the project is deemed successful. 

As a future work, more advanced control theories will be 
applied to achieve optimum control. In addition, computer 
vision and artificial intelligence will be implemented to improve 
Gravity’s performance.  
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APPENDIX 
𝑙𝑙𝑖𝑖 Length of link i 
𝑎𝑎𝑖𝑖 Center of gravity of link i 
𝑚𝑚𝑖𝑖 Mass of link i 
𝐶𝐶𝑖𝑖 Viscous friction on joint i 
𝐼𝐼𝑖𝑖  moment of inertia of link i around 

its center of gravity 
𝐼𝐼𝑝𝑝𝑖𝑖 moment of inertia of motor i reflected at the 

output shaft 
  

𝐶𝐶𝑝𝑝𝑖𝑖 Viscous friction of motor i reflected on output 
shaft 

𝐺𝐺𝑖𝑖 Static gain of gearbox i 
𝑇𝑇𝑚𝑚𝑖𝑖 Torque generated by motor i 
𝑇𝑇𝑖𝑖  Torque applied on joint i 
𝐾𝐾𝐾𝐾 Kinetic energy 
𝑃𝑃𝐾𝐾 Potential energy 
𝐷𝐷𝐾𝐾 Dissipation energy 
𝑔𝑔 Gravity 
𝜃𝜃𝑖𝑖 Angle of link i from horizontal 
𝑢𝑢𝑖𝑖 Input voltage to motor i 

Table 1. Physical parameters used for the link modelling. 
 
 

Equipment Quantity Power(W) 
Arduino Mega 1 6 
Motors for the link 3 180 
Motor for the brush 1 8.4 
Tracks motor 4 144 
Vacuum Pump 1 559.5 
IR range Sensor  6 1.65 
Adafruit 10-DOF IMU 
Breakout - L3GD20H + 
LSM303 + BMP180 

2 0.3 

Adafruit water solenoid valve 1 5.16 
Electric valves 2 2.4 

 Total 907.41 
Table 2. Total power consumption of the system. 

Figure 10. Autonomous Vertical Motion 
 

 

Figure 11. Autonomous Rotation  

Figure 12. Printed Circuit Boards 
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Abstract –Due to our public transportation infrastructure not 

being able to accommodate the increasing need for the population 
to commute from a place to another, researchers have been 
heavily focused on the implementation of social solutions, such as 
carpooling, to address the daunting traffic and parking shortage 
problems in urban environments. Carpooling is the process in 
which a driver and one or more passengers having semi-common 
routes share a private vehicle. Although many carpooling systems 
already have been already proposed and implemented, most of 
them lack various levels of automation, functionality, practicality, 
and solution quality, which made them unqualified to be used in 
our everyday life. Motivated to propose a solution for the traffic 
and parking shortage problem around the American University of 
Beirut (AUB) campus, we present in this paper “Green Miles”, an 
android mobile application that provides, using its highly efficient 
and effective backend algorithm, the matching solution with the 
minimal travel distance, timely arrival, and maximum fairness 
while taking into account the riding preferences and constraints 
imposed by the carpoolers. The computational results and 
simulations show the ability of such a solution to have its influence 
on the problems mentioned above by either reducing traffic 
congestion or alleviating parking woes.  

Keywords—carpooling; mobile solution; matching algorithm; 
intelligent transportation 

I. INTRODUCTION 

With more than two millions residents, Beirut, similarly to 
other crowded cities around the world, suffers from 
overpopulation of not only humans, but also cars. Due to the 
serious scarcity of land issue, Beirut faces the daily problem of 
parking shortage. For example, Ras Beirut Neighborhood, 
which contains different types of land uses (educational, health, 
hotel, residential, etc.), suffers from the very limited parking 
spaces available. This problem is not only affecting public 
streets, but is also affecting different private institutions in the 
neighborhood, including the American University of Beirut. 
And naturally, whenever cars are involved, air pollution 
becomes an issue. According to rideshare.com statistics, every 
car annually emits its own weight in carbon dioxide into the 
atmosphere. Different administration in the area, including 
AUB’s, is seeking for solutions that would help addressing 
these two major problems that can affect the person’s mobility, 
the area accessibility, the traffic flow, the safety of the public, 
and the pollution to a great extent.  Finding a parking place 

near AUB can be a mission impossible, as described by AUB 
students and staff. In fact, according to [1], a survey which was 
conducted back in 2010 among AUB students, shows that more 
than 70 percent of the students spend more than 40 minutes 
daily searching for a parking spot. The same survey shows that 
around 77 percent of students who have cars are willing to pay 
100$ a month to have a guaranteed parking space. Another 
survey that is usually done each 2 year by the civil and 
Environmental Engineering department at AUB displays 
amazing results that one needs to observe. As shown in figure 
1 below, around 69 percent of AUB’s community use vehicles 
for their transmissions, half of which come driving alone. Such 
results represent a great motivation for our project that comes 
as a solution for the parking problem. If Green Miles was able 
to match each 2 users together, we would reduce the traffic and 
the shortage parking problem by around 35 percent, which is 
very significant. 

 
 
 
 
 
 
 
 
 
  
 
 
 
 

 
The same survey done in [13] studies the satisfaction among 

the students per mode of transportation. The results are shown 
in figure 2 below. It clearly shows that the satisfied portion of 
the community is the part that comes to campus walking. Most 
of the rest are unsatisfied. This again give us the impression of 
the need for such a project to be implemented, and that Green 
Miles could be accepted as a solution by the community to 
increase its satisfaction.  

 

Figure 1: Modes of transportation to AUB, adopted from 
[13] 
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In order to solve the problem of parking shortage faced daily 

by students, faculty, and staff at AUB in the surrounding 
neighborhood, the director of the Office of Financial Planning 
and Budget at AUB Drew Wickens states that: “the 
administration is keeping an open mind to workable and 
affordable solutions that would help students commute to 
AUB.” [2] Also, the Neighborhood Initiative (NI) addressed 
the parking problem through its Neighborhood Congestion 
Studies, and is working on parking studies and thinking of 
alternate modes of transportation to commute to the campus. 
At the end of the Congestion Studies presented in [11], the NI 
literally proposed that “AUB commuters would best utilize a 
mass transport system which combines the professionalism and 
comfort of private taxis with the vehicle occupancy of shared 
taxis”. This is exactly what Green Miles is going to offer. 

Green Miles will be novel technique that contributes in 
solving different problem such as parking shortage, air 
pollution, traffic rates, and much more. It allows AUB students 
and staff member to carpool when coming or leaving from the 
campus. Each member joining the ride of someone else means 
that we have one less car on the road. A campus such as AUB, 
with more than 10000 student and staff will have a significant 
influence on all the problems listed above, since the app’s 
target will be around 70 percent of the AUB community as 
discussed above. Green Miles is therefore a solution for AUB 
students and staff members to carpool. It constitutes an 
interface between different individuals in AUB’s community to 
help coordinate, schedule, and reward all carpoolers. Given the 
users’ schedules and locations, it will distribute the passengers 
on drivers in sort of an optimized way to minimize the number 
of car used and the total cost in terms of time and distance 
crossed. 

II. LITERATURE REVIEW 

A. Literature and Already Existing Systems 
 
The carpooling market has been growing in the last couple 

of years due to the urgent need for a solution for the traffic 
congestion problem due to the enormous growth in the number 
of private cars in urban. In addition to the advances in 

technology that is providing huge opportunity to make our 
lives more connected, social, and smart. In this section we will 
explore the available carpooling application and platforms in 
terms of their functionalities, characteristics, target market, 
design, and model. 

In the literature, matching between drivers and 
passengers have been classified as Long Term Carpooling 
problem or Daily Carpooling problem were the goal is to 
reduce the number of cars used by a group of people [17].   
In the first problem, users could be classified by the algorithm 
as drivers or passengers for a specific day. Thus, each user 
should have a car and the algorithm will effectively allocate 
each day each user as a driver or passenger. Taking into 
account users’ schedule, total travelled distance, and a measure 
of fairness in assigning tasks to each users on the long-term [4]. 
This automated model rely on a generic heuristic algorithms 
that optimizes the matching problem maximizing the number 
of matched users and minimizing the total travelled distance 
subject to assigning fairness and users time arrival constraints. 
Further, we will explore the state of the art algorithms in terms 
of their complexity, limitations, and differentiating factors. 
Starting with the algorithm proposed in [16], an iterative 
algorithm that choose from a set of drivers the earliest time 
departure driver and find the efficient path from source to 
destination with respect to least path cost and un-serviced 
passengers’ penalty. Finally, remove this driver and passengers 
from the list and loop again until the list of drivers is empty. In 
addition, this algorithm adapts quickly to new users and is 
quite simple and scalable. However, the maximum percentage 
of picked up clients at the end of the algorithm was reported to 
be at most 80%. Another algorithm proposed in [15] is based 
on Dijkstra Algorithm. The users in the drivers and passengers 
list are divided over a geographical network model divided into 
small area settled around the driver coordinates through its 
optimal path from source to destination. A requested ride is 
matched if a driver passes near him/her which is determined by 
the boundaries of the nodes. This algorithm complexity 
approaches O(n2) were n is the number of nodes and it allow to 
instantaneously process requested rides and serve them in real 
time. 

In addition to the above, an adaptive generic algorithm 
is proposed in [7] to solve the long term carpooling problem. 
This approach rely on a tree search framework were at each 
stage a partial solution is reached and the algorithm tries 
iteratively to expand the bound of the solution to reach the 
optimal one. The optimality is achieved by applying four 
different operators which are divide, merge, swap, and move. 
In the divide operator, m cars with high travel cost could be 
divided into n cars such that n>m in order to achieve lower 
total travelled distance. In the merge operator, two non-full 
pools could be merged to decrease total number of cars in the 
system. In the swap operator, two car pools can swap 
passengers in order to achieve a lower travel cost. In the move 
operator, a passenger could be moved from a car pool into 
another non-full pool. Near optimal results can be possibly 

Figure 2: Satisfaction of the community per mode of 
transportation, adopted from [13] 
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obtained. However, this algorithm is very greedy and doesn't 
take into account the fairness between the users or their 
preferences. 

Another attempt to solve to long term carpooling 
problem is presented in [5]. The carpooling model presented 
assumes same destination for all users in the system. The 
algorithm's input is a list of drivers coordinates, a list of 
passengers’ coordinates, and the coordinates of the workplace. 
The algorithm tries to determine the routes for the drivers 
maximizing number of clients that are inserted in to car pools. 
Determining where and which pool to insert each passenger in 
is the main problem. 

In [18] an optimized multi-matching system is 
presented. This system is based on Lagrangian relaxation 
focusing on the fairness dimension of the long term carpooling 
problem while maximizing the fairness of the drivers assigned 
in the system. This algorithm relaxes some constraints in order 
to achieve a higher flexibility within the system. 

In the second problem, daily carpooling problem. Each 
day, each user declare him/her self as a passenger or driver on 
that particular day. Thus, the complexity of the carpooling 
problem is to assign passengers to drivers and to choose the 
efficient paths taken by the drivers in order to maximize the 
matched requested rides and minimize the total driven distance 
subject to users’ time constraint. This problem is modeled as a 
routing problem which is a subset of the dial a ride problem 
[3,12]. 

 
B. Differentiating Factors 
 

The proposed carpooling solution is different from already 
existing platforms on many dimensions. First of all, the 
application is schedule-based, i.e. the matching is done based 
on the schedules of the users. This is convenient especially for 
institutions such as AUB where all students, staff, and 
professors have predefined schedules. All the existing 
carpooling applications do on-demand matching, whereas we 
are the first to tackle this problem. Second, one of the most 
important feature of the app is its security. By being restricted 
for only the AUB community, it offers a very secure and 
trusted ridesharing. Finally, due to the localization of the 
application for AUB, the campus will always be present in the 
algorithm, either as source or as destination. This property will 
lead to realizing a significantly faster algorithm, due to the 
limited number of possible routes to be checked during the 
matching process.  

III. PROPOSED MODEL 

Our proposed model is sketched in the diagram given in Fig 3 on the 
following page. In what follows, we will discuss each part in details.. 

A. Client 

The Client side for our solution consists of a smartphone 
application developed for the Android OS. It is the user’s portal to the 
system. The application allows a new user to register providing all the 

required information such as full name, date of birth, gender, AUB 
username, phone number, car details, etc. After login, a main screen 
appears allowing the user to view a summary for his statistics and 
history of using the app. This includes the number of rides taken, the 
number of rides given, the total CO2 emission saved, the vouchers 
collected so far, etc. In addition, this screen allows the user to compare 
his statistics versus the total user’s statistics, in order to see how much 
he saved in his total population. In a simple swipe from the left, the 
user will be able to navigate through the different pages of the 
application. To upload his schedule and location, he can go to the 
corresponding section, where he will be able to submit his location 
using two different ways either by GPS location or by placing a 
marker on a google map. The user can then upload his schedule for 
the academic term, and he can revise the input before submission 
using a view button. Another section in the app is the rides section, 
where the user will be able to view a summary of the scheduled rides 
for each week. Other screens exist such as the user profile screen, the 
vouchers screen, the help and about screens, etc. The smartphone 
needs an internet connectivity to exchange data with the server, as 
well as a GPS capability to feed its coordinates into the system in case 
google map is not preferred. Screenshots of the client application are 
shown in Fig. 4. 

B. Server 

The server, implemented initially on local host, has to respond to 
the mobile app's requests and queries. Generally speaking, it has to be 
able to provide login for the user, add user and driver info to the 
database, store the user's schedule into the database, and keep track of 
the whole matching process. 

Based on the demands presented above, the database we 
designed consists of 5 tables presented in the below figure. We tried in 
our design to minimize the number of tables by joining the fields that 
have a one-to-one relationship in one table. This will reduce the 
overhead of creating new tables and will make the process of data 
retrieval simpler and faster. 

1- User-Info table: This table stores the corresponding user's info, in 
addition to relative statistics and reviews. 

2- Driver-Info table: If the user declares himself as a driver, he will 
have to upload info related about his/her car and stored in this 
table. 

3- User's–Schedule table: As per semester, users will be asked to 
upload their scheduled to be used when performing the matching. 
This table will store all user's schedules based on day and 
semester. 

4- Rides table: After the matching algorithm takes place, and upon the 
confirmation of the associated driver, a ride will be created with 
the specified driver matched to a number of passengers. This 
table will save the rides’ information with the associated driver. 
Passengers associated to the ride will be stored in the user-rides 
table having the ride_id as a foreign key. 

5- User-Rides table:  This table will store the associated users to a 
specific ride and will keep track of the confirmations or declines 
of the users. 
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Figure 3: General project architecture  

C. Algorithm 

Our approach is based on game theory matching algorithms. Inspired 
by the stable marriage problem that seeks to find a matching pairs 
solution between two pools of equal size of men and women given for 
each member a preference list of the members in the other pool [19]. 
We have solved the drive/passenger problem by developing a stable 
matching algorithm were the solution will converge to the state were 
each driver will be matched to the absolute least cost passenger that 
proposed to the driver. The long term aim of our algorithm is to match 
all passengers with the available drivers, but also maintain the 
satisfaction of both drivers and passengers. This might end up having 
a number of passengers not being matched to any driver. These 
passengers are not yet tackled in our approach. Our future plan aims 
on tackling such passengers by providing short term matching which 
allows passengers to request for a ride on demand. The proposed 
algorithm can be summarized in the following pseudocode: 

 
Algorithm DPSM  

Phase I: 

Initialize all d ϵ D & p ϵ P to free 
For each d ϵ D 

Compute the extra mileage to each p ϵ P 
Normalize by maximum extra mileage (M) 

For each p ϵ P 
Compute the arrival time difference to each d ϵ D 
Normalize by minimum arrival time (T) 
 
 

 
 

Phase II: 
 
While ∃ free p ϵ P who still have a driver to propose to { 
d’ = highest ranked driver to whom p haven’t yet proposed to 
 
if d’ have an empty seat:   
      (d’,p) become matched 
else 
      compare p with least preferable passenger p’ matched to d’ 
      if (d’ prefer p):  
            p is matched to d’; p’ is free; 
      else  
            d’ and p’ remain matched 
} 
END 
 
In the proposed algorithm, each driver will rank the passengers 
according to the extra mileage cost. The extra mileage will be 
calculated as the difference between the distance driven by the 
driver from the source to the destination and the distance 
driven by the driver from the source to the passenger location 
to the destination. Similarly, passengers will rank the drivers 
according to the arrival time difference cost. This time 
difference (T) reflect how long will the passenger arrive to the 
destination before the target arrival time. Arrival time 
difference can be calculated by the difference between the 
driver arrival time and the passenger arrival time. Our work 
ensure an efficient solution that improves the insufficiently 
addressed issue, such as user preference and fairness, which 
are the main measures that affect the enthusiasm of a user to 
contribute in a carpooling system. Our algorithm allows the 
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participants to set their own parameters in term of maximum extra 
mileage (M) and maximum time arrival (T). These parameters will 
define the set of passengers a driver is interested in and a set of drivers 
a passenger is interested in. After that, each driver will rank the 
passengers according to the extra mileage (extra distance crossed by 
the driver) normalized by the max extra mileage the driver is willing 
to drive and each passenger will rank the drivers according to the 
arrival time difference normalized by the maximum time arrival 
difference as shown in equation (1), (2) respectively. 

d p
M ExtraMileageweight
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p d
T ArrivalTimeDifferenceweight

T


                    (2)  

where T is the minimum arrival time and M is the maximum 
mileage. 
Note that a passenger is not interested in a driver whose arrival 
time is after the passenger’s desired arrival time, or the time 
difference is greater than his/her maximum time arrival (T). A 
driver as well is not interested in a passenger if the extra 
distance crossed by the driver to get the passenger is greater 
than his/her maximum extra mileage (M). This is reflected by 
ignoring the parties having negative values from the set of the 

Figure 4: Application interface 

Figure 5: Database design 
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first party. Moreover, the higher the weight is, the more 
satisfied the first party is in being matched to the other party.  

As our aim is to maximize the satisfaction of both drivers and 
passengers, we define the matching weight between a driver and a 
passenger as a linear combination of both weights, shown in equation 
(3). The algorithm will work on maximizing the matching weight 
which reflects the weight (interest) of both the driver and the 
passenger. 

d p p dmatchingWeight weight weight         (3) 

The fraction 

   reflects the amount of bias in the matching 

weight of the driver to the passenger which should be carefully set. As 
our first attempt, we set it to one which indicates no bias for one party 
on the other. This will need further investigation later. 
 

IV. SIMULATION RESULTS 

The algorithm proposed has been tested heavily to judge its 
performance, and the optimality of the solution it is producing. 
A brute force test was performed on 100 test cases generated 
randomly, for a fixed 8 passengers and 3 drivers, varying the 
positions for the drivers and the passengers, the time 
constraints imposed by the drivers and the passengers, and the 
total allowed extra mileage that the drivers are ready to 
withstand in order to pick up passengers.  The proposed 
algorithm has been tested on the same cases, and the results 
were compared. The results show that the algorithm was 
always able to generate a matching solution that is in the top 
0.75% among all the other possible combinations. Specifically, 
among a minimum of 40,000 possible matching combination 
for each test case of the 100, the proposed algorithm was able 
to produce the optimal solution 44 times, second optimal 4 
times, third optimal 3 times, fourth optimal 9 times, and fifth 
optimal 9 times. In total, out of all the possible combinations, 
the algorithm produced one of the top 5 best combinations with 
a percentage of 69%, one of the top 10 best combinations with 
a percentage of 76%, and one of the top 100 best combinations 
with a percentage of 97%. In what follows, we explore a 
simplified scenario on which we run the proposed algorithm on. 
Assume we have 3 drivers and 8 passengers. Each driver sets 
his/her maximum allowed mileage, while each passenger sets 
his/her maximum tolerable difference in arrival time. Assume 
we get the following tables. 

 
Table 1: Drivers maximum mileage 
Drivers max mileage M 

(km) 
D1 5 
D2 5 
D3 8 

 
 
 

 

Table 2: Passengers' maximum time tolerance 

In addition to the time and distance preferences, we have the 
exact location of the drivers and the passengers as given in Fig 
6. The output of the algorithm is shown in Fig.7. One 
observation can be seen from this scenario is that P7 was 
matched to D3 even though D2 is closer to him, and this is due 
to two main factors. One factor is that the arrival time of D3 is 
closer to P7 than D2. Another factor is that D3’s max mileage 
is higher than D2, so D3 is more flexible with moving extra 
distance than D2. 
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Figure 7: Output of the algorithm - possible matches 
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Abstract- The goal of this project is to develop an automatic gear 
switching simulation agent which makes its decisions in a more 
intelligent manner compared with legacy systems. While legacy 
automatic gearboxes base their decisions on vehicle RPM, speed, 
and applied throttle levels using traditional mathematical models 
usually based on exact reasoning, this design employs 
approximate reasoning using fuzzy logic computations. This 
design also factors in additional parameters such as car gas levels 
(full, half-full, and/or empty tank) and terrain nature 
(uphill/downhill and/or turns) for more rational/subtle decision-
making and optimal fuel efficiency and comfort/aggressiveness in 
driving (following the driver’s preferences). 
 

I. INTRODUCTION 

With the development of computer aided automation systems 
and their increasing use in automobile technology in the few 
past decades, car manufacturers have been able to significantly 
improve the automation of gearboxes: aiming to make driving 
simpler and more enjoyable. However, despite the progress 
made in recent years, automatic gearboxes still cannot 
conclusively best their manual predecessors, with many drivers 
finding that gearbox automation reduced their control of their 
vehicles and lowered their fuel efficiency. This has led to the 
introduction of alternate solutions, namely “tiptronic” 
gearboxes, which are a hybrid of both manual and automatic 
gearboxes. Reaching the next phase in automatic gearbox 
performance will require ushering in yet another technological 
breakthrough: Artificial Intelligence (AI).    

This paper describes the design and development of an 
intelligent software agent simulating an automatic vehicle 
transmission system. This paper will explain the development 
process from start to finish, from the simulation of the chosen 
car (i.e., Corvette C5) to the development of additional features, 
such as a smart braking system that will assist the gearbox in 
ensuring an optimal and safe driving experience, especially for 
adrenaline-loving sports car enthusiasts. Preliminary 
simulation tests are promising.  

 
 
 
 
 

II. BACKGROUND 

2.1. Context 
Automatic transmissions were developed relatively recently to 
simplify driving: these transmissions change the car’s gear 
autonomously and automatically during travel, sparing the 
driver the burden of having to switch gears manually. These 
transmissions work with the objective of keeping the vehicle’s 
engine in its optimal range of revolutions per minute (RPM) so 
as to drive maximum performance of out the car.  

Legacy automatic gearboxes base their decisions on vehicle 
RPM, speed, and applied throttle levels, using traditional 
mathematical models usually based on exact reasoning [1]. 

 

 
 

Figure 1: A Sample set of crisp rules governing the operation of a legacy 
automatic transmission. 
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This project aims to create a software that intelligently 
emulates automatic gear shifting, such that gear changes are 
made more efficiently and optimally, using approximate 
reasoning with fuzzy logic computations [2]. 

 
2.2. Prerequisites 
Developing an automatic gearbox required knowledge of a 
car’s inner workings, mainly the operation of an electronically 
controlled transmission (ECT) and the physical model of a 
vehicle’s movement (acceleration and deceleration) [3]. 
 

III. PROPOSAL 

3.1. Building Blocks 
At the most basic level, this software decides whether to raise, 
lower, or maintain the gear the simulated car is running on 
based on fuzzy logic. The software agent’s inputs are: the 
vehicle’s engine’s revolutions per minute (RPM), throttle and 
brake values to emulate application of brake and/or throttle by 
the driver, as well as acceleration, and gas level. Since the 
agent is fuzzy, these parameters have to be fuzzified and 
converted into several fuzzy partitions. Hence, fuzzy 
membership functions had to be created for all the 
aforementioned inputs. The defined membership functions for 
three of the six inputs to the fuzzy agent (RPM, acceleration 
and throttle) are shown in the figures below: 

 

 
 
 
 
 
 
 
 

 

A fuzzy agent handles its fuzzy inputs through condition-action 
rules, so this software utilizes over 80 different rules, some of 
which are given in Table I, to produce fuzzified outputs based 
on Larsen’s product inference. When these outputs are 
computed, they are then aggregated using the weighted sum 
rule. The aggregated output is then defuzzified using maximum 
to the left defuzzification, which will produce a discrete 
decision (gear up, gear down, or maintain gear): due to the 
output’s singleton membership functions, shown in Fig. 5, the 
output will be a set of 3 singletons of different weights. The 
singleton with the highest weight is chosen and its 
corresponding action is performed.  
 

TABLE I:  
Sample Condition-Action Rule. 

RPM Throttle Brake Gas Acceleration Action 
Redline Low High Any Any Maintain 
Optimal High Low Any Peak Maintain 
Optimal High Low Any Cruising Gear Up 

High Medium Low Any Intense Slowdown Maintain 
Low Low Low High Steady Gear Down 
High High Low Any Cruising Gear Up 
Low Low Any Low Intense Slowdown Maintain 
Low Low Medium High Steady Slowdown Gear Down 

Redline Low Low Any Peak Gear Up 
Optimal High Low Any Steady Slowdown Gear Down 

 
 
 
 
  
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1: Revolutions per minute (RPM) fuzzy membership functions. 

Figure 2: Throttle fuzzy membership functions. 

Figure 4: Acceleration fuzzy membership functions. 

Figure 5: Gear change decision singleton functions. 
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It is important to note that, while the steepness of the road 
being driven on (uphill or downhill) is not a direct input to the 
fuzzy agent, it does indirectly affect decision-making, since 
this parameter can affect the car's movement via an additional 
gravitational force that supports/opposes the car's movement. 

In order to make the project more realistic and intelligent, 
a Smart Brake agent was introduced to apply a brake in 
potential emergency situations, for instance when the car is 
speeding up with a sharp turn coming up or when the car is 
uncontrollably or dangerously accelerating downhill. When 
this agent is enabled, it assumes control of throttle and brake, 
but will cede it when its job is complete. Based on the situation, 
the agent will apply a low, medium, or high brake, also based 
on fuzzy logic. Initially, turn intensity (an angle in degrees) 
and vehicle speed (in km/h) are fed into the system and 
fuzzified based on membership functions shown in Fig.6 and 
Fig. 7. The agent then uses the fuzzified intensity of the turn 
(Slight, Regular, and Sharp turns) and fuzzified speed (Low, 
Medium, High) to produce, based on some logical rules, 
fuzzified outputs based on Larsen’s product inference. These 
outputs are aggregated using the weighted sum mechanism and 
the aggregated output is defuzzified using center of gravity 
defuzzification, which will produce a certain intensity with 
which the brake is applied while, of course, setting throttle to 
zero. After that, smart brake is turned off and control is 
returned to the driver. 

The Condition-Action Rules of this agent, as well as the 
membership functions for turn intensity and speed, are shown 
in the table and figures below: 

 
TABLE II:  

Smart Brake Agent Condition-Action Rules. 

Turn Intensity Speed Brake Applied 
Slight Low None 
Slight Medium Low 
Slight High Medium 
Regular Low None 
Regular Medium Low 
Regular High High 
Sharp Low None 
Sharp Medium High 
Sharp High High 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.2. Design and Conceptual Model 
This model is based on fuzzy logic since a gear change 
decision in itself is fuzzy (non-crisp) and depends on several 
inputs that cannot be processed analytically. Some inputs are 
more important than others in decision making (For example, 
engine revolutions per minute are more important than gas 
level.).Therefore, these inputs are represented and handled with 
more rules and linguistic variables. The design of the fuzzy 
membership functions corresponding to these linguistic 
variables required great attention to detail and meticulous 
testing, since inaccurate or unreasonable functions would lead 
to undesirable agent behavior (such as excessive gear 
switching and alternation). The fuzzy membership functions 
were also normalized. In other words, for any given value for 
an input, the sum of all membership degrees for all 
corresponding linguistic variables will equal one. This will 
simplify the conceptual analysis of the system and render it 
more intuitive and relatable to what traditional logic offers. 
With the functions in place, the rules had to be set in a way that 
would not undermine the agent’s operation. This task proved to 
be particularly difficult: Since this agent can be modeled as a 
6-Degrees-Of-Freedom system, it must handle a 6-dimensional 
input vector, and do so perfectly, lest the software get stuck in 
a limbo state (continuously switching between two neighboring 
gears) or behave incorrectly. Hence, the rules had to be set 
such that they do not interfere with one another or overlap on 
each other’s trigger state. 

Should this software be implemented for a real-life 
application on the streets, the Performance/Environment/ 
Actuators/Sensors model (i.e., PEAS model) will be as follows: 

- Performance Measure: Percentage of decisions 
produced that the driver agrees with during agent 
testing. 

- Environment: Roads that can be flat, downhill or uphill, 
which can also be straight or left and right turns of 
variable intensity. 

- Actuators: a transmission system similar to the one 
implemented in automatic vehicles is used for the basic 
agent and smart valves connected to the hydraulic 
pressure that in turn are connected to the wheels are 
used for the Smart Brake agent. 

Figure 6: Turn fuzzy membership functions. 

Figure 7: Speed fuzzy membership functions. 
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- Sensors are required to measure inputs: a speedometer 
for speed, a tachometer for RPM, valves to measure the 
levels of throttle/brake applied, an accelerometer for 
acceleration and a gas sensor for gas measurement. 
Road curvature and steepness can be measured and 
used for gearbox control via speed comparison done at 
the wheel level (on all vehicle wheels) [4] 

 
3.3. Implementation 
This project was developed from the ground up. The first part 
implemented was a mathematical model to simulate the 
Corvette C5’s operation. Data concerning engine performance 
and torque are withheld by Corvette, so the model had to be 
based on empirical data found for the Corvette’s acceleration, 
deceleration and braking, in a way that minimizes error [5]. 
With the car model in place, a manual gearbox using the C5’s 
actual gear ratios was coded: later on, this gearbox will be 
controlled by the intelligent agent. With the gearbox now 
ready, the building blocks for the fuzzy agent (aggregation/ 
condition-action rules/defuzzification, etc.) were combined so 
as to eventually be used to make gear switches automatic. 
Next, a user interface was developed such that a user can 
evaluate all aspects of the car’s operation (nature of the 
upcoming road, car’s current gas level, speed and rpm) and 
take control of throttle and brake, as any driver can on the 
roads. The interface offers data similarly to the cockpit of an 
actual car.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

The main agent now complete, the second intelligent 
agent, the Smart Brake, designed to make the vehicle safer 
especially given the high speeds which it can reach, was 
implemented using the previously discussed fuzzy logic 
techniques and membership functions. This smart brake agent 
will act as a last resort defensive agent that will apply the car’s 
brake should the driver put himself in a dangerous situation 
(like speeding at a sharp turn). For the sake of testing and 
demonstration, turns, downhill, and uphill are generated based 
on a Poisson distribution in the code, so as to emulate real 
turns and slopes in driving as accurately as possible.  

Finally, for the sake of testing and flexibility, all agents in 
this software can be disabled. In other words, the user can 
drive his car in manual mode, disable smart brake and even 
disable the random generation of turns and uphills/downhills.  

All in all, the final project consists of four components: 
1) A car mathematical model which simulates the Corvette 

C5’s operation and produces acceleration, RPM, speed 
and gas values from the gear, throttle and brake inputs 

2) A Poisson-based random terrain generator to test the car 
on several road configurations of variable difficulty 

3) The main fuzzy logic-based intelligent gearbox, which 
controls the vehicle’s selected gear 

4) The additional smart brake agent, which can optionally 
control the vehicle’s braking in emergency situations.  

 

A diagram illustrating the project design and its inner 
components is shown in Fig. 8: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 8: Project Operational Diagram. 



447

IV. TESTING 

This software makes decisions which can potentially place 
drivers at risk, so testing its decision-making is a crucial part of 
development. To test this software, manual simulation of 
critical situations had to be made in its code. The agent’s 
response was then observed and recorded. If the action 
observed, if any, is logical, sensible and, crucially, fast, then 
the agent will have successfully handled the situation and 
changes would not need to be made.  However, should the 
agent act incorrectly or slowly, then the condition-action rules 
responsible for this, as well as any computational overhead 
slowing the system down are to be reviewed, evaluated and 
rethought.  
 
4.1. Test Cases, 
Testing encompassed a very large range of situations in which 
both agents (Gearbox and Smart Brake) are called into action. 
The intelligent gearbox was continuously tested throughout its 
development phase under a variety of different conditions, to 
very satisfying results, some of which are shown in the 
following table:  
 

TABLE III: 
Sample test cases and results 

Situation Response 
Redline RPM, low throttle and a regular 
brake applied 

Agent maintains same gear 

Low RPM, throttle and gas level. Car 
decelerating rapidly 

Agent maintains gear 

Low RPM, throttle and high gas level. Car 
decelerating rapidly 

Agent lowers gear 

RPM in optimal range, high throttle 
application, low (no) brake, but car 
decelerating 

Agent lowers gear 

RPM in optimal range, high throttle 
application, low (no) brake, car is cruising 

Agent raises gear 

 
The agent’s response with respect to the fourth test 

mentioned in Table III is also shown in Fig. 10. As for the 
smart brake agent, it was tested in critical situations and 
yielded highly satisfactory results. For instance, if the car 
redline RPM and is going downhill, the smart brake agent is 
activated to protect the engine. This situation is shown in Fig. 9. 

Crucially, neither system lagged when responding to a 
particular situation. Indeed, both intelligent agent successfully 
handled test cases without any delay in response (all responses 
seem to happen in real-time), which is vital for an application 
in which changes occur in fractions of a second. 
 

V. CONCLUSION 

The gearbox agent, car model, smart brake agent, and 
Graphical User Interface (GUI) were each designed with a 
view to making the most of the Corvette C5’s power while 
maintaining safety and ease of use. Implementing this project 
required a lot of reading about cars’ internal mechanisms and 
tiresome number crunching for the computation of physical 
constants, and this is without mentioning the challenge of 
implementing a coherent and logical agent for the car which 
can successfully handle multiple inputs of different nature and 

dimension. Yet ultimately, all the work bore fruit and 
eventually, a reasonable set of condition-action rules and a 
mathematical car model simulating the Corvette C5 with 
remarkable accuracy were developed, which led to a solid and 
reliable intelligent agent. This project is a testament to the 
power of fuzzy logic as a foundation for intelligent agents 
whose applications can certainly go beyond vehicle gearboxes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Smart Brake activates at advent of risk. 
 

VI. FUTURE WORKS AND PERSPECTIVES 

Looking ahead, the scope of this project will be extended 
further. For instance, one could consider adding a learning 
element to the gearbox, such that it would “learn” the driver’s 
style. This learning would be done by updating the 
membership functions or adding weights to the condition-
action rules based on the learning agent’s inputs. For inputs to 
the agent, the simplest and most effective means of input 
would be a learning phase in which the driver drives the 
vehicle in manual transmission or, should the driver opt 
otherwise, to allow driver feedback (the driver overrides a 
decision he deems wrong) that is used to update the gearbox 
model. Beyond this, we plan to extend this software to handle 
any vehicle model: Through a simple change in physical 
constants (gear ratios, friction coefficients, etc.), new adapted 
membership functions would be generated, allowing the agent 
to make intelligent decisions for a completely new vehicle. 
Hence, this would hopefully pave the way for a universal 
vehicle gearbox, which would simplify the maintenance and 
driving of all cars in the years to come. 
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Abstract- The interaction between humans and robots has 

increased and become more personalized in this century. Robots 
are being used in various fields such as medicine, manufacturing, 
automation, etc.; however, they lack the interaction capability 
that is found in a human mainly because more than 60% of 
human communication is non-verbal, and thus, is hard to replace 
him. This project presents an interactive face robot which is able 
to mimic the six universal human facial expressions: happiness, 
surprise, fear, sadness, anger, and disgust. It can interact with the 
user using speech recognition in order to mimic a career/major 
advisor. The Interactive Face Robot is made out of a rubber mask 
to simulate the skin. Facial expressions are created by moving 
muscle-like structures based on a facial mass-spring model. Nine 
servo motors move the different action units in the face to create 
the different expressions. The Interactive Face Robot mimics a 
career/major advisor using speech recognition software, the 
BitVoicer, which recognizes the user’s speech and communicates 
with a LabVIEW™ program that evaluates the answers and 
calculates the best career/major choice. The LabVIEW™ 
program, which runs on a laptop computer, also converts the pre-
defined questions that the robot asks into voice, and 
communicates with an Arduino Mega the expression that the face 
is to generate. Using pulse-width modulation, the Arduino Mega 
controls the needed servo motors to create the necessary facial 
expression. The Interactive Face Robot has proven to be user-
friendly, and interacted with humans as pre-programmed. This 
Interactive Face Robot can replace a career/major advisor, and 
can be programmed as a receptionist, front-desk operator, or can 
be used in therapeutic applications. Facial expressions provide 
robots with more capabilities for human-like interactions, making 
them more adequate for applications requiring interactions with 
humans. 

I. INTRODUCTION 

As the use of service robots continues to grow rapidly, an 
increase in the human-robot interaction (HRI) is required [1]. 
More than 60% of the human interaction is inducted 
nonverbally [2]. Thus a human-friendly interface should be 
developed to communicate information the same way we do 
with humans. For a robot to be effective in the human world, it 
must respond to the human emotional state by generating 
humanlike expressions back. 

This project is able to mimic five universal expressions and 
benefits users in traditional roles such as the servants, 
assistants, or companions. In a typical work day, an employee 
might be facing certain personal issues or might be exhausted; 
a state that is reflected on the individual’s facial expressions. 
Though facial expressions play a major role in communication, 
this might send the wrong signal to the other person. The 
proposed robot face is a user friendly system. However, its true 
worth appears in the therapeutic characteristics. Interactive 

robots have been proved to play a major role in improving the 
users’ relaxation and motivation levels by reducing stress [2]. 
Moreover, it was found very efficient in helping children with 
autism by engaging them in social interaction interface [1]. 

The significance of this project is to infer a broad scope of 
uses in the field of HRI. The system is a fully automated real-
time one. The objective is to deliver a complete system that 
generates facial expressions, recognizes speech, and generates 
speech in real time. The proposed technique is made up of 
three primary key points: artificial expressions generation, 
speech generation, and speech recognition. The proposed 
scheme can be applied in different industries and 
circumstances and for different purposes. The goal proposed in 
this paper is to make the face robot an administrator at a 
university. Students usually have a hard time deciding what 
major they should go into. Therefore, the face robot will 
undertake a career test with the student to find out what the 
student likes and what not, and accordingly tells the candidate 
the major that most fit him/her. 

II. STATE-OF-THE-ART  

A Japanese teacher called Hiroshi Ishiguro developed his 
own robotic doppelgänger. The doppelgänger can act as the 
teacher by explaining lessons and answering questions. [3] 
Also, Hisashi Ishihara, Yuichiro Yoshikawa, and Prof. Minoru 
Asada of Osaka University in Japan developed a child robot 
that can generate realistic facial expressions. [4]  

Within the recent decades, many researches have been trying 
to compose strategies to automatically classify facial 
expressions. Various methods have been used. The 
representative research-work based on this approach includes 
the work done by Hanson Robotics [5]. The newest addition to 
their family was Han, a face robot that can engage in 
conversation and generate facial expressions and make eye 
contact [5]. On the other hand, the Einstein robot head used 31 
servo motors, 27 of them are used to generate facial 
expressions [5]. What remarks this project from others is that 
the facial expressions are detected by the movement of the 
muscles under the skin to be learned by the robot and then 
generated when necessary. The project describes how each 
servo motor is used with every particular expression [5]. 

Moreover, Karsten and Jochens paper is about the 
construction of the robotic head ROMAN. It shows the three 
major steps in this project: first how the robot is able to realize 
facial expressions, then the mechatronic system of this robot 
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including the neck and eye construction, and finally the 
software architecture of ROMAN [6]. 

III. MATERIALS AND METHODS 

The project’s design can best be described in three parts: 
hardware, model construction, and software. Figure 1 shows 
the block diagram of the project, detailing the interaction 
between the hardware and the software parts which will be 
described in more details hereafter. 

A. Hardware  
Every step that went into the construction of the hardware is 

presented in Figure 2. To begin with, the face was divided into 
three parts: the upper, middle, and lower. The upper part 
contains the eyebrows and their corresponding mechanism. 
The middle part contains the eyes, the upper lip, and the fixed 
upper jaw. Finally, the lower part contains the lower lip and 
moving lower jaw, and will be rotating to model the mouth as 
it opens and closes.  

The eyes are ping pong balls that were reshaped and colored 
to look like the human eyes. The position of the eyes required 
several calculations. The human eyes are positioned at the 
same distance from the right and the left nostrils, and to the 
line perpendicular to the mouth. Moreover, when looking from 
the top plane of the face, the distance in which the eyes are 
pushing forward or backwards should be taken into 
consideration. After fixing the eyes, the back of every eye was 
attached with an L shaped plastic, as shown in Figure 3, that 
was fabricated using a 3D printer. The end of the L shape is 
connected to a joint, as shown in Figure 4, attached to the servo 
motors arm. This allows the eyes to move right and left 
simultaneously. 

To apply a real lips movement, a guitar string is fixed around 
the lower and upper teeth. Other guitar strings are fixed at two 
points on the lower jaw and three points on the upper jaw with 
a round string connecting each part to model each lip. Every 
fixed point should be tightened by a servo motor. 

 

 
Figure 1. System’s block diagram. 

 

 
Figure 2. Making of the hardware. 

 

 
Figure 3. L-shape 3-D CAD design. 

 

 
Figure 4. Joint 3-D CAD design. 

 
Influenced by the idea behind the bicycles’ brakes, the guitar 

strings are navigated through plastic pipes that are fixed on the 
mannequins head. The end of the pipe is immobile, allowing 
that end of the steel string to be tightened using servo motors. 

The lower jaw needed two servo motors to allow easy 
movement. Moving to the upper jaw, knowing that there are 
three fixed points on the round guitar string bridge that 
modeled the upper lip, three servo motors are used. Due to lack 
of space, a polyamide body was designed to hold the three 
motors as seen in Figure 5. The motor wings hold a plastic rod 
that fixes the guitar strings on it in order to move the lips. In 
addition to that, a cable conjunction is fixed in front of the 
polyamide body in order to fix the plastic pipes with a screw. 
The conjunction itself is fixed by a screw so that the pipe, the 
rods on the motor end and the openings above the lips are on 
the same line of sight. 
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Figure 5. Upper jaw. 

 
Connecting the lower jaw and the upper jaw should be done 

in a way that allows the mouth to open and close. Therefore, 
the two parts are fixed using an iron joint as seen in Figure 6.  

To allow rotation, first the lower jaw is connected with a 
loosened screw, and second it is smoothened from its back-
right and beck-left to make an angle of approximately 30 
degrees with the upper jaw. The movement mechanism is done 
using two steps. The first is to fix three springs from the front 
end of the lower jaw to the upper jaw. While the second is to 
connect the back end of the lower jaw to a servo motor fixed 
on the back of the head, using a plastic thread. This will pull 
the jaw and make the required rotation. To return the jaw to its 
initial position, a spring is attached to pull it back. 

The next step covers the eyebrows. The eyebrows are fixed 2 
cm above the eyes. They are made up of fiber masked by a 
nylon sheet. The edges are smoothed and later drilled and fixed 
from their middle to be able to rotate easily to perform happy, 
angry, and neutral emotions. This mechanism is made up of 
plastic threads that are connected from the center of the 
eyebrows, up to the upper part of the head, then into the head 
to be connected to servo motors. This will allow the eyebrows 
to move up to 60 degrees anti-clock wise. 

As for the neck, an iron rod is attached on a base platform 
that is connected to a rotating disk around a fixed axis. The 
base can be adjusted to the left and right using a servo motor. 
Such a mechanism will not be affected by the robot’s weight. 

 

 
Figure 6. The connection of the jaws. 

B. Model Construction 
After assembling all the parts together, there comes the 

binding stage between the rubber face and the skull. This was 
too risky because of the incompatibility between them. 
Knowing that facial expressions are produced due to fixed AUs 
and flexible ones, the mask is secured in some places, and left 
loose in others. Also, the cheeks are filled with sponge to 
achieve the smooth touch of the face and give it a realistic form. 
The nose is also thickened by sponge and compressed to have 
the desired shape. After fixing all the face, the motion of every 
motor was tested. You can see the before and after of the 
Interactive Face Robot in Figure 7. 

C. Software 
The project’s system is based on three software: 

LabVIEWTM (National Instruments, Austin, TX, USA), 
ArduinoTM (Arduino, Northern Italy), and BitVoicerTM 
(BitSophia, So Paulo, Brazil) which are connected via a serial 
communication (Figure 8). The LabVIEWTM program is called 
the decision maker since it connects the BitVoicer™ to the 
Arduino™. The LabVIEW™ program gets its input from the 
BitVoicer™, and then according to a predefined algorithm, it 
will send a command to the Arduino™ microcontroller which 
will drive the corresponding servo motors. 

 

 
Figure 7. Before and after of the interactive face robot. 

 

 
Figure 8. Software block diagram. 
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The face robot can be used in a variety of fields. One of 
them is to act as a university administrator. One of the hardest 
things that a student encounters when moving from the school 
phase to the university phase is to choose the right major. That 
is why, the previously mentioned program was edited to be 
able to do a career test with new students. A sample career test 
was performed. Eleven majors were taken into considerations, 
which are: Radio TV, Interior Design, Journalism, Public 
Relations, Computer Science and Informatics, Finance, 
Management, Marketing and Advertising, Computer and 
Communications Engineering, Biomedical Engineering, and 
Clinical Laboratory Sciences. The sample career test displayed 
in Table. I consists of eighteen questions. The users’ answers 
are a simple yes/no answers. Whenever the user answers yes 
on a certain question, the majors related to the question should 
increment once. The majors are distributed between the majors 
equally with no favor of one over the other. Finally, when the 
test is over, the program should be able to know the major with 
the highest score and relay the information as speech to the 
user. The Arduino code controls the motors in the face to 
produce an emotion. Table II displays the angles the ten motors 
rotate to create every emotion. There are one motor for the 
eyes, one for the neck, one for every eyebrow, one for the jaw, 
three for the upper lip, and two for the lower lip. 

 
TABLE I 

SAMPLE CAREER TEST 
 Question Incremented Majors 

1 Do you like mathematics? Computer and Communications 
Engineering 
Computer Sciences and Informatics 
Biomedical Engineering 
Finance 
Interior Design 

2 Are your communication skills good and do 
you like to meet new people? 
 

Journalism 
Marketing and Advertising 
Public Relations 

3 Do you find out-of-the-box solutions for your 
problem? 

Computer and Communications 
Engineering 
Computer Sciences and Informatics 
Marketing and Advertising 

4 Are you confident and do you like to show 
yourself to the public? 

Journalism 
Radio TV 
Public Relations 

5 Do you like to learn about living things? Biomedical Engineering 
Clinical Laboratory Scientist 

6 Are you good in analyzing and interpreting 
data? 

Finance 
Management 

7 Do you have an analytical mind and do you 
organize your responsibilities? 

Finance 
Management  

8 Are you interested in acting, film making, or 
media production? 

Journalism 
Radio TV 

9 Did you spend most of your high school time 
in laboratories? 

Biomedical Engineering 
Clinical Laboratory Scientist 

10 Do you have the ability to recognize general 
principles in certain situations? 

Clinical Laboratory Scientist 

11 Do you need the freedom to create and be 
creative? 

Interior Design 

12 Do you like designing and artwork? Interior Design 
13 Are you appealing? Public Relations 
14 Do you like tinkering with electronics and 

robots? 
Computer and Communications 
Engineering 

15 Do you like to sit in front of your laptop? Computer Sciences and Informatics 
16 Do you interact with people in patience and 

congeniality? 
Public Relations 

17 Do you have the ability to link things together? Management 
18 Do you like to do heavy researches? Marketing and Advertising 

 
 
 

TABLE II 
EMOTIONS VS ACTION UNITS 

Emotion FACS Code 
Muscle Description Associated AUs 

Normal Poker face Neck : 50° 
Left eyebrow: 120° 
Right eyebrow: 30° 
Eyes: 180° 
Jaw: 130° 
Left lower lip: 150° 
Right lower lip: 90° 
Left upper lip: 170° 
Middle upper lip: 170° 
Right upper lip: 170° 

Surprised Eyebrows raised 
Mouth open 
Eyes open 
Lips protruded  

Neck : 50° 
Left eyebrow: 90° 
Right eyebrow: 0° 
Eyes: 180° 
Jaw: 50° 
Left lower lip: 120° 
Right lower lip: 130° 
Left upper lip: 170° 
Middle upper lip: 170° 
Right upper lip: 170° 

Angry Nostrils raised 
Mouth compressed 
Furrowed brows 
Eyes wide open 

Neck : 50° 
Left eyebrow: 140° 
Right eyebrow: 40° 
Eyes: 180° 
Jaw: 130° 
Left lower lip: 150° 
Right lower lip: 90° 
Left upper lip: 170° 
Middle upper lip: 170° 
Right upper lip: 170° 

Frustrated/Contempt Lip protrusion 
Upper lip raised 
Eyebrows raised 

Neck : 50° 
Left eyebrow: 90° 
Right eyebrow: 0° 
Eyes: 180° 
Jaw: 130° 
Left lower lip: 150° 
Right lower lip: 90° 
Left upper lip: 170° 
Middle upper lip: 170° 
Right upper lip: 170° 

Sad  Mouth depressed 
Eyebrows partially raised  

Neck : 50° 
Left eyebrow: 115° 
Right eyebrow: 10° 
Eyes: 180° 
Jaw: 130° 
Left lower lip: 120° 
Right lower lip: 90° 
Left upper lip: 170° 
Middle upper lip: 170° 
Right upper lip: 170° 

Happy  Upper lip raised at corners 
Eyebrows partially raised 
Jaw partially opens  
 

Neck : 50° 
Left eyebrow: 100° 
Right eyebrow: 0° 
Eyes: 180° 
Jaw: 100° 
Left lower lip: 150° 
Right lower lip: 90° 
Left upper lip: 100° 
Middle upper lip: 170° 
Right upper lip: 100° 

Move left  Turn neck to the left Neck: 130° 
Move right Turn neck to the right Neck: 30° 
Move eyes Move eyes left then right Eyes: from 0° to 180° 

with delay 50ms for 
every 5° 

Talk  Open and close mouth Neck : 50° 
Left eyebrow: 120° 
Right eyebrow: 30° 
Eyes: 180° 
Jaw: 130° 
Left lower lip: 150° 
Right lower lip: 90° 
Left upper lip: 170° 
Middle upper lip: 170° 
Right upper lip: 170° 
 
Delay (200ms) 
 
Neck : 50° 
Left eyebrow: 120° 
Right eyebrow: 30° 
Eyes: 180° 
Jaw: 90° 
Left lower lip: 120° 
Right lower lip: 120° 
Left upper lip: 150° 
Middle upper lip: 150° 
Right upper lip: 150° 
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IV. TESTING AND RESULTS 

This project presented results for a fully automated real-time 
expression generation system able to generate the five 
universal expressions: normal, happiness, sadness, surprise, 
and anger (Figure 9). 

The primary goal of this work is to solve an engineering 
problem: how to make the human robot interaction as humanly 
as possible. Facial expressions play a major role in this 
interaction. Therefore, the appearance of human facial muscles 
was approximated with available motors. The career test was 
experimented on several graduate friends, and almost all of 
them got the result of their university major or something that 
they have always wanted to do, but never got the chance to. 
Moreover, they enjoyed taking the test since the robot was 
interacting with them non-verbally. The robot was smiling and 
making funny expressions so that the user felt comfortable and 
happy. It was observed that users interacted more with the 
robot than with either a laptop or with a human. 

V. CONCLUSIONS AND FUTURE WORK 

Because of the demand to study human robot interaction, a 
robot platform was produced to allow this requirement. The 
exact task of this project is to have a robot face that is human-
like and produces facial expressions similar to those in humans. 
The methodology followed is simple. The robot takes as an 
input the users’ speech. Then, the robot interacts while 
generating facial expressions by feeding the Arduino with 
specific command that will thus move the servo motors to 
generate the desired expression by stretching and releasing the 
rubber face on the AUs that were generated in the testing phase. 
Moreover, in order to make this interaction more realistic, 
speech was added for the robot to talk back with the user. The 
main task of the robot is as an administrator at a university. It 
asks new students questions to conduct a career test. According 
to the students’ responses, the robot will tell him/her what 
major he/she should get into. 

The scope of this project is promising. It is accurate to say 
that such a scheme can be used for different purposes easily. 
For example, the project can be used in the therapeutic domain 
to help people with autism; also, it can be useful in the 
education application or even in aged care. For this project to 
reach its foremost goal we should allow it to interpret the facial 
expressions of the human facing it and act accordingly. Also, 
artificial intelligence should play a role so that the robot will 
know how to act without predefined scenarios. Moreover, the 
speech domain should become broad enough to make sure that 
the robot can reply to most of what he is receiving. 

 

 
Figure 9. Results. 

 

ACKNOWLEDGMENT 

It is a pleasure for us to recognize the help and commitments 
of all of our friends who helped us make our senior project a 
win. This project would not have been so effective without the 
committed help given by those people. We would like to place 
on record our deep sense of gratitude to Mr. Michel Owayjan 
for his generous guidance, help and continuous encouragement. 
We are thankful to Dr. Roger Achkar, Chairperson of the 
Department of CCE for the assistance and guidance he has 
given us throughout the years. Also, we would like to express 
our utmost gratitude to AUST for providing us with the 
opportunity to pursue the engineering dream. Last but not least, 
we would like to thank our parents for their patience, sacrifice, 
and support throughout this journey. 

REFERENCES 
[1] M. A. Goodrich1 and A. C. Schultz, “Human–Robot Interaction: A 

Survey,” Foundations and TrendsR in Human–Computer Interaction, vol. 
1, no. 3, pp. 1-20, 2007. 

[2] D. Feil-Seifer and M. J. Matarić, “Human–Robot Interaction,” 
Encyclopedia of Complexity and Systems Science, R. A. Meyers (eds.), 
Springer New York, 4643-4659, 2009.  

 [3] E. Guizzo, “Hiroshi Ishiguro: The Man Who Made a Copy of Himself," 
April 2010. [Online]. Available: 
http://spectrum.ieee.org/robotics/humanoids/hiroshi-ishiguro-the-man-
who-made-a-copy-of-himself. 

[4] N. Kageki, “Meet Affetto, a Child Robot With Realistic Facial 
Expressions,” Feb 2011. [Online]. Available: 
http://spectrum.ieee.org/automaton/robotics/humanoids/meet-affetto. 

[5] Hanson Robotics. “Face Robot,” 2015. [Online]. Available: 
http://www.hansonrobotics.com/robot/han/ 

[6] K. Berns and J. Herth, “Control of facial expressions of the humanoid 
robot head ROMAN,” Proceedings of the IEEE/RSJ International 
Conference on Intelligent Robots and Systems (IROS), pp. 3119-3124, 
2006, October 9-15, Beijing, China. 

 



454

Model United Nations  
MUN Simulation Software 

 
Joumana Samir Moodad 

Department of Electrical and Computer Engineering 
Lebanese American University (LAU) 

36 Byblos, Lebanon 
joumana.moodad@lau.edu 

 
 

Abstract - This paper describes the Model United Nations 
(MUN) Simulation Software which is an automated software tool 
dedicated to the Lebanese American University (LAU) – MUN 
organizing committee members. The software is used in the 
Global Classrooms International Model UN Conferences for 
Middle Schools and High Schools that will take place at the 
Grand Hyatt and the UN Headquarters in New York City on 
March 31 – April 2, 2016 and May 12 – May 14, 2016 respectively 
[1]. It allows LAU-MUN organizing committee members to more 
effectively organize and process the data needed to launch MUN 
simulation exercises and conferences, including school/country 
data storage, organization, and automated preference matching 
using optimization solutions based on the transportation problem. 

I. INTRODUCTION 

Model United Nations is an internationally known 
simulation model of the UN and its agencies. Global 
Classrooms is the United Nations Association of the United 
States of America’s (UNA-USA) flagship education program, 
a program of the United Nations Foundation. Through this 
program, students of middle schools and high schools explore 
current world issues, improve their skills, and acquire 
necessary attitudes for active citizenship. Over the past decade, 
Global Classrooms has worked in 24 major cities around the 
world, and has engaged more than 25,000 students and 
teachers annually [2]. The LAU MUN High School program 
was first launched in 2005-2006. For the past 10 years, more 
than 1,000,000 hours of teaching peace building and diplomacy 
were offered to a total of 16,000 Middle School and High 
School students from around 174 schools throughout Lebanon 
and from selected schools in the Arab world [3].     

A. Challenges 
When organizing an MUN exercise, organizing committee 

members are faced with many data processing challenges, 
mainly: i) acquiring information regarding participant schools 
from all around the world, in a timely and organized manner, ii) 
storing and organizing school information, including: each 
school’s preferences (in terms of the countries – and/or 
committees - to be delegated) as well as the number of 
prospective participants, iii) matching school preferences with 
available countries (committees) profiles in order to assign 
each school one or more countries, and/or vice versa. The 
existing solution used by the organizing committee to handle 
the mentioned challenges consisted of a bunch of disconnected 

manual and semi-automated processes, which induced various 
problems/bottlenecks. For instance, information was acquired 
through the use of Google documents filled using a primitive 
Web interface, without any linguistic pre-processing or data 
cleansing. This produced data full of typos, mistakes, and 
sometimes ambiguities (e.g., school names or country names 
written differently). Concerning data storage and organization, 
it was typically handled in spreadsheets which are disregarded 
at the end of each simulation exercise, making way for the 
upcoming one. As for school/country matching and preferences, 
the task was conducted manually by organizers, which required 
considerable manual effort and consumed a huge amount of 
time. 

B. Objectives 
The goal is to provide a fully automated software-based 

solution which addresses the three main limitations mentioned 
above: i) designing a dedicated Web interface, using the 
sophisticated technology in linguistic pre-processing 
techniques to clean the data prior to storage, ii) designing a 
dedicated database structure, handled via a light weight Web-
based DBMS (Database Management System) in order to 
properly store normalized data, iii) allowing to keep track of: 
not only the current data concerning the current simulation 
exercise, but rather of historic data regarding previous 
exercises, allowing advanced applications such as temporal 
querying (querying the past) and data mining functionality (e.g., 
discovering and analyzing school preference/country selection 
patterns), iv) implementing an automated solution to perform 
school/country matching, adapting existing assignment and/or 
transportation problem algorithms to handle the specific data at 
hand. 

In the remainder of the paper, we first describe the context of 
the project (Section II) and its requirements (functional and 
non-functional in Section III), then we present the proposal 
(Section IV) including implementation details (Section V), as 
well as preliminary experimental evaluation (Section VI), 
before wrapping up with future improvements (Section VII). 

 

II. CONTEXT 

The simulation programs have different conditions and 
requirements. The software is meant to operate on the 
following programs: Model United Nations (MUN), Global 
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Classrooms International Model UN (GCI MUN), and Model 
Arab League (MAL).  

A. Model United Nations Conferences (MUN) & Global 
Classrooms International Model UN Conferences (GCI MUN) 

In each conference, schools are assigned countries to 
represent them. The rules and regulations for country 
assignments: i) the world is divided into 5 regions, ii) each 
school has to rank these regions from 1 to 5, iii) then, a school 
needs to choose 2 countries/region and rank them as priority 1 
and priority 2, iv) a school has to provide the total number of 
students that they are applying.  

Based on the data provided by each school, the organizers of 
the conference start by: i) First Come First Serve Basis Rule:  
the school that registers first will be considered first (through 
checking the timestamp), ii) Regional Preference Rule: the 
region that has the highest rank (rank of 1) is first considered, 
and the region that has the lowest rank (rank of 5) is least 
considered, iii) Country Preference per Region Rule: the 
country that has the highest priority (priority #1) in the region 
is first considered, if the conditions are not satisfied, the second 
country within the same region (priority #2) is then considered, 
iv) Delegation Size Match Rule: the number of students 
applying per school should be matching with the number of 
representatives of the country it will represent.  

One of the main conditions in MUN and GCI MUN is that 
countries cannot be assigned twice; a country should be 
assigned to one and only one school. A school should also get 
only one country.  

B. Model Arab League (MAL) 
The MAL conferences follow the same procedure of MUN 

and GCI MUN conferences, however with some minor 
differences in the assignments conditions.  

In MAL, a country can be assigned several times to several 
schools. In other words, a country that has been assigned 
previously and still lacks a certain number of representatives, 
can be assigned a second time to a different school than the one 
it has been assigned before. Similarly, a school can be assigned 
several countries. For instance, if a school has been assigned to 
one country which requires lesser number of representatives 
than the number of students applying, the school can be 
assigned a second (third, fourth, etc.) country.  

Moreover, MAL conferences differ from MUN and GCI 
MUN conferences in the way schools provide their priorities. 
In MAL, there is no concept of regions; in other words, a 
school directly provides ten countries prioritized from the 
highest to the lowest instead of ranking five regions and 
choosing two countries within a region.  

 

III. REQUIREMENTS 

This section specifies the functional and non-functional 
requirements of the software. This is done through establishing 
the services that the users require from the system, in addition 
to the constraints under which the system operates. 

A. Functional Requirements 
 

a. School Application Interface 
Functional requirements are specified in terms of both user 

and system requirements. One of the requirements which are 
common to all types of conferences is to have an application 
interface that is sent to schools to collect data from them and 
store this data in a database.  

 

b. MUN and GCI MUN Application Interface 
This interface is to be used by the MUN and GCI MUN 

organizers to do the school-country assignments. The interface 
should have as input fields: i) An excel sheet of all applying 
schools and their regional and country priorities, ii) An excel 
sheet of all schools with their corresponding number of 
applying students, iii) An excel sheet of all countries and their 
corresponding number or representatives, iv) location of the 
output country-assignment sheets (output excel sheet of first 
phase where regional and country priorities are considered, and 
output excel sheet of second phase where only matching size 
conditions are considered), v) list of all remaining countries not 
yet assigned, vi) list of all assigned countries, vii) list of 
remaining schools that couldn’t be assigned due to exceptional 
constraints (Appendix – Fig.4).  

 

c.   MAL Application Interface 
This interface is to be used by the MAL organizers to do the 

school-country assignments. These assignments are specified 
in an output excel sheet and have several criteria. The interface 
should contain input fields for: i) input excel sheet of all 
applying schools and their country priorities, ii) input excel 
sheet of all schools with their corresponding number of 
students, iii) input excel sheet of all countries with their 
corresponding number of representatives, iv) location of the 
output excel sheet of the school-country assignments, v) 
threshold for schools: input from user specifying the minimum 
number of extra students needed for the school to be assigned a 
second country, vi) threshold for countries: input from user 
specifying the maximum number of vacant places allowed for 
a country to stay functioning/represented, vii) maximum 
number of countries per school: input from user specifying the 
maximum number of countries that can be assigned to a school, 
viii) maximum number of schools per country: input from user 
specifying the maximum number of schools a country can be 
assigned to, ix) list of all assigned countries, x) list of all 
unassigned countries, xi) list of countries which are not totally 
filled; they still have vacant places above the countries 
threshold, and thus, can be assigned to other schools 
(Appendix – Fig. 5).   
 
B. Non-Functional Requirements 

The non-functional requirements in our design fall under 
product and organizational requirements.  

 

a. Product Requirements 
When designing the software, we should consider the space 

and time requirements. The execution time of the application 
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should be in the order of seconds. Regarding the efficiency and 
performance requirements, it should be able to deliver the 
maximum amount of information using a certain limited 
number of inputs. In addition, the software should be reliable 
in terms of country-school assignments and can have a margin 
error of 1/100 schools. Another important requirement which 
we should consider is the usability of the application; it should 
provide the necessary data through a user-friendly interface 
that can be easily used by users of different backgrounds. Last 
but not least, since the data is to be stored in a database system 
and since all the computations and results are based on this 
data, we need to make sure that our system complies with the 
security requirements.   

  

b.  Organizational Requirements 
The organizational/external requirements include 

interoperability requirements. Since the software is to be used 
on different platforms and systems (MUN, GCI MUN and 
MAL offices), we should ensure that it can operate on any 
system that has Java Runtime Environment.    

 

IV. PROPOSAL 

To solve the school-country assignment problem, we 
referred to the Transportation and Assignment Algorithms. We 
first identified the different basic feasible solutions which 
include North West Corner Rule, Minimum Cost Method, and 
Penalty Cost Method (Vogel’s Approximation Method). Then, 
we looked at the optimal solutions which include Stepping 
Stone Method and MODI (Modified Distribution Method) or 
U-V Method.  

After doing several simulations based on the different 
transportation algorithms, we decided to use the Minimum 
Cost Method which yielded the lowest costs and best matching 
of schools-countries [5-11].  

The transportation problem (TP) is concerned with shipping 
a commodity between a set of sources (e.g. manufacturers) and 
a set of destinations (e.g. retailers/warehouses). Each source 
has a capacity dictating the amount it supplies. Each 
destination has a demand dictating the amount it receives 
(Appendix – Fig.2). In a balanced system, the total number of 
demand at all destinations is equal to the total amount of 
supply at all sources. The purpose of this algorithm is to 
determine the amounts to be shipped between each source and 
destination with a minimal cost while meeting demand and 
supply conditions [4]. 

 

Our school-country assignment problem can be mapped to a 
transportation problem where schools are suppliers and 
countries are demands (Appendix – Fig.3). The costs for filling 
the school-country matrix are based on the regional and 
country preferences provided by the schools.  

 
A.  Calculating the Costs – Basic Solution 

Since filling the cost matrix is based on the preferences 
provided by each school, we have to compute the preferences. 
To do so, and since regions have higher priorities than 
countries, we used the following method: 

“Rank of Region” followed by “Rank of Country/Region”   
Example:  51 means it is the region with rank 5 and the country 
with rank 1 within this region. 

Below is the table of preferences/cost mappings. 
 

Table 2: Preference/Cost Mapping 
 

Region Rank Country Rank/Region 
1 1 

2 
2 1 

2 
3 1 

2 
4 1 

2 
5 1 

2 
     

Preferences are associated with costs. They are inversely 
proportional to each other; the higher the preferences, the 
lower the costs. For instance, the lowest value in this table is 
11, and it refers to region with rank 1 and country with priority 
1 within this region → Best preference is mapped to lowest 
cost. Similarly, the highest value in this table is 52, and it 
refers to region with rank 5 and country with priority 2within 
this region → Worst preference is mapped to highest cost.  
For the countries that are not chosen by a school as preferences, 
they will be assigned very large costs “Infinite” or “Inf” values 
in the corresponding row of the school. 
  
B. Calculating the Costs – Extensible  Solution 

This solution is more flexible in terms of setting up and 
changing the priority of each factor. We can add at any time as 
many factors as required. It is based on a weighted summation. 
Each factor is associated a certain cost and weight. The values 
of the costs are normalized. Currently, we can consider three 
factors: i) RC: Region Choice, ii) CC: Country Choice, iii) SM: 
Students Matching Size. The weighted sum is then given by: 

 
∑ Wj*Cost(Feature)j = W(RC)*Cost(RC) + W(CC)*Cost(CC) 

   + W(SM)*Cost(SM) 
 

such that ∑ Wj = 1 and (W1, W2, …, Wn) >= 0 
   

Table 1: Cost Matrix of a Balanced 
Transportation Problem 
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V. IMPLEMENTATION 

In this section, we will discuss the Minimum Cost Method 
and how it was applied to the school-country assignment 
problem. This being said, we will study the two solutions 
developed: Excel sheet based solution and database solution.     

 
A. Minimum Cost Method Implementation 

The minimum cost method is a basic feasible solution which 
takes into account the cost variables of a problem; this makes it 
more preferred than the North-West Corner Method and other 
methods. It consists of a cost matrix which has suppliers in its 
rows and demands in its columns. In our problem, the suppliers 
are the schools, and the demands are the countries. The last 
row of the matrix is filled with the value 1, and the last column 
of the matrix is also filled with the value 1. If a school/supplier 
has a value 1 in its last column, this means that this school has 
not yet been given any country. If a country/demand has a 
value of 1 in its last row, this means that the country is not yet 
assigned to any school. These values are not representing the 
actual numbers of students of a school and representatives of a 
country; they are used to flag the fulfillment of a school and 
the availability of a country. Please note that, what we 
discussed so far applies to a balanced transportation system. A 
balanced transportation system is when the total number of 
suppliers is equal to the total number of demands [13]. If the 
system was unstable, then we need to add a dummy column or 
a dummy row (based on which of the total number of suppliers 
or total number of demands is lower).  

 

a.   From Unbalanced to Balanced System: Dummy Row 
If the total number of suppliers is lesser than the total 

number of demands, in other word, if the total summation of 
ones in the last column is lesser than the total summation of 
ones in the last row, we need to add a dummy row that will 
have in its last column the difference of these two summations. 
This way, we recover for the deficiency in the number of 
suppliers by adding dummy suppliers/dummy schools which 
can supply as many demands based on previously calculated 
difference. In our problem, the dummy schools are added 
because not all countries need to be assigned to schools (most 
of the cases, the list of countries worldwide exceeds the 
number of schools who apply); thus, these dummy schools will 
not be considered. 

 

b. From Unbalanced to Balanced System: Dummy Column 
If the total number of suppliers is greater than the total 

number of demands, in other word, if the total summation of 
ones in the last column is greater than the total summation of 
ones in the last row, we need to add a dummy column that will 
have in its last row the difference of these two summations. 
This way, we recover for the deficiency in the number of 
demands by adding dummy demands/dummy countries. In our 
problem, the dummy countries are added when there are no 
more countries (all countries have been assigned) and still 
there are schools not assigned any countries yet. These schools 
are then assigned dummy countries which do not exist. This 

case is rare; to have more schools than the total number of 
countries worldwide.   

 

c. Steps and Procedure 
After setting up the structure of the matrix and making sure 

the transportation system is balanced, we can proceed with the 
algorithm [12]. 

The first step to do is to find the cell with the minimum unit 
cost in the entire matrix. If there is a tie, we break it arbitrarily. 
In our case, the tie will not be broken arbitrarily, but we will 
take the first occurrence of the minimum unit cost because time 
is considered in our design. 

The second step is to cross out the column and row which 
correspond to the minimum cost unit cell after checking if the 
supply and demand conditions are satisfied. In other words, we 
need to check whether the school still have students and 
whether the country to be assigned still have vacant places for 
representatives. In our design, the school should have in its last 
column a value greater than or equal to 1, and the country 
should have in its last row a value greater than or equal to 1. If 
this condition was not met, we will need to restart the process 
and find the next minimum unit cost cell. 

After doing the assignment of the row and column 
corresponding to the minimum cost unit cell, we need to take 
them out from the matrix and update their corresponding 
supply and demand values. To take them out of the matrix, we 
replace the values of the cells in this column and row by large 
values, “infinite” values, so that they will not be chosen 
anymore when looking for the minimum cost unit cell. Then, 
we update the supply and demand through subtracting 1 from 
each of them.         

This process is repeated until all rows and columns are 
assigned. To keep track of the assignments, when doing them, 
we can replace the value of the cell corresponding to the 
assigned row and assigned column by a certain fixed constant 
unused value. This way, when we want to get the assignments 
after we finish the run of the algorithm, we can search for this 
specific value and match the rows and columns to get the 
assignments. 

 

d. Simplified Version of the Minimum Cost Method 
The Minimum Cost Algorithm that was discussed in the 

previous section does not consider the timestamp criteria. It 
does the assignments after checking the whole matrix for the 
minimum cost unit; however, in some cases, this will not 
achieve the correct assignments. Let us consider the following 
scenario: School X chose a country A with a cost C1 at a 
timestamp T1; school Y chose the same country B with a cost 
C2 < C1 at a timestamp T2 > T1. Based on the Minimum Cost 
Algorithm, Country A should be given to school Y since it has 
a lesser cost than school X, but if we consider the time 
condition which has higher priority in our design, Country A 
might be assigned to school Y if school X was assigned 
another country which it chose with higher priority. The 
simplified version of the algorithm that is used in our 
transportation problem is to search row by row for the 
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minimum cost unit cell, and assign the schools sequentially; 
this will ensure that a school which comes first has higher 
probability of being assigned countries from its list of preferred 
countries than a school which comes last.    

 
B. Excel Sheet Based Solution 

This solution is based on providing the input and getting the 
results through Excel sheets. The desktop application is 
developed using Eclipse IDE and using Java and JavaFX 
programming languages. For all types of conferences, we need 
as input three excel sheets which will be processed differently.  

 

a. MUN and GCI MUN Excel Sheets 
The excel sheets needed to run the application as mentioned 

in section III, part A., include the sheet of applying schools and 
their country preferences. Please refer to the appendix, Table 3, 
to see an example of the input excel sheet of all schools 
applying for the GCI MUN Conference. Once the excel sheets 
are entered, we read the data and store it in files.  

We process the input excel sheet of the schools to get an 
excel sheet with a list of ten countries listed from the highest to 
the lowest priority instead of having five regions ranked from 1 
to 5 and two countries in each region.    

After converting the excel sheet, we apply the Simplified 
Version of the Minimum Cost Algorithm. We get an output 
excel sheet with the preliminary school-country assignments. 
This is the output of the first iteration. If there are schools that 
were not assigned because we could not find for them countries 
from their preferred list which have same number of 
representatives as their number of students, they will be the 
input of the next iteration. In this new phase, we no longer 
consider the country preferences of a school, but we only 
consider the matching size criteria. In this second phase, we 
use the Minimum Cost Algorithm as well; however, this is the 
original version (not simplified version) of the algorithm since 
the time factor (which school applies first) is no longer 
considered. To create the structure of the new cost matrix, we 
take the remaining schools that need to be assigned countries 
and place them in rows; we take the remaining countries 
(countries that have not been assigned in the first phase) from 
the total list of countries and place them in columns. To fill the 
costs inside this matrix, we calculate the difference between 
each column (number of representatives per country) and each 
row (number of students per school):  

 
→ Difference = Representatives Country – Students School 
 
If this difference is zero, we place a 0 in the corresponding 

cell; if it is positive, we place it itself in the cell; otherwise, we 
place a very large value in the cell to prevent the assignment of 
the specified country to the school (since it is not allowed to 
assign a country which has lesser number of representatives 
than the school’s students).  

After running the algorithm and getting the assignments of 
this second phase, we can provide the users with list of 
countries that are still not assigned to any school; in addition, 

we can provide the list of countries that have been assigned so 
far; and most importantly, we need to provide the list of 
schools that did not find any country with number of 
representatives less than or equal to its number of students. 
These schools will be assigned manually by the user 
(exceptions handled by the user’s decision).    

 

b. MAL Excel Sheets 
The procedure for the MAL is similar to the MUN and GCI 

MUN, with slight changes: 
i) The input excel sheet is already given as a list of ten 

countries (no region ranking). 
ii) We can have several countries assigned to the same 

school (the maximum number of countries assigned per school 
is specified by the user); similarly, we can have several schools 
representing the same country (the maximum number of 
schools representing a country is specified by the user). 

iii) The outputs of the first iteration are the preliminary 
country-school assignments, list of countries that are assigned 
but still have vacant places for representatives, list of schools 
that still have students not represented. 

iv) The second phase consists of having recursive calls until 
all schools are completely assigned if the school threshold 
specified by the user is 1. For instance, if this threshold was 3, 
a school will not be assigned another country unless it has 
more than 3 students not represented. Similarly, we have a 
threshold for the countries; for example, if the country 
threshold is 5, then a country having lesser than 5 remaining 
representatives cannot be assigned to a second school.  

v) The iterations in the second phase follow the Minimum 
Cost Algorithm as well; defining the structure and calculating 
the differences are done in the same way as MUN and GCI 
MUN; but, in this case, we fill in all cells the absolute value of 
the differences.    

 
C.  Database Solution 

The database solution consists of creating a database that 
will contain all the data entered by the schools through the 
school application interface, and the control data entered by the 
MUN, GCI MUN, and MAL organizers (Appendix – Fig.1). 
Thus, other than the school interface, we need to have another 
interface for the database dedicated to the organizers. Through 
this DB, we can extract the input excel sheets that were 
provided as inputs previously. This way, the organizers can 
either run the software using external sheets or run it with a 
button that extracts directly the data regarding the countries 
and schools from the database. Using this solution not only 
allows for efficient and better security, but also it can be used 
for data mining, statistics and visualization techniques.   

 

VI. TESTING 

The testing procedure consists of checking if the functional 
and non-functional requirements of the system are met or not. 
To do so, we ran a multiple tests and we provided some of the 
results in the appendix section.  
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Table 4 in the appendix provides the school-country 
assignments of the first phase when running the GCI MUN 
application. The first two columns of this table represent the 
name and number of students of a school, and the next two 
columns represent the name and number of representatives of 
the country that is assigned to a school; the last column 
represents the difference between the number of students and 
number of representatives. In the first phase, the difference in 
all rows is zero since all schools got countries with exactly 
matching numbers. However, if we look at table 5 which 
represents the results of the second phase, we can see that some 
rows have negative values since in worst case scenarios, 
schools are assigned to countries which have larger number of 
representatives than their number of students.  

If we look at table 6 which represents some of the school-
country assignments of the MAL conference, we can notice 
that the table has a different structure than tables 4 and 5. The 
first five columns represent the same entities as before; but, the 
new added columns represent the additional countries that are 
assigned for the schools which still have remaining students. 
The number of these columns differs each and every time we 
run the software since they are added recursively, based on the 
need of the schools, and the maximum allowed number of 
countries per school. We can notice that, starting from column 
6, we have the notation “country A/x” which indicates that 
after assigning country A, the school still has x students to be 
represented. The value of x is obtained by subtracting the 
number of representatives of country A from the previous 
value of remaining students.  Please note that, for example, in 
the fifth column and fifteenth row, we have a value of -3 which 
means that country Ghana still has three places for it to be 
represented completely. If the country threshold is lesser than 
three, we disregard it; otherwise, we can assign Ghana to 
another school. 

VII. CONCLUSION 

  United Nations (MUN) is an international simulation 
program in which students, known as delegates, represent 
countries from all over the world, do research, formulate 
positions, and conduct debates regarding regional and global 
issues. Through this academic competition, students get to 
participate in simulated UN diplomatic exercises, allowing 
them to acquire many skills including performing information 
research, public speaking, debating, critical thinking, team 
work, writing formal memos, and acquiring leadership skills. 
One of the upcoming MUN program initiatives is titled Global 
Classrooms LAU MUN for Middle Schools, co-organized with 
the Lebanese American University (LAU), and which is going 
to take place in New York in March 2016. 

The Model United Nations Simulation Software allows 
helping organizing committee members to organize and 
process the data needed to launch MUN simulation exercises 
and conferences. It is   used to come up with school-country 
assignments for different types of conferences: MUN, GCI 

MUN and MAL conferences, using adapted transportation 
problem algorithms, namely the Minimum Cost optimization 
method. Each type of conference (e.g., middle schools, or high 
schools) has its own rules and requirements, with different 
interfaces and algorithmic designs. Two solutions for data 
acquisition have been suggested: External Excel sheets and 
internal imports from a database. The improvements we are 
aiming to do on the software include developing a mobile 
application for schools registration, and analyzing the data in 
the database over the years through visualization and data 
mining techniques.   
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APPENDIX 

 
Figure1: Database Conceptual Data Model – Shema Level - 

Entity Relationship Diagram 
 

 

 

 

 

 

Figure 3: Example of a School-Country Matrix 

Figure 2: TP Network Representation 

Figure 5: MAL Application Interface 

Figure 4: GCI MUN Application Interface 



461

 
 
 

Note: Please note that due to privacy requirements, the actual names of schools are not disclosed. 
 

 
 

 
 
 
 
 
 

 
 

 
 

Table 3: Example of Input Excel Sheet for a GCI MUN Conference 

Table 4: Part of the Output Excel Sheet for School-Country Assignments (First Phase) – GCI MUN Conference 

Table 5: Part of 
the Output 

Excel Sheet for 
School-Country 

Assignments 
(Second Phase) 

– GCI MUN 
Conference 

Table 6: Part of 
the Output Excel 
Sheet for School-

Country 
Assignments – 

MAL Conference 
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Abstract—Premature babies are normally born with several
health problems and need intensive care during their stay in the
hospital. More than 15 million babies are born too early every
year in the U.S. alone. These babies stay in Neonatal Intensive
Care Units (NICU) where sensors are used to continuously mon-
itor their vital signs parameters such as heart rate, respiratory
rate, SpO2 and temperature. Self-evidently, this monitoring is
crucial but the main concern is the discomfort and skin irritation
that potentially results from the mounted sensors on premature
babies. To remedy the problem, this project discusses alternative
non-invasive monitoring techniques to replace existing contact
sensors. The feasibility of employing these techniques at the
American University of Beirut Medical Center (AUBMC) is
being investigated. Camera-based techniques used to detect the
heart rate proved to be feasible. Heart rate can be obtained by
simple processing applied on the photoplethysmogram signals.
More precisely, within every heartbeat, the color of skin region
varies where the absorption of green color by oxygenated and
deoxygenated hemoglobin varies significantly. Thus monitoring
the change in intensity of reflected green color from a region of
interest on the subject’s skin yields in the extraction of heart
rate. In order to monitor the respiratory rate of these babies, a
camera is used to track their chest movement. The respiratory
rate can then be extracted from the rate of variation of the chest
volume.

I. INTRODUCTION

When a premature baby is born, s/he is subjected to mul-
tiple sensors via latches that measure heart rate, respiratory
rate, arterial or central venous pressure, and other critical
physiological information. These measurements are essential
and inevitable and thus the baby is forced to endure the
discomfort and irritation caused by the multiple apparatuses
used for monitoring. For example, the tape used in temperature
sensing leaves the skin wounded as described in [5]. In
addition to suffering, prolonged usage of the ECG electrodes
results in possible skin irritation effects [5]. Avoidance of
as much sensors and direct contact with the baby is thus
favored. The suffering of premature babies raises the voice
to search for non-contact alternative techniques to monitor
the inevitable medical parameters, as required per patient-
case. Several techniques are available in the literature but they
are not yet deployed in the medical field as a replacement to
existing equipment. Health and lives are not to be subjected to
technological “fallacies”; therefore, we aim to be able to get
accurate, reliable, repeatable and reproducible measurements
of the monitored vital parameters via non-invasive monitoring
techniques that agree with the existing direct contact sen-
sors used for measurement. Our project aims to contribute

effectively to reduce the suffering and avoid skin injuries for
premature babies monitored in a highly controlled environment
at AUBMC. In this paper we first introduce video magnifica-
tion techniques that shed the light on PhotoPlethysmoGraphic
(PPG) signals for medical use, alongside a literature review of
related work regarding extracting the heart rate and respiratory
rate from the observed non-contact signal. Following that we
describe our implementation of the system including the image
processing techniques and experimental setup. Finally we will
present our preliminary results and the methodologies we will
use to assess and verify the effectiveness of the system.

II. PREVIOUS WORK

Video magnification is a concept that came out in 2005 at
MIT-CSAIL [6]. Several image-processing techniques allow
the magnification of small movements that are not visible
to the naked eye. Some examples of these motions are that
corresponding to the pumping of blood by the heart or the
movement of the chest due to the respiratory cycle. The con-
cept has seen improvements over time and the literature is rich
with various methods. There are three present methods with
the first using motion detection and trajectory amplification
[4], the second using a Taylor series expansion to manipulate
the variations in RGB pixel values over time while introducing
an amplification factor to amplify the results [1] and finally,
the third relies on a phase based magnification rather than the
amplitude in an attempt to avoid noise magnification [2].

The variations in the blood volume in a body segment alter
the transmission and reflection of light from that segment.
These reflected light signals are the PhotoPlethysmoGraphic
signals (PPG) that carry relevant information for heart rate
extraction. More precisely, the heart rate can be extracted from
the time interval separating two consecutive peaks of the PPG
[7]. This approach works under perfect conditions where there
is no noise from external sources, which is unrealistic assump-
tion in real-world applications. Aliased frequency components
due to artificial light flickering were enough to deteriorate the
results.

A real-world applicable approach from light modulation is
the auto-regressive (AR) model method [7]. In this method,
PPG signals are de-trended, band-pass filtered, fitted into an
AR model and then cleaned from unwanted signals based on
differential comparison against a reference that merely contain
the same ?unwanted? signals. Heart rate information is then
inferred from the processed PPG signal. The advantages of
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this method lie in its robustness to noise [7]. By selecting
two regions of interest, the subject and the reference region,
it is thus possible to detect noise coming from unwanted
frequencies and therefore cancel it from the subject?s region
data. This technique also helps in avoiding quantization errors
introduced by the Fast Fourier Transform (FFT). However, the
use of sliding windows, which introduces a latency of half the
window duration (typically 7.5 seconds) in measuring the heart
rate.

Similar to the heart rate AR model approach and relying
on the fact that the respiratory rate (RR) modulates the
amplitude of PPG signals [7], the RR can be determined
by processing the PPG signal. The latency of measuring the
respiratory rate is half the window duration (typically 15
seconds) [7]. It is noteworthy to mention that the respiratory
rate obtained via AR method provides promising results that
are more reliable than the EQ-02 belt (EquivitalTMVital Signs
Physiological Monitor EQ-02, Hidalgo, Cambridge, UK) [7].
One of the possible methods that could be used for non-
invasive respiratory rate detection is based on depth image
sensing. As its name indicates, depth image sensing relies on
collecting information about the depth of the chest to infer
the volume of the lungs and thus differentiate the processes of
exhalation and inhalation. Afterwards, counting of the number
of breathing cycles, consisting of an exhalation and inhalation,
is adequate to determine the respiratory rate. The preceding
approach was experimented in [9] where five sets of tests were
performed. Thorough testing was conducted while taking into
consideration different scenarios to verify the robustness of the
method. The results showed an error with a maximum value
of 0.533 respirations per minute between the measurements
obtained by a spirometer and the values calculated by the
algorithm. Although the results show a significantly low error,
we are constrained not to expose the babies to any radiations
projected by the RGB Depth camera on the body of the
subject.

III. HEART RATE IMPLEMENTATION

A. Face Detection

In order to remove added noise and artifacts, there is a
need to specify a region of interest. As revealed by the video
magnification techniques described in [1], [2] and [4], this ROI
is the face. Hence before processing the input from a web-cam,
the algorithm has to detect the face and isolate the forehead.
For this purpose we apply the Viola-Jones algorithm which
uses Haar feature-based cascade classifiers object detection
methods to detect the subject?s face in each frame [10]. This is
a machine learning based approach where a cascade function is
trained from a lot of positive images (images including faces)
and negative images (images without faces). After defining the
face position within a frame, we slice the detected face in order
to extract the forehead which is at a defined position relative
to the faces coordinate box provided by the face detection
algorithm.

B. Blind Source Separation
The collected RGB values across frames are affected by

noise, however they all have the common component of
the heart rate frequency. Hence by performing independent
component analysis (ICA), we are able to reduce noise and
artifacts making it simpler to identify the dominating heart
rate frequency. We opted for the Jade ICA implementation
since it proved to offer fast and reliable results [8].

C. Extracting the Heart Rate from Independent Components
In order to extract the dominant frequency component we

passed the second component of the Jade ICA result through
a Fast Fourier Transform (FFT) filter to get the frequency
components of the signal. The second component is selected
because it almost always contains the best detectable and
dominant heart rate frequency. The signal is also subjected
to a band-pass filter with cutoff frequencies of 0.83 Hz and
2.66 Hz corresponding to 50-160 BPM to further reduce noise.
Following this processing, we select the frequency with the
highest power as the heart rate frequency.

IV. RESPIRATORY RATE IMPLEMENTATION

A. Optical Flow Computation
Optical flow depicts the pattern of visible motion of ob-

jects, edges and surfaces. Several methods are adopted in the
literature to determine the optical flow. Optical flow analysis is
based on the assumption that pixel brightness remains constant
in a local neighborhood of consecutive frames in the video.
Let I(x, y, t) be the Intensity of a pixel at position (x, y) at
time t; and that frame pixels advance with velocities vx and vy
in directions x and y, respectively. Therefore, the displacement
of the image after time dt is vxdt and vydt:

I(x, y, t− dt) = I(x+ vxdt, y + vydt, t) (1)

Considering that time is represented by frames, dt = 1, and
velocity in area surrounding the monitored point is constant,
the unknown velocities vx and vy are determined by minimiz-
ing the following expression

∑
x,y∈W (t)

(
I(x, y, t− 1)− I(x+ vx, y + vy, t)

)2

(2)

where W (t) is the window surrounding the monitored point.
The solution of this problem as derived in [11] is

v = C−1d (3)

where

C =




∑
x,y∈W (t) I

2
x(x, y, t)

∑
x,y∈W (t) IxIy(x, y, t)

∑
x,y∈W (t) IxIy(x, y, t)

∑
x,y∈W (t) I

2
y (x, y, t)




(4)
and

d = −



∑

x,y∈W (t) IxIt(x, y, t)

∑
x,y∈W (t) IxIt(x, y, t)


 (5)

where Ix and Iy are the partial derivative of I with respect to
x and y respectively.
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B. Velocity Signal Processing

Velocities, being the signals that are processed, can be
obtained from various places of the image. However, noise
along with the motion are eminent in these places. To remedy
this problem, velocities are obtained from different areas and
averaged with respect to a calculated signal to noise ratio. The
signal is modeled as

xi(t) = s(t) + ni(t) (6)

where ni is the noise signal with variance σ2
i and s is the

signal to be determined. Following the derivation in [11], the
model in (6) is generalized to

xi(t) = Ais(t) + ni(t) (7)

where the amplitudes Ai are such that

Ai = 2 max
k∈<k1,k2>

{|XiFFT (k)|} /N (8)

where N is number of samples; k1,k2 are discrete frequencies
corresponding to the frequency band lacking RR in which the
noise is predominant.

The noise variance is estimated in the frequency band
L1 – L2 as

σ2
i =

2.kf
N.NFFT

L2∑
k=L1

|XiFFT (k)|2 (9)

where NFFT is number of FFT points and kf is the ratio
of signal bandwidth to the bandwidth used for noise variance
estimation.

C. Algorithm

The optical flow computations were implemented in Matlab
where the image sequence was first converted to gray-scale.
Then, image gradients were calculated in each frame using the
Sobel filter. Afterwards, a sliding window of a tuned size was
used to traverse each frame both horizontally and vertically,
and for every window, the velocities vx and vy are computed.
We plotted the derived velocity vectors on the original video
sequence to observe them and noise was significant in some
instances. We are currently working on implementing the
velocity signal processing method ? described in B ? followed
by a Band-pass filter to reduce the noise.

V. EXPERIMENTAL SETUP

The system used consists of a web-cam (Logitech C920)
set at a resolution of 640 x 480 and sitting on a tripod next
to the incubator. The camera provides a top view of the baby
and is connected to a laptop. Video recording are saved in
chunks of five minutes each and saved locally on the laptop.
The laptop processes the videos on the spot and saves the
computed values in a file including time stamps of each value
computed.

VI. PRELIMINARY RESULTS

The obtained results from the heart rate detection implemen-
tation was tested on adults prior to the setup at AUBMC. We
used a digital automatic blood pressure monitor from Omron
as a reference measurement. The proposed method results in
an error of at most two beats per minute as a worst case
in presence of normal room conditions. This is a promising
evaluation as premature babies have thinner skin than adults
and thus blood light modulation should be more evident with
less noise levels.

Fig. 1. (a) Raw RGB Data; (b) FFT of RGB signals; (c) Independent
Components of the RGB sources; (d) FFT of the Independent Components,
the peak here represents the heart rate frequency

VII. FUTURE WORK

A. Data Collection

To collect data from the employed Philips monitors, a serial
MIB/RS232 card will be used.

B. Data Verification

The recorded videos and collected data will be aligned in
order to verify results. Moreover, doctors will be reviewing the
videos and identifying abnormal situations in the recordings
that will further help in medical research.

VIII. CONCLUSION

This paper summarizes the importance of non-invasive mon-
itoring techniques and presents some of the available methods,
in addition to detailing a proposed implementation of heart rate
and respiratory rate detection using blind source separation
and optical flow calculations respectively. Preliminary results
of the heart rate detection are promising. As well, respiratory
rate detection that proved to. We have started collecting
video recording of premature babies and looking forward to
comparing the results of the proposed non-invasive techniques
with the current sensors data extracted from the neonatal
intensive care unit data centers. This work aims primarily
to minimize pain that premature babies are exposed to and
to provide pediatricians at AUBMC additional data that are
needed for medical research purposes.
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I. INTRODUCTION 

  RF Harvesting is one of the newest 
innovative techniques to produce DC voltage. 
Although it produces a low voltage output in addition 
to harvesting low energy power, RF harvesting is 
becoming the buzzword of people and will continue to 
evolve in the future with the advancement of 
technological changes. Very briefly, it consists of an 
antenna that harvests RF energy and transforms it to 
direct current energy through a high efficiency 
rectifier. There is more than one possible design for an 
efficient rectifier, in fact a lot of research and work 
have already been done about the topic, and many 
circuits with different output efficiencies were 
implemented. Although it can be implemented on low 
power devices only, it is a very promising topic that 
has grabbed many researchers’ attention because of its 
innovative technique that can have considerably high 
efficiency.  
 Over the past decade, the dependence on 
wireless devices has significantly increased. These 
devices offer many important functions, however they 
have limitations mainly due to the short lifetime of 
their rechargeable and disposable batteries. RF 
Harvesting has been recently the subject of many 
research topics due to its technique of collecting “free” 
energy and reusing it, making efficient and continuous 
recharging possible. Beside what is already 
mentioned, eliminating the finite battery life and 
replacing it with an infinite one using the harvester is 
probably the greatest motivation that each and every 
one of us would like to have. It gives the possibility to 
produce direct current power out of thin air by 
harvesting and converting ambient radio frequency 
energy. As a matter of fact, radio frequency energy is 
broadcasted from TV stations, mobile phones, radio 
stations, Wi-Fi routers etc.…which makes it highly 
available. Efficiencies of harvesting high radio 
frequency power have reached 70% and sometimes 
exceeding that number [1]. Hence, finding better 
efficient solutions for the world to benefit from and 
obtaining a battery-less charger for our electronic 
devices is the priority of our project. 
 This paper allows the reader to know more 
about the design of a high efficiency rectenna that 
harvests radio frequency energy and converts it to 
direct current energy. The rectenna consists of an 
antenna that will harvest the desired frequency and a 
high efficiency rectifier that will convert the RF 

energy into direct current energy. Our system will 
harvest energy from 2.4 GHz, which belong to the Wi-
Fi band of the IEEE standards IEEE 802.11b.  

 
II. RECTENNA DESIGN  

a) Antenna  
 

Different antenna configuration has been 
reported in [2], [3] and [4]. In [2] a differential 
electromagnetically coupled Microstrip antenna with 
improved gain, efficiency and bandwidth is developed 
where the antenna has an efficiency of 80%, a gain of 
8.5 dBi at center frequency and VSWR ≤ 2 in 
frequencies ranging from 870MHz to 1.05 GHz, but 
this antenna design is only applicable for differential 
I\Os. A higher gain is obtained in [3] where it presents 
a broadband 1x 4 quasi-Yagi antenna array with a 
bandwidth that goes from 1.8 to 2.2 GHz and high 
gains of 10.9dBi and 13.3dBi at 1.85GHz and 2.15 
GHz respectively. This specific design requires a 
specific optimization of the driver, director, and 
reflector parameters. A new antenna design is 
introduced in [4] where 2 antennas were used and 
fabricated on the surface of a 3D cube that was printed 
using Inkjet printing to allow multi directional 
orthogonal harvesting. The antennas in this design are 
not designed as an antenna array like in [3], the output 
of each antenna is connected to the input of a rectifier 
circuit. Patch antennas were used to limit the 
electromagnetic coupling between the antenna and the 
electronics circuit board.  

b) Rectifier Design  
 

Different rectifier designs were introduced in 
[5], [3] and [4]. In [5] the rectifier design is a voltage 
doubler design, made up of two Schottky HSMS-285C 
diodes, the design gives a maximum efficiency of 24% 
and output voltage of 1.9 operating at 2.1 GHz, and a 
maximum efficiency of 18% and output voltage of 1.7 
V operating at 2.45 GHz at 10dBm ambient power. 
Where as in [5] the rectifier design is made up of one 
Schottky diode Avago HSMS-2852, the measurement 
showed an efficiency of 40% and output dc voltage of 
400mV at power density of 455W/m, in this design the 
efficiency is relatively higher than in [3] this is due the 
number of diodes used where less number of diodes 
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implies less non-linearity and thus more efficiency, as 
for the voltage it is smaller than in [3] this is due to the 
voltage doubler design that doubles the output voltage 
used in [3]. 

In [4] the design is made up of two voltage 
doubler circuits (see figure below) and the output is 
combined by a DC combiner that drives the load, each 
rectifier circuit is connected to an antenna that is 
fabricated on the surface of the cube.  

 

III. PRELIMINARY TESTING 
 

In order to make sure that we can obtain high 
efficiency at low power, two circuits were simulated 
using ADS. The first design is a tentative design that 
we simulated which is similar to our design, and the 
second design is a simulation of a design that is already 
found in one of the papers that we read in the literature 
review. 
First design: 

Two RF harvesters were simulated; each 
harvester is made up of two (SMS-7630) Schottky 
diodes from Skyworks, a matching circuit and a 
resistive load. One of the harvesters is simulated on 
2.4GHz while the other is simulated on 5.8 GHz 
Fig.11 shows the slot antennas’ top layers as well as 
the rectifying circuit diagrams for both targeted 
frequencies of operation. Fig.1 c, d, g, and h present 
the rectifying circuits efficiency and reflection 
coefficient results as predicted by Keysight’s ADS. 
Fig. 12 presents the reflection coefficient analysis and 
the layout of the 2.4 GHz rectifier circuit. 

 
                                               

 

A re-simulation of [6] was done using ADS 
at a frequency of 900 MHz in order to check if 
previously implemented circuit results can be 
achieved. 

We built the same circuit presented in [6] but 
instead of using conjugate input matching we used 
stubs to match the 50 Ω to Zin of the rectifier circuit 
which is found using ADS. We used a capacitor as a 
DC block of 1µF and an inductor as RF choke of 1µH. 
After simulation the S11 parameter value is less than -
16 dB as shown in Fig.2-a, which is a good result since 
it is below -10 dB. As for the efficiency, its value is 
slightly higher than 80% at 14 dBm input power as 
shown in Fig.15-b which is closer to the value in the 
article where 82% efficiency is obtained at 15.5 dBm 
input power as shown in Fig.10-b. 

When the input power reaches 14 dBm the 
efficiency starts dropping (Fig.2-b) and the output 
voltage saturates at 3.3V as presented in Fig.16 since 
the diode starts to break down.  

 

 
                                            

 

 

Figure 3:Re-simulated circuit on 
ADS 

Figure 1: First design simulation 

Figure 2: S11 and efficincy analysis of the resimulated circuit at 900 
MHz frequency 
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IV. OUR FINAL DESIGN 

 
The design consists of four antenna 

components that are placed on the four sides of a foam 
based cube. Each antenna is connected to a rectifying 
circuit. The cube is of maximum size of 10 cm x 10 
cm x 10 cm. The antennas are microstrip slot antennas 
that are built on top of a Rogers Duroid substrate, the 
Rogers substrate will be integrated with the hardened 
foam to form the walls of the cube. Four antennas are 
designed to operate at 2.4 GHz within the IEEE 208.11 
b standard.  
Each antenna will be connected to an RF harvester by 
an SMA Cable. The harvester which is of size 4 cm*2 
cm is placed at a distance of a quarter wavelength 
behind the antenna. The RF harvester is composed of 
Schottky diodes from Skyworks (SMS-7630), a 
matching circuit and a resistive load. The output of the 
four harvesters will be combined in parallel and the 
output will be connected to a capacitor in order to store 
the dc power.   
The total RF-to-DC efficiency of the system should be 
higher than 50%. 
 
In the following sections, we will present the virtual 
simulations on ADS and HFSS, as well as the testing 
and measurements to validate our design. 
 

a) HFSS Simulations 
Sketches were developed on HFSS to obtain a 

more technical view for the schematic. We also drew 
the schematic of the antenna design although this is not 
the scope of the paper 

 
 

 

 

 

 

 

Figure 4 - Designed overall cube view 

b) ADS Simulations:  
The final design of the rectifier is shown in the 

figure below, as drawn on ADS:  

 
              Figure 5: Final Design Schematic 

 
The simulations on ADS resulted in the following:  
 

 
     Figure 6: DC Voltage output of the final design 

 
Figure 7: S11 parameters (dB) 
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Figure 8 - Efficiency in % 

 
c) Power management testing results:  

 
In order to test the addition in parallel for the power 
management, a voltage supplier supplied 5V through 
a 1 kOhm resistor, we obtained a current of 5 mA. We 
can see the results through the figure below.  
 

Figure 9- 5 mA Current 

After setting 2 supply voltages to give 5 V 
each and placing them in parallel to obtain a 5V 
voltage after the combination and reducing the 
resistance to 500 Ohms, we realized that the total 
current by the circuit was 10 mA, yet the current of 
each individual circuit is 5 mA hence transferring 
maximum efficiency of the voltage source.  
Finally, we can realize that the solution we wanted to 
test by dividing the resistor in half and putting the 
voltage sources in parallel is efficient and ensures a 
maximum efficiency transfer.  
 
 
 
 

 
 

 

 

 

 

 

 

    

Figure 10- 5 V - 10 mA measurements 

 
d) Rectifying Circuit testing results:  

 

Table 1- Measurement results of efficiency 

Power Detector  Power generator  efficiency  
-30 -29.6 - 
-25 -24.57 24% 
-15 -14.64 29% 
-10 -9.6 38% 
-5 -4.56 42.2% 
-3 -2.56 45% 
0 0.46 50.06 
2 2.48 54% 
5 5.48 56.4 

 
The resistance used in these measurements was a 2660 
Ohm resistor.  
Some of the results above were recorded as pictures 

  

Figure 11- voltage output at 0 dBm and -30dBm 

 
The following graph compares between theoretical 
value that we got in ADS and the actual values 
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measured, we can obviously notice that both values are 
close to each other.  
      

V. CONCLUSION 

An efficiency of 50% or above is achievable with the 
proposed circuit in this paper. Four similar RF 
harvesters were designed and built. The outputs of 
each harvester will be combined by parallel addition, 
which is a feasible solution that was tested.  
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Abstract- Achieving compliance in medicine is a well-known 
struggle that every physician probably has to deal with on a daily 
basis. This is especially true in the field of Orthodontics, where 
complying with the prescribed treatment gets tough for patients 
due to the physical inconvenience of most of the treatment 
methods, especially headgear wear. As a result, the aim of our 
project is to remedy the problem at hand and provide a means for 
monitoring patient compliance while promoting it at the same 
time. Monitoring the compliance is made possible through 
implementing a headgear timer device which is activated by 
sensor inputs that serve to make sure that no cheating or 
tampering is occurring. Enhancing the compliance is done 
through providing an Android game application that can be 
accessed during wear time. This headgear device is also connected 
to the game application via Bluetooth. This game incorporates the 
received wear time measurements by allocating in-game rewards. 
It also allows the patients to compete in terms of a leader board 
that keeps track of the scores. Moreover, this Android application 
is connected to an online database where the wear time 
measurements are periodically updated, enabling the 
orthodontists to monitor them remotely through a web 
application. This web application would have a list of the 
orthodontist’s patients along with their profile details aside from 
being able to plot each patient’s wear time versus the hours of the 
day. In this paper, we will present the research we have conducted 
on the topic of monitoring orthodontic compliance which will be 
followed by the design process of our device with its different 
components. 

I. INTRODUCTION 

Headgears are orthodontic appliances that help take 
advantage of the growth of the jaws to correct bite problems in 
children. Usually, they are required to be worn for 14 hours per 
day. A study conducted in the Academic Centre for Dentistry 
Amsterdam in 2005 clearly highlights a certain compliance 
problem. The study involved 56 patients of mean age 12.89 
years and whose headgear wear-time was monitored over a 
period of 29 days by using a headgear timer device. This 
device included a thermistor which sensed the patient's neck 
temperature during the wear time. The results show that the 
mean wear time after the 29-day period was 5.58 hours per day 
as opposed to the required 14 hours per day [1]. Normally, 
there are two types of compliance measures: subjective and 
objective. Subjective measures such as self-reporting or parent 
reporting tend to be unreliable and overestimated.  Since most 
measures nowadays tend to be on the subjective side, 
orthodontists are faced with an additional struggle of not being 

able to truly determine the amount of time their patients wear 
the headgear. Consequently, if this compliance problem is not 
resolved, the effectiveness of the orthodontic treatment will 
diminish notably and the treatment duration will increase. In 
some cases, this can also lead to surgical procedures and dental 
extractions which are two unfavorable outcomes. As a result, 
we believe this problem can be solved by combining a group of 
different sensors to ensure headgear wear and minimize patient 
tampering. These sensors, monitoring temperature, touch and 
head position of the patient, activate a timer which only 
increments if the sensor outputs fall within the acceptable 
ranges. Timing measurements are kept with their respective 
time stamps all of which are sent to an Android application. 
This data is uploaded to the patient’s online profile which is 
remotely accessible for the doctor through a web application. 
In the mobile application, the time measurement is 
incorporated into the game so that patients with higher wear 
time could gain a competitive advantage. Therefore, our 
comfortably designed and packaged device with its Android 
application could solve this monitoring and compliance 
problem faced by orthodontists nowadays. 
 

II. LITERATURE REVIEW 

The first timing headgear that was established was by 
Northcutt and was produced by Aledyne Corporation in 1974 
[2]. The timer was activated based on a pressure switch placed 
on the neck strap. However, this invention was easily 
circumvented by patients by placing something heavy on the 
pressure switch to activate the timer. This headgear was then 
updated by Northcutt in 1975 [3]. He added a pull switch on 
the pull of the strap beside the pressure switch to activate the 
timer. This updated headgear was found to increase patient 
motivation. Although Northcutt mentioned that the timer was 
98% accurate, this accuracy is questionable in light of an 
investigation into the reliability of the timing headgear by 
Banks and Reed in 1987 [4]. The investigation revealed that 
9/13 timers tested were less than 30% accurate. Thus, the mode 
of operation of this headgear is as follows. There are two 
switches used to activate the timer. The first one is a pull 
switch placed on the pull of the straps and the second is a 
pressure switch placed on the neck strap. Both have to be 
activated in order to activate the timer.   
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Another timing headgear was established by Malcolm 
Savage in 1982 [5]. The first approach for inventing this 
headgear was to use an E-cell timer based on a spring or a 
saliva switch. However, it was then canceled since it is easily 
circumvented by patients. This is because the spring switch can 
be activated by simply stretching the strap and saliva switch 
can be activated by salty water. A second approach was 
followed which is based on a soluble controlled release glass 
timing disc implanted in the removable appliances. This 
headgear indicated high levels of accuracy due to the accurate 
solubility rate measured. However, this timing headgear was 
proven to be ineffective later on due to issues related to short 
disc life and poor disc maintenance [6].    

In "An Accurate, Inexpensive Headgear Timer", a third 
timing headgear is mentioned. It was invented by Steven L. 
Cureton in 1991 [7]. Time measurement was done using a 
small quartz calendar wrist watch. The timer is activated based 
on a mini lever switch placed on the spring of the headgear. 
When the straps of the headgear move forward, a switch is 
closed and completes the circuit. This headgear recorded very 
high accuracy. In 1997, the Selcuk timing headgear was 
developed by Enis Guray and Metin Orhan [8]. Similarly to the 
timing method mentioned above, this device also consists of a 
small quartz calendar watch timer that is activated based on 
power supplied to it.  When the power is interrupted, the watch 
will stop working. However, these headgears are easily 
circumvented by patients because the timer can be activated 
simply by stretching the band (achieving a closed circuit) 
without even wearing it.  

After the several drawbacks and the suspicion regarding the 
reliability of timing headgears mentioned above, P. A Kyriacou, 
D.P Jones and M.B Gungor invented a new micro-controller 
based wear time monitor that is implemented on headgear 
devices in 1997 [9]. The timer was activated based on two 
sensors. The first one is a temperature sensor that senses the 
body heat, outputting an extra 10mV per degree Celsius above 
the reference point of 300mV corresponding to 30oC. The 
second is a force sensor which is placed on the headgear band 
to fit its spring mechanism. It senses the retraction force when 
the headgear is worn with an error margin of ±0.62N. This 
error can be determined since the pull up headgear does not 
cause large variations on the force. Cheating is considered hard 
in this case since two conditions must be duplicated to activate 
the timer and the patient was not aware of what attributes are 
being used. This device reported accurate and reliable results 
with an error of ± 36 sec. This way it is able to sense the exact 
preset force. This is not the case in cervical headgears which 
allow the head to move independently of the strap causing high 
variations in the force [6]. 

Later in 1997 at Washington University, Doctors Douglas 
Ramsey and his associates sought out to correct the flaws with 
the previous headgear monitoring instruments [10]. They 
aimed to design an instrument that is durable, not bulky, 
comfortable, and equipped with a safety breakaway feature.  It 
was still qualified to record the temporal characteristics of the 

headgear, approximate how much force is applied on the 
headgear straps, tell whether a patient is cheating in headgear 
use, and offer accessible feedback to patients, doctors, and 
parents. Measuring the adjustment strap position is done by 
placing a small magnet at the end of the adjustment strap. 
Using Hall sensors to record the change in magnetic field 
strength, it was possible to estimate the position of the strap. 
Thus, the strap position allows knowing the amount of spring 
compression. The tensile force was measured at every strap 
extension, and then a relationship was described between strap 
position and force. The force is always varying when worn on 
a human head due to the effects of head posture, even while 
sleeping (although the variation decreases). When there was no 
variation in the force for more than one hour, the headgear 
monitor would stop registering time worn. The problem with 
this headgear remains with the risk of patient tampering due to 
the ability of stretching it around a spherical object. This is 
because integration of the force variations as a condition for 
timer activation was not present. 

The following table summarizes the work of the mentioned 
authors in terms of the sensing method used for the monitoring 
as compared to the method employed in the Smart Headgear. 
 

TABLE I 
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However, in terms of overall implementation, our Smart 
Headgear system is not restricted to sensing methods that the 
doctor could later check during checkups. Instead, our project 
will also use the data coming from the microcontroller as an 
input to a game application (via Bluetooth). This application 
aims to incorporate the data into the game dynamics to enhance 
patient compliance which has not been previously done. 
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III. DESIGN 

A. Hardware 
 
i. Motion Sensor 

 
This sensor option fits into our project in terms of a 

technique we can use to activate the timer. One sensor would 
be placed on the side of the headgear to measure the different 
positions as time changes. This would be useful since the 
patient's head posture will be highly variable at different 
instants. That would result in large variations in the position 
measurement each time the head is tilted or moved in a certain 
way. The variations are an indication of actual human use, 
which prove the absence of any patient tampering or 
falsification of time recordings. Position sensors are also 
accurate: can measure within short period intervals on the 
order of seconds. 

 
ii. Temperature Sensor 

 
The sensor in this case should be able to sense the body heat. 

It would be placed on the inner side of the neck strap. Thus, it 
would be in contact with the back of the patient’s neck. Once 
implemented, it should control the activation of the timer by 
the following mechanism: if the sensed temperature on the 
back of the neck is between 30 and 42 degrees Celsius, the 
reading is considered acceptable. 

 
iii. Touch Sensor 

 
This sensor employs capacitive sensing which is sensitive to 

the dielectric difference specific to human tissue. According to 
research, this difference taken on the surface of the human 
neck is approximately equal to 0.2 S/m. The sensor would be 
placed on the inside of the neck strap. Thus, it would be 
activated upon being contact with the patient's neck. This 
sensor reduces the threat of tampering when paired with a 
couple of the aforementioned sensing methods since it ensures 
that the headgear strap is in contact with the patient. 

 
iv. Controller 

 
In order to integrate the three sensors we have chosen for the 

monitoring mechanism of our smart headgear, we need a 
microcontroller of size that matches the size of the provided 
headgear straps (20x5 cm). We program the microcontroller to 
increment a wear time variable whenever the outputs of the 
sensors are acceptable. In this case, we need the position sensor 
to show constant changes in the deltas of change of the three 
axes x, y, and z. The temperature sensor should output a 
reading between 30 and 42 degrees Celsius; and the touch 
sensor must sense the dielectric difference unique to humans 
which is 0.2 S/m. A recording is made every second, leading 
up to a decision concerning the wear status of the headgear. 
 

B. Software 

i. Game Application 
Our smart headgear is accompanied by a game application in 

which the monitoring data is stored. The data transmitted from 
the controller, containing the patient’s wear time, is received 
by this application. After the application receives the time 
measurements from the controller, it uploads this measurement 
to the unique patient profile which is available on the online 
server. This measurement is accessible for the patient so that 
he/she may keep track of it, while having an indicator of how 
much more time he/she needs to keep the headgear on. In order 
to encourage patient compliance, the application contains a 
game which takes into consideration how much the patient has 
been wearing the headgear and consequently allocates a 
maximum number of game attempts which would allow the 
patient to play the game as long as he/she has lives left. This 
would give the patient a competitive advantage over the other 
patients who aren’t wearing their headgears as much since 
he/she would become more accustomed to the game. The game 
allows each patient to achieve a certain score, where the 
competition would be leaderboard and score-based. 

 
ii. Server  

 
In order to store patient-specific data which include their 

wear-time, our smart headgear is also accompanied by an 
online server whose databases are regularly updated at a rate of 
once per day. Each patient’s Android application uploads their 
respective time measurements once a day to their online profile. 
This is necessary because the doctor needs to be able to access 
this information remotely, rather than monitor his/her patients’ 
compliance only during checkups. The server is also necessary 
for the backend functionalities and application support. 

 
iii. Doctor’s Interface 

 
Each orthodontist is given access to a web application 

through which he/she would have to login with their respective 
credentials in order to view their list of patients. Upon logging 
in, the orthodontist will be able to remotely monitor each 
patient’s wear-time while having the capability of adding new 
patients to the online database.   

 

C. Connectivity 
 

The controller is connected to the game application via 
Bluetooth, utilizing IEEE standard 802.15. The application is 
connected to the online server via WiFi, utilizing IEEE 
standard 802.11.  
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IV. IMPLEMENTATION AND TESTING 

A. Hardware  
 
i. Motion Sensor 

 
The ADXL345 accelerometer is the motion sensor chosen. 

This sensor is capable of measuring static gravitational 
acceleration which is suitable for tilt-sensing applications. 
Placing the sensor on the left side of the strap provides delta 
changes (along X,Y,Z) in the patient’s head posture. Delta 
changes not equal to zero proves that the headgear is actually 
being worn by the patient, and not just stretched around a fixed 
figure. The sensor is also characterized by a high resolution, 
low power consumption, and small size (with dimensions of 
2.2x1.2 cm). All of these factors prove that the ADXL345 is 
capable of performing the position sensing functionality of our 
monitoring system.  

 
ii. Temperature Sensor 

 
The temperature sensor that is used in our smart headgear is 

the LM35DZ. This sensor is known for its extremely small size, 
very high measurement, and being a contact temperature 
sensor. Since it satisfied our constraints, we obtained the 
LM35DZ and tested it using several experiments where the 
sensor was embedded in the neck strap. 

 
iii. Touch Sensor 

 
A touch pad sensor is used to make sure the headgear strap is 

touching the patient’s head. The touch functionality is 
performed by a digital capacitive sensor which would give a 
voltage when it comes in contact with skin. The chosen sensor 
is also compatible in size, having dimensions of 2.2 x 1.7cm. 

 
iv. Controller and System Interconnection 

 
To compensate for the small size of the headgear straps as 

previously explained, we chose the Arduino Pro Mini 
microcontroller (dimensions of 3.3 x 1.7cm). This 
microcontroller is embedded in the neck strap. Thus, the 
Arduino is connected to the accelerometer, which is situated on 
the side of the headgear strap, the LM35DZ and the touchpad 
sensor, which are both placed on the inner side of the strap as 
to provide contact with the patient’s neck. In order to provide 
the microcontroller with Bluetooth transmission capabilities, 
an HS-06 Arduino Bluetooth module is also connected to the 
system. This way, the Arduino is able to pair to the patient’s 
phone and send wear-time measurements to the game 
application. Finally, an RTC component is also connected in 
order to allow for the time stamping of the measured data. This 
is necessary since it is required to know the patient’s headgear 
wear status at all instants.  
 
 

Figure 1. Hardware System Interconnection 
 
 
 
 
 

The previous figure explains the system interconnection, 
including all the hardware components and their connection to 
the Arduino microcontroller. These implementation of these 
connections is facilitated with the design of a PCB which was 
fabricated and used during the testing of the hardware and 
connectivity.  

The Arduino, accelerometer, and RTC component are shown 
in the figure below after being soldered to the bottom side of 
the PCB which is embedded in the neck strap. The touch 
sensor shown will be in contact with the patient’s neck. 

 
 
 
 
 
 
 
 
 

Figure 2. Bottom side of PCB with components 
 

 
 
 
 
 
 

 
Figure 3. Top side of PCB with components 

 
The second figure above shows the top side of the PCB 

along with the soldered components that include the LM35DZ 
(in contact with the patient’s neck) and the HC-06 Bluetooth 
module along with the necessary terminals for the battery 
connections.  

 
v. Testing  

 
Each of the sensors was tested individually with the timer to 

observe whether or not the logic of the microcontroller 
program is correct. All of the sensors provided desirable results 
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where the timer would only show an increment in 
measurement if the measurand of the sensor was suitable i.e. 
only when temperature fell in appropriate range, the touch was 
activated by skin, and the position was changing (which 
indicates motion). To test the reliability of the headgear device, 
ten trials were carried out. Each of the thirty-minute testing 
experiments was performed under different conditions. The 
different conditions were the person who is wearing the 
headgear during trial and the position of this person (sitting, 
walking, sleeping or laying down). All of these experimental 
trials yielded wear-time results of around 1530 seconds as 
opposed to a true value of 1800 seconds (according to a stop 
watch). This shows that our timing headgear has a wear-time 
measurement accuracy of about 85% so far.  

 
B. Software 
 

i. Game Application 
 
An Android version of the application is developed for 

patients. After the patient receives his/her headgear, his/her 
doctor will be able to create an account for him/her. Using the 
provided login credentials, each patient is able to access the 
application interface. Upon successful login, the patient will 
have access to the two main functions of the application which 
are his/her wear-time statistics and the game. The game is 
designed to promote patient compliance due to the competitive 
advantage gained the longer the headgear is worn. The game is 
accessed based on availability of lives. Lives are incremented 
according a wear-time where each 15 minutes increases lives 
by one. However, this will motivate the patient to wear the 
headgear to gain more lives. For our application, the game 
concept is the following. Each patient will get an avatar once 
he/she opens the game application for the first time. This 
dental-themed avatar will be customizable in terms of color. 
This way each patient would feel more connected to his avatar 
because he/she played a part in designing it. Once the game 
starts, the avatar will be in a mode of free-fall. The job of the 
player is to move the avatar across the screen and land it on 
rising blocks as to avoid falling in the sea of candy below him. 
The figure below shows two screenshots of two stages of the 
game. The first stage is early on when the difficulty level is 
minimum: the blocks are of normal size and there is no 
constraint on touching the ceiling. As time progresses, 
difficulties increase. For example, when the time mark reaches 
40, a block of teeth becomes visible on the ceiling (figure. 4) 
and the game would end if the avatar comes in contact with it. 
Also, the speed of fall increases with time as seen in the two 
screenshots. However, there are different power-ups that are 
implemented in our game in terms of increasing score and 
block size, for instance. 

 
 

 
 

 
 
 
 
 
 
 
 
 

Figure 4. Later stage of the game 
 
Testing 
The game application was installed on 10 different Android 

devices which included different manufacturers. These were 
Samsung, HTC, and Sony devices. The phone users were 
instructed to play the game several times a day so we could 
survey number of crashes and get feedback from them. Over 
the course of two weeks, only two application crashes were 
reported and very good feedback about the game was received. 
Thus, the results of this testing experiment are very desirable.  

 
ii. Server  

 
The application is linked to an online server in which 

different databases keep track of patient and doctor information. 
The function of this server is essential for the project as it links 
the phone application to the remote web doctor interface. 
MySQL is used to develop the two server database tables 
shown in the figure below. The ID is the primary key of each 
patient in addition to having the Doctor_id as a secondary key 
which would allow each doctor to access a list of all his 
registered patients.  

 
 
 
 
 
 
 
 
 

 
 

Figure 5. Database Tables 
 

Through different developed PHP scripts, the server was 
connected to the phone application providing successful login 
functionality while also linking to the doctor interface. The 
implemented functions of the server extend to the computation 
of each patient’s allowed game attempts and the support of the 
application’s backend functionalities such as implementing the 
game’s scoreboard and updating the score. The wear-time is 
used to compute the game lives as previously mentioned. All 
of these was tested numerous times over the course of days in 
order to ensure the absence of any bugs or errors in the code. 
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The results are desirable. The testing of wear-time storage has 
been completed as well. This was done through a parsing 
function which extracts the wear-time from the data which is 
sent from the Android application and uploaded to the server. 
Fifty attempts of sending different manually-input wear-time 
measurements from the Android were done, all of which 
resulted in a correct database update for the patient’s wear-time 
field and returned a correct number of game lives to each 
patient’s application.  

 
iii. Doctor’s Interface  

 
In order to allow the orthodontist to remotely access patient 

information and have the ability to add patients to the database, 
an online web application was developed using HTML and 
CSS, and then linked to the server using PHP scripts. 
Webhosting and domain services were bought in order to put 
the interface online. It is now functional and available through 
www.toothytheapp.com. For now, we manually add doctors 
into the database to provide them with their own login 
credentials. After the doctor uses the website to login, he is 
able to perform two functions: retrieving patient statistics and 
adding new patients into the “Patients” database table. The 
doctor’s welcome page includes a table which displays all of 
their patients along with their attributes. The doctor is then able 
to view a bar graph which displays the wear-time 
measurements of each patient during each day of the last week. 
Moreover, the doctor is able to download a file   

Testing: 
Fifty attempts were made to add patients and retrieve data 

which was manually added to the tables for testing purposes. 
These attempts were 100% successful. The following is an 
example of this interface where the orthodontist is Dr. Maria 
Doughan and the different patients she added are showing after 
she logs in to the doctor portal.  

Figure 6. Information Retrieval Interface 
 

iv. Overall System Functionality  
 
An experiment which seeks to prove the operation of our 

three project components in integration was carried out. The 
purpose of this experiment was to prove that the Arduino is 
capable of sending wear-time measurements along with their 
day stamps to the Android application. It in return analyzes this 
data and uploads it to the online server where it is parsed and 

further analyzed to compute game lives which are sent back to 
the application and update the patient’s file, in addition to 
setting up the wear-time timeline specific to the patient. The 
images present in the Appendix show that the data recorded by 
the microcontroller is concurrent with that received on the 
server and the resulting bar graph. Measurements of around 
1530 seconds were recorded every day. This is correctly 
received by the server as seen in the bar graph in addition to 
sending 25 extra game lives back to the application. It is 
notable to mention that the game-life-computing equation was 
altered for testing purposes. Thus, the results of this 
experiment were desirable.  

V. CONCLUSION 

The results of the testing at this point prove that our smart 
headgear design is feasible. In this paper, the different 
functionalities and design details of the three main components 
of the Smart Headgear project are explained. The full testing of 
the fully integrated system is also completed, yielding 
promising results which can be improved in the future. This 
Smart Headgear will change the reality of patient compliance 
in orthodontics and positively provide orthodontists with an 
objective tool capable of accurately measuring their patients' 
adherence to headgear treatment. 
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APPENDIX 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Serial output on Arduino (date stamp error due to component reset 

and was fixed) 
 

Figure 8. Concurrent parsed information in patient file online 

Figure 9. Wear-time measurements in the last 7 days where 30 minute trials 
were performed each day 

Figure 10. Successful receipt of 25 lives after analyzing received wear-time  
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1. USRP: (Universal Software Radio Peripheral) It’s a transceiver that accommodates a wide variety of functions.  
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Abstract- In this project we attempt to use the USRPs1 to sense 

the medium. We acquired data about the signal using the energy 
detector and the cyclic autocorrelation function. The results are 
represented in a digital map on LabVIEW. The main purpose of 
our project would be to provide the telecom operators with areas 
that have bad coverage either due to bad transmission or the 
presence of illegal repeaters. 

I. INTRODUCTION 

Telecom companies should offer good cellphone coverage to 
their customers. However, certain areas have bad coverage. 
This can be due to the lack of cell towers or the presence of 
illegal repeaters. Illegal repeaters are transmitters that detect a 
certain signal in the spectrum and retransmit it [1]. Without 
proper synchronization with other transmitters, these repeaters 
will cause an interference noise that would corrupt the original 
signal resulting in a high SIR.  

In Lebanon, Touch and Alfa suffer greatly from the 
consequences of having illegal repeaters. This shows the need 
for a tool that can analyze the spectrum in the different 
Lebanese areas and help companies improve their signal 
coverage.  

Using tools and software provided by the university and 
National Instruments, our project aims to provide a real-time 
spectrum analysis tool. This tool will integrate maps; users can 
use the maps to view areas with bad spectrum characteristics, 
and add new measurements. 

 

II. LITERATURE REVIEW 

A. Cognitive Radio 
Defining cognitive radios is not the most straightforward 

thing considering that multiple resources define it differently. 
However, the definition that we will follow in our project is 
closest to that of the Federal Communications Commission 
(FCC) [3]: 

“Cognitive radio: A radio or system that senses its 
operational electromagnetic environment and can dynamically 
and autonomously adjust its radio operating parameters to 
modify system operation, such as maximize throughput, 
mitigate interference, facilitate interoperability, access 
secondary markets.” 

In other words, a cognitive radio is a system that can sense 
the medium and change its parameters to better the 
transmission and reception of signals.   

B. Spectrum Sensing 
Spectrum sensing is an essential feature in every cognitive 

radio. A cognitive radio should be able to sense the medium 
correctly in order to react accordingly.  

Usually in a medium, we speak of Primary and Secondary 
user. The primary user (PU) is in a way the user that can send 
signals whenever they have the need to [4]. On the other hand, 
secondary users (SU) can exploit the spectrum only when the 
primary users aren’t. A SU should not interfere with the PU’s 
signals [4]. In order to avoid interference, SU need to sense the 
medium correctly. Moreover, the SU should be able to change 
its parameters according to the currently available spectrum.  

It is important to note that most of the licensed spectrum 
today remains unused in time and frequency [5]. This means 
that the SU has a good chance of transmitting.  

Regarding spectrum sensing, secondary users face two types 
of errors [5]:  
• Type I error: False alarms.  
• Type II error: Missed detection.  
False alarms happen when an idle channel is detected as 

busy. The SU does not use the spectrum because it believes 
that other users are currently using it. This leads to a waste of 
an opportunity for transmission.  

Missed detection happen when a busy channel is detected as 
unused. The SU tries to transmit while another user is 
transmitting. This leads to a collision and both users must 
retransmit.  

The different spectrum sensing techniques should try to 
minimize both Type I and Type II errors. In the following 
sections, we will discuss 4 main types of spectrum sensing 
techniques, which are the energy detector, the matched filter, 
the cyclostationary feature detector and the cooperative sensing. 

C. Energy Detector 
One famous spectrum sensing technique is the energy 

detector. It is in fact the most popular technique in literature [6]. 
In the following paragraphs, we give a small explanation of the 
energy detector spectrum sensing technique.  

If we consider that the primary user sends signal x(t), then 
the received signal at the SU is either noise or only gain*x(t) + 
noise [7] as shown in equation (1).  

 

 𝑦𝑦 𝑡𝑡 = 𝑤𝑤 𝑡𝑡                                       ∶   𝐻𝐻!
ℎ𝑥𝑥 𝑡𝑡 + 𝑤𝑤 𝑡𝑡            ∶   𝐻𝐻!      

 (1) 
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When the PU is using energy detection, these are the steps to 
be followed for the received signal [7]:  
• The signal is filtered with an ideal band-pass filter 
• The above output is squared 
• The above output is integrated over a certain time 

period Tf 
After following the above steps, the SU compares the output 

to a certain threshold 𝜆𝜆 [6]. When the output is greater than 𝜆𝜆, 
the SU assumes the existence of a signal in the spectrum and 
does not transmit until it detects an output less than 𝜆𝜆. The test 
statistic of the energy detector can be represented by [5] by 
equation (2).   

 
 𝑧𝑧 = !

!!!!!
|𝑦𝑦(𝑡𝑡)|!!

!!! > 𝜆𝜆  (2) 

 

D. Matched Filter 
Another spectrum sensing technique is the Matched Filter. 

This technique is used when we have knowledge about the 
signals in the spectrum. If the signal received by the SU is of 
the form y(n) =hs(n) +w(n) (h is a gain and w(n) is AWGN), 
the matched filter is the best detector for such AWGN [5].   

The test statistic is represented by the following equation (3) 
[8]. Equation (4) explains more on the components of (3). 
 

𝑥𝑥 𝑛𝑛 𝑧𝑧 𝑛𝑛!!!
!!!    (3) 

𝑧𝑧 𝑛𝑛 = 2 𝑃𝑃! cos 2𝜋𝜋𝑓𝑓!𝑛𝑛 . cos  (2𝜋𝜋𝑓𝑓!𝑛𝑛)         (4) 

The advantages of this technique at low SNR is the lower 
number of samples required (1/snr) as compared to the energy 
detector (1/snr2). 

However, this technique can have bad performance in case 
of [5]: 
• Timing and frequency offsets 
• Fading 
• Delay spread  
Moreover, this technique requires knowing the signal 

structure and it insinuates that every primary user needs a 
receiver that is dedicated to it [9]. The SU using matched filter 
can’t be used for spectrum sensing without prior knowledge of 
the characteristics of the primary user. 

E. Cyclostationary Feature Detector 
Cyclostationary signals are signals that exhibit periodicity in 

their mean and correlation [5]. 
Unlike other detection models, this one exploits the 

correlation between spectral components of the signal [5]. 
The test statistic for this detector is (equation (5)):  

𝑆𝑆 𝑓𝑓; 𝜏𝜏 = !
! 𝑦𝑦 𝑛𝑛 𝑦𝑦 𝑛𝑛 + 𝜏𝜏 𝑒𝑒!!!!"#!

!!!       (5) 
 
The cyclostationary feature detector can be implemented 

very easily using FFT. The advantages of this technique are: 
• Doesn’t require knowing the noise variance [5].  
• Fast, Accurate, Efficient [10]. 
• Can distinguish between noise and the PU signal [10]. 

• Can identify the modulation scheme used by the PU 
[10]. 
• Has high noise immunity [10]. 
• Performs well with low SNR [10]. 
• Can know the type of modulation scheme used by the 

PU [10]. 
It is important to note that a fast spectrum sensor is very 

important: if the PU is not using a certain frequency for a 
certain time, the SU should know that and have enough time to 
send data before the PU wants to send data again. Hence if the 
spectrum sensor is slow, there will be a delay and the PU might 
start sending again before the SU acknowledges that.   

However, this technique can have bad performance in case 
of: 
• Timing and frequency jitters [5]. 
• RF nonlinearities [5]. 
• Small number of samples [10]. 
This technique requires complex calculations, which might 

take time [10]. 

F. Cyclostationarity in OFDM 
In communication, modulated signals often have a periodic 

property [11]. Using cyclostationary analysis of an unknown 
signal, we can determine some of its characteristics. This 
analysis would help us identify the kind of modulation that the 
transmitter is using, hence we can determine what these signal 
are being used for. For example, if we detect an OFDM signal 
we can safely assume that this is an LTE signal used for mobile 
Internet. Moreover this analysis would give us further 
information about the signal; even if the received signal is 
encrypted we can always tell if it is a useful signal (ie: a 
receiver with the proper demodulation scheme and key will be 
able to retrieve the data). 

The following paragraphs explain the math behind 
cyclostationarity. 

Consider a signal with a null mean and whose 
autocorrelation Rxx(t,τ) is defined by equation (6) [12].  

 
  𝑅𝑅!! 𝑡𝑡, 𝜏𝜏 = 𝐸𝐸{𝑥𝑥 𝑡𝑡 𝑥𝑥∗ 𝑡𝑡 + 𝜏𝜏 }         (6) 

If the autocorrelation were periodic for all values of τ, then 
this signal would be defined as second order cylostationary. 
The autocorrelation of such a signal can be shown as a Fourier 
series (equation (7)): 

 
  𝑅𝑅!! 𝑡𝑡, 𝜏𝜏 = 𝑅𝑅!!! (𝜏𝜏)𝑒𝑒!!!"#!          (7) 

In the formula above α represents the cyclic frequency. This 
sum is evaluated over multiple values of α. 

Based on this formula we define cyclic autocorrelation (CAF) 
as following (equation (8)). 

 
𝑅𝑅!!! 𝜏𝜏 = lim!→!

!
!

𝑅𝑅!! 𝑡𝑡, 𝜏𝜏 𝑒𝑒!!!!"#𝑑𝑑𝑑𝑑
! !
!!/!               (8) 

 
All the computations that we have done so far concern an 

analogue signal. But in practice, we are working with digital 
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signals; the USRP samples and quantizes the signals received 
before applying any modification. Hence the CAF would have 
a slightly different expression (equation (9)).  

𝑅𝑅!!! 𝑙𝑙 = lim!→!
!
!

𝑥𝑥 𝑚𝑚 𝑥𝑥∗[𝑚𝑚 + 𝑙𝑙]!!!
!!! 𝑒𝑒!!!!"#!!   (9) 

The offset/lag that was previously represented by τ, is now 
represented by l. We have a string of discrete value x[m]; N is 
the length of x[m]; and m is the index of the array of values.  

G. Detecting OFDM 
While cooperative sensing takes care of the problem of 

multipath and shadowing [15], we are still in need of ways that 
can help us determine that the signals we receive, are of any 
relevance to us. We aim to retrieve two characteristics of any 
unknown electromagnetic signal:  
• If the received signal is a useful signal 
• If the received signal is an OFDM signal 
To detect weather we have a useful signal or just noise, we 

have to follow the following formula (equation 10) [16]: 
 
 

  𝜆𝜆 = 𝜎𝜎!!. 1 +
!
!
𝑄𝑄!!(𝑃𝑃!")               (10) 

Using the expression of the threshold above, we know when 
the signal is considered useful. We can see that the threshold is 
independent of the noise present in the medium; it is only 
dependent on the number of samples and the probability of 
false alarm [13]. 

The second point we need to tackle is detecting if the signal 
we are using is an OFDM signal. Detecting an OFDM signal is 
based on retrieving the IFFT periodic part from it. Using the 
CAF of the received series of samples, we should evaluate 
CAF for α=0. Once we have the CAF for α=0, we should 
analyse the graph; if we can detect a periodic repetition of 
peaks all centered at zero this implies that the message 
received is an OFDM modulated message signal. 
 

III. SOLUTION METHODOLOGY 

First, we started by reading a series of articles and papers 
about cognitive radios, spectrum sensing, energy detectors, and 
cyclostationary feature detector. These articles provided us 
with the formulas needed in our project.  

In parallel, we started getting acquainted with the USRPs 
and LabVIEW. We chose LabVIEW as the main software 
because it’s the standard platform for USRPs. Also, any 
MATLAB code can be integrated in the design using 
MATLAB script. The first thing we did was to build a basic 
transmitter-receiver scheme. To go further, we decided to 
check the accuracy of our receiver by catching radio 
frequencies and listening to FM channels.  

Then we had three alternatives to check existence of a useful 
signal: energy detector, Eigenvalues [4], and matched filter. 
Eigenvalues was dismissed as an alternative. As for the 
matched filter, its implementation requires knowledge about 

the signal in the spectrum. This is why we chose to implement 
the energy detector.  

Then we did some testing on MATLAB. We built an energy 
detector’s ROC (Receiver Operating Characteristic) and 
observed how it varies as SNR varies. From the MATLAB 
testing, we clearly saw the relationship between the variance of 
the noise (depends on the noise level), the probability of false 
alarm, and the detection threshold. These results are similar to 
ones found in publications.  

The next step was to implement this code on LabVIEW. We 
started by building a receiver based on the Energy Detection 
Scheme. Afterwards, we were required to test the receiver by 
using the already built transmitter. These models were 
implemented and tested on USRPs in the lab.  

Using the NI user’s forum, we downloaded and tested a 
program that detects the modulation scheme of the received 
signal using AMC [19]. It indicates if the signal follows a 
BPSK, QPSK, FSK or MSK modulation.  

After checking the functionality of the AMC, we integrated 
the energy detector into the VI.  

Another requirement of our project is to detect OFDM 
signals. Using NI forums, we found an OFDM transmitter and 
receiver [20]. To detect OFDM signals, we need to use a cyclic 
autocorrelation function (CAF) on the receiver. The CAF gives 
the OFDM signature. We had three different alternatives for 
implementing the CAF and have implemented one.  

The final step of our project has been to integrate maps into 
LabVIEW. Based on the location, users can view the 
measurements done in certain areas. They can also add data to 
the database and display them on the map.  

 

IV. TESTING 

In the following paragraphs, we describe some of the testing 
conducted during the development of the project.  

A. Cyclic autocorrelation on OFDM 
After developing the VIs on LabVIEW, we tested the CAF 

with the OFDM. The first VI was used to transmit OFDM 
signals, and the second VI was used to detect the signals. In the 
second VI, we used a MATLAB script to apply a cyclic 
autocorrelation function on the received signals. After doing so 
we got the following results (Figure 1):  
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Figure 1: CAF of OFDM with 256 subcarriers 
 
B. OFDM with variable transmission power 

We wanted to see how our system reacts to the decrease of 
the transmission power. Since the transmission power is 
constant in the USRPs, we increased the distance between the 
Tx and Rx USRPs. As the distance increases the transmission 
power virtually decreases. We transmitted the signals while 
separating the USRPs gradually. One of the graphs we got is 
shown below, for a separation of 1.5 meters (Figure 2): 
 

Figure 2: PSD of OFDM signal, with 1.5m seperation 
 

C. Probability of False Alarm 
In a next step, we conducted tests on the receiver. We 

plotted the probability of false alarm versus the number of 
samples  (Figure 3).  

 
 

 
 

 
 
 

 
Figure 3: PFA vs Number of samples 

 
D. 2G and 3G signals 
In a later stage, we worked with real signals: 2G and 3G 
signals. 

For the 2G signals we set the central frequency at 890MHz, 
we got a power of: 1.65*10-9 mWatts. Figure 4 represents the 
Power Spectral density of the 2G signal.  

 

 
Figure 4: PSD of 2G signal 

For the 3G signals we measured it at 1.8GHz, and we got a 
power of: 3.1*10-12 mWatts. 
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CONCLUSION 

In conclusion, our final product is a VI that senses the 
spectrum and detects the quality of a signal. It analyses the 
signal using the energy detector and the cyclic autocorrelation 
function. All the results are saved in a database that can be 
used to display the results on an interactive map. In the future, 
further research can be done regarding the energy detection 
threshold equation. 
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Abstract- Major contributing factors to the overall 
performance of hospitals are the accuracy and efficiency of 
doctors, which have been increasingly improving with 
technological advancement. One important challenge in 
neurology that has been recently receiving particular 
interest is the diagnosis and 3D localization of epileptic 
lesion regions in the brain, without which performing 
surgery on epilepsy patients is hindered. This paper 
describes NeuroAnalyst, a novel tool designed to assist 
neurologists in the diagnosis of epilepsy from MRI scans. 
NeuroAnalyst builds on state of the art morphometric 
image processing techniques, in particular, research 
targeting MRI processing and the detection of epileptic 
lesions. The tool generates post-processed 3D maps of the 
brain which can be visually assessed by neurologists to 
diagnose patients, each map emphasizing different 
important features of the brain that can help with the 
detection. The main contributions of this work are first to 
enhance the readability of the generated maps, by 
highlighting statistically probable abnormal regions across 
the brain for the diagnosing neurologists. Also, 
NeuroAnalyst generates its own automated diagnosis by 
leveraging statistical analysis techniques on the pre-
processed MRI scans and studying the 3D geometric 
relations between possible abnormalities which are 
challenging false positives. Attributes and inter-relations 
automatically assessed by the tool were chosen with the 
collaboration of experienced neurologists from the 
neurology department of the American University of Beirut 
Medical Center (AUBMC).  

I. INTRODUCTION 
Epilepsy is a neurological disorder due to a disruption of some 
brain cells’ activities [1]. This results in the patients having 
recurrent seizures. Some conditions are considered mild (these 
are treated with medications) but others (30-35% of cases) 
require surgery to be treated. The symptoms vary from a blank 
stare and twitching arms or legs all the way to losing 
consciousness [1]. According to a recent study published by the 
world health organization, about 50 million people in the world 
have epilepsy [2]. Among these patients, approximately 80% 
are residents of low and middle income countries [2]. Nearly 
three fourth of these people do not have access to the necessary 
treatment for this disease [2]. Particularly, studies conducted in 
the Eastern Mediterranean have shown that the prevalence rate 
of epilepsy varied from relatively low rates (about 4.04 per 
1000 population) to reach rates as high as “12 or more per 1000 
population” [3]. Unfortunately, misdiagnosis of epilepsy is also 
still a common problem. Indeed, a study conducted on a 
population of adults has found misdiagnosis rates to be around 

23% and 26% [4]. The two principal diagnosis tools for this 
disease are electroencephalograms (EEGs) and MRIs. The 
latter is used to detect and delimit the cells geometrically in the 
brain responsible for the recurrence of seizures so that surgery 
can be carried out.  

In particular, functional MRIs are used to identify the 
activities which will be affected in case the neurologist decided 
to remove certain brain cells by performing a surgery. For that 
reason, the accurate analysis of MRIs is a crucial task. In many 
cases, neurologists find it challenging to visually perceive what 
is causing the seizures from MRIs. Abnormal transition from 
white matter to gray matter, abnormal cortical thickness values 
and abnormal extension from gray matter into white matter 
regions [5] are the main characteristics used to detect epileptic 
regions and these are usually very hard to discern visually. In 
this paper, we present the developed tool NeuroAnalyst which 
studies MRIs and creates maps highlighting the characteristics 
of abnormal regions then detects these regions automatically 
and thus greatly assists neurologists in the diagnosis process at 
the pre-surgical stage. All tests used by neurologists are 
ultimately aimed at helping them obtain a 3D MRI localization 
of lesion regions which are crucial for surgery.  

Running other tests such as SPECT or EEG for the 
diagnosis requires the occurrence of a clinically observed 
seizure. Forcing a seizure can not only be dangerous for 
the patient, but can also lead to the stimulation of wrong 
parts of the brain and the detection of incorrect regions 
as abnormal. Lastly, the importance of MRI lesion region 
diagnosis reflects directly on surgery success rates. 

II. RELATED WORK 
A. Preprocessing of MRIs 

Image normalization: This technique is commonly used 
by neurologists prior to any attempt to search for 
abnormalities in MRIs. The algorithm, described in [6], 
maps the patient’s MRI to a well-known coordinate 
system by using a reference image of the human brain. 
This operation not only helps in accounting for the 
various biases in the MRIs due to factors such as the size 
or volume of the patient’s brain but also allows 
neurologists to work in a well-defined normalized 
coordinate system instead of dealing with unknown new 
spaces that vary with patients. This common coordinate 
system is adopted by all the members of the “brain 
imaging community” [6]. In addition, normalization 
facilitates comparing MRIs of different patients as well 



484

as matching a whole set of images to a single image 
instead of two images to each other for instance, which 
makes all the voxel-based morphometric computations 
more accurate. Spatial normalization is achieved by 
determining the optimal coefficients which minimize the 
squared differences between the template image and the 
initial image, and this operation has been thoroughly 
researched and developed over the years. It is also 
noteworthy to mention that normalization will not remove 
the visually intractable abnormalities, on the contrary, it will 
make them easier to catch by eliminating differences that are 
not abnormalities (these being normalized following the given 
normal template of the brain) [8].  

Image segmentation: This method generates three 
images from the original image [7]. The first image 
captures the gray matter in the brain while the second 
shows the white matter and the third represents the 
cerebro-spinal fluid (CSF) present in the brain. Voxels 
belonging to each zone follow a Gaussian distribution which is 
used to assign apriori probabilities that make the segmentation 
process more effective. These apriori probability maps are 
obtained by studying a large dataset of patient brains, and 
generating a probability assigned to each voxel, for example 
the probability that it belongs to gray matter, to white matter or 
to CSF. A tool used by doctors to normalize and segment 
MRIs efficiently is SPM (statistical parametric mapping) which 
we will be discussing in details in the experiments section. 

Smoothing: This step is usually performed once the 
segmented images are generated. Smoothing is used to 
“morph” or transform sharp differences in gray matter or white 
matter intensities in the brain from a voxel to its neighbors into 
a smoother and more probable difference in intensities [8]. For 
that purpose a Gaussian smoothing 3D filter is used. In short, 
each map is convolved in 3D matrix convolution with a regular 
3D Guassian filter, whose three weight parameters we chose 
empirically to match a physical smoothing width of 6mm in the 
brain, an empirically tested reasonable width to avoid any 
smearing of abnormalities which would make them die out. 
This smoothing reduces high frequency noise that can come 
from the measurement equipment and which can lead to more 
false positives in the diagnosis. Smoothing is a necessary step 
used prior to most post-processing techniques of MRIs, in 
particular what is known by morphometry which is discussed 
in details in the next section.   

B. Morphometry 

There are three main types of morphometry: Deformation-
Based Morphometry (DBM), Tensor-Based Morphometry 
(TBM) and Voxel Based Morphometry (VBM). However, 
there is no doubt that the prevalent analysis technique used in 
the processing of MRI scans is as mentioned earlier the voxel 
based approach. Voxel based morphometry was first 
mentioned in 1995, in [9], and since then it became the most 
used approach for studying the brain and its abnormalities [8]. 
Voxel based morphometry analysis of MRI can be outlined by 
the following steps: spatial normalization of the scan, 
segmentation of the brain and possibly smoothing, 

preprocessing of gray matter segments and statistical analysis, 
all computed on a voxel study basis (i.e. the set of studied 
objects in the processing is composed of single voxels), to 
finally evaluate the obtained results [10]. Our proposed 
technique, building on VBM, will study gray matter segments 
as well as white matter maps to come up with the diagnosis and 
maps of the characteristics of abnormalities. 

C. Z-score Maps 

The three maps obtained through the segmentation of the 
normalized MRI scan are further processed to obtain three new 
maps which have shown through empirical testing to be the 
most suitable for highlighting abnormalities in the brain. These 
three characteristics maps being generally recognized by 
neurologists to be the most revealing of abnormalities. The 
computation of each map and its importance are summarized 
below. 

Extension Image: The extension image highlights abnormal 
extension zones of the gray matter into the white matter regions 
compared to the normal database of healthy patients [11]. The 
map is obtained by applying the following steps, all done voxel 
by voxel: 

a. The gray matter image of the patient generated from the 
segmentation step is smoothed, as discussed earlier. 

b. The average image of the normal dataset is obtained and 
then subtracted from the image generated in part a. 

c. The resultant image of part b is then divided by the standard 
deviation image (also computed from a normal dataset) to 
get the extension image. 

Junction Image: Zones in which the borders between gray 
and white matter are not clearly defined appear bright in the 
junction image and therefore can be discerned as abnormalities 
[11]. Other regions that fall within the thresholds and that are 
significantly different from the normal dataset are highlighted 
as statistically probable abnormalities. The junction image is 
generated as follows: 

a- From the gray matter and the white matter images generated 
in the preprocessing step, the standard deviations and means 
are used to compute an upper and a lower threshold as 
shown below [11]: 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑟𝑟𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑀𝑀𝐿𝐿𝑀𝑀𝑛𝑛𝐺𝐺𝐺𝐺 + 0.5 × 𝑆𝑆𝑆𝑆𝐷𝐷𝐺𝐺𝐺𝐺 

𝑈𝑈𝑈𝑈𝑈𝑈𝐿𝐿𝑟𝑟𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑀𝑀𝐿𝐿𝑀𝑀𝑛𝑛𝑤𝑤𝐺𝐺 − 0.5 × 𝑆𝑆𝑆𝑆𝐷𝐷𝑤𝑤𝐺𝐺 

    If the gray value of a voxel falls between these given 
thresholds, then it is set to 1, otherwise it is set to 0. 

b- Smoothing of the generated binary image is then performed 
by applying the 3D convolution mentioned earlier. We chose 
to use specifically a Gaussian kernel to perform the 
smoothing operation for all the images as MRI scans are 
generally relatively accurate measurements. 

c- The previous described steps are also performed on a normal 
database and the resultant images are then averaged. The 
obtained average image is subtracted from the convolved 
image in part b to account for “the variability of gray-white 
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matter transition zone in different brain regions” [11]. On the 
other hand, a “standard deviation image” is also generated 
from the normal database and is used to get rid of outliers. 
The image obtained from the subtraction is divided by this 
standard deviation image. The finally resultant image is 
called the junction image. 

Thickness  Image: The thickness image not only highlights 
regions in which cortical thickness is considered abnormal 
compared with the normal dataset but also accentuates zones 
where gray matter tissues are present in the patient’s brain but 
not in the normal dataset subjects. This image is computed by 
the following steps: 

a. The first step is to compute the binary image from the gray 
matter image generated using segmentation. 

b. Next, for each voxel in the gray matter, run-length vectors 
are generated in all 26 possible directions which reach either 
a preset boundary (chosen to be 7 because almost all vectors 
will be shorter, so it is a good way to reduce unnecessary 
computations) or the nearest voxel were the gray matter 
boundary is reached. This gives a measure of how far the 
gray matter extends away from the studied voxel in any 
given direction. 

c. Similarly to the previous two images, the thickness image is 
obtained by subtracting the mean image of a normal dataset 
and dividing this resultant image by the standard deviation 
image of the normal dataset. 

 

III. PROPOSED METHODOLOGY 
The methodology adopted can be divided into two main 
phases. During the first phase, we produce the three 
statistical maps which were described in the previous 
section by pre-processing MRI scans provided by the 
AUBMC using the SPM function toolbox. NeuroAnalyst 
will then use these images as an input to detect 
abnormalities by clustering the regions which have high 
z-scores values and generating scores for each cluster to 
detect any abnormal region if present. The developed 
tool is therefore able to perform the following: 

1.  Format handling 
As discussed in the previous section, MRI scans which 
are the system’s primary input, are done according to 
predefined and agreed on standards. The DICOM 
standard is followed when it comes to MRI scans, which 
are thus available in the “dcm” format and stored as a set 
of 160 2D “dcm” slices of the brain. The software tool 
therefore has to be able to process this format of images 
and be able to convert them into a more practical format. 
We propose to convert the 160 “dcm” slices into a single 
Disc Image File (“img”). The 160 2D slices will be 
combined and stored as a single 3D “img” scan. The 
reason is that the “img” format can be more easily 
processed for later stages in the proposed tool. The 
conversion mechanism is summarized in Figure 1. 

 

Figure 1: NeuroAnalyst Handling MRI formats 

2. Image preprocessing 
The next step consists of segmenting the MRI scan 
which is then normalized by the tool. The segmentation 
is in essence closely related to the partitioning/edge 
detection image processing problem aiming at obtaining 
a separation between brain gray matter (GM), brain 
white matter (WM) and brain cerebrospinal fluid (CSF). 
NeuroAnalyst performs the segmentation algorithm used 
by SPM which generates not only the three images 
mentioned earlier but also a parametric file which is 
applied in the normalization of the three generated 
images as well as the original image, the parametric files 
holds patient related information obtained when 
segmenting that are used to improve the normalization.  

As discussed earlier, normalization is a necessary 
step in order to draw meaningful conclusions since a 
difference in the brain size for instance will be reflected 
as an abnormality which will potentially mislead the 
neurologists. Once the patient’s brain is re-mapped, its 
size, brain zones’ volumes, approximate shape and 
distribution of gray and white matter should become 
consistent with any re-mapped normal brain. Studying 
inconsistencies in that “standardized” brain scan relative 
to the expected normal brain scan is the approach for 
discovering abnormalities. SPM is generally used for the 
purpose of normalization, it has its own template for 
normal brains, and can also accept new templates that we 
create. Therefore, the next step consists of normalizing 
the patient’s MRI scan relative to the normal brain 
template. NeuroAnalyst applies the normalization 
algorithm used by SPM since it is a widely used trusted 
tool in the field. 

3. Generation of the z-score maps 
The three z-score maps are then generated by 
NeuroAnalyst adopting the approach proposed in [11] 
and which was summarized in the Related Work section. 
This step consists of numerically computing the maps 
and then each is processed voxel by voxel in order to get 
their z-score normalization. After that, NeuroAnalyst 
enhances the visibility of these maps for neurologists by 
running a different z-score averaging, this time over the 
2 dimensional slices that neurologists look at. Each voxel 
V will have the slice mean μ subtracted from it then it 
will get divided by the slice’s voxel standard deviation σ: 

𝑉𝑉′ = 𝑉𝑉 − μ 
𝜎𝜎  
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This computation will mathematically always yield two 
dimensional slices with zero mean and unity variance, 
and is known for being useful for finding good 
statistically chosen outlier thresholding values, which is 
a matter of importance in our application. The generated 
maps are shown in the Experiments section. 

4. Clustering 
After the generation of all the statistical maps, a 
clustering algorithm is applied to group together voxels 
which satisfy both an 8-connectivity criterion and 
statistical outlier criteria in order to detect later any 
potential abnormal cluster. The same dynamic algorithm 
is used for the three maps and it works as follows: 

a. An initial thresholding operation is applied on the map 
in order to filter out all the voxels having z-scores less 
than a certain threshold. Because of the slice-wise z-
scoring, this thresholding is actually a statistical outlier 
identification. Also, the thresholds are generated both 
locally (current 2D slice) and across the 3D brain. All 
the voxels below the double-threshold are set to 0 at 
this stage, thus masking them out. 

b. Each slice of the resultant image is then scanned 
bottom up and from left to right over all voxels. 
Whenever one outlier voxel is found, it is considered 
part of a cluster and its neighbors are examined. These 
are shown in the figure below (the currently studied 
voxel being located at (x, y)). The algorithm creates a 
toy 2D matrix for each slice, where every entry is 
either a 0 meaning the voxel is not an outlier, or have 
value n non-zero where n is its cluster ID. 

 

 
Figure 2: The detected voxel and its neighbors 

 

Once an outlier voxel is located, three different scenarios 
can occur: 

Case 1: If all the neighbors have 0 values, then the found 
voxel is a new cluster. We create a new cluster ID in this 
slice and assign this new cluster ID to that voxel in the 
toy matrix.  

Case 2: If some neighbors have 0 values and others have 
an old cluster ID that is unique (i.e. all neighbors are in 
the same cluster), the new voxel is added to the old 
cluster. 

Case 3: If some neighbors have cluster ID1 and others 
have cluster ID2 and others possibly 0 values, then this 
voxel is assigned to cluster ID1 (which is the older 
cluster ID) and the second cluster is merged with the 
older cluster. After that, if there are IDs with larger 
values than that of ID2, these IDs are decremented by 1 
to simplify the algorithm’s output for later stages. 

 
Figure 3: The detected voxel is assigned to a new created cluster 

 
Figure 4: The detected voxel is assigned to an old cluster 

 
Figure 5: The detected voxel is assigned to an old cluster and two 
neighboring clusters are merged 

It is worthy to note that this algorithm is quite efficient as 
it requires only a unique pass over the data to solve the 
entire clustering task. 

5. Features extraction 
From here onward, the objective is to decide whether a 
given cluster represents an abnormality or not. The 
criteria used in the assessment were deduced from the 
literature as well as our observation of the present 
abnormality and collaboration with neurologists. The 
features used are: 

 Robustness: From our observation of the abnormality 
region in our patient’s MRI, we noticed that one 
distinguishing feature between an abnormal cluster and 
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any false positive is the robustness of the abnormality 
across slices. In other terms, the abnormality is likely 
to appear and fade gradually whereas false positive are 
subject to more sharp changes. This feature is 
quantified by the number of slices spanned by each 
cluster. 

 Size of the cluster: The size of the cluster is an 
important factor but not decisive. It is very likely to 
find false positive clusters that are larger than an 
abnormal cluster. However, the size of the cluster can 
still give an important indication and thus the 
algorithm takes it into account but with the assignment 
of a reasonable weight to it. 

 Intensities of the voxels in the cluster: One for instance 
can consider the maximum intensity in the cluster and 
the mean of the intensities. This should give a hint of 
whether the examined cluster is a false positive.  

 Number of other clusters in the same slice: By 
examining the number of clusters in the same slice, 
one can deduce whether this cluster models a region 
that is significantly distinct from others in the slice or 
if the slice simply has no real outliers thus has many 
apparent false ones (due to z-scoring on top of a low 
variance). 

 Standard deviation of the intensities: The higher the 
standard deviation the more likely is the cluster to be 
abnormal. It is shown empirically that the intensities 
within an abnormal cluster follow a Gaussian 
distribution (can be fitted by a bell shaped curve). 

Finally, a weighted average of the calculated features is 
used to derive a score for each cluster present in all the 
slices across the brain. The algorithm developed for the 
3D spanning of 2D clusters works recursively, in a 
slightly similar fashion to the dynamic clustering 
algorithm, in order to only construct the span of any 
given 3D structure once as it moves across the 2D layers. 
Also, parts of the algorithms run in parallel on capable 
machines so that all in all the tool can handle the 
processing of around 8.4 million voxels per given scan, 
generated by novel MRI scan machines, in the matter of 
minutes. 

IV. EXPERIMENTS AND SAMPLE RESULTS 
The experiments were conducted using sample MRI 
datasets. The tool was used to first normalize and 
segment the MRI scan and then the provided normal 
database was employed in the generation of the three z-
score maps from the pre-processed image. The 
normalized MRI as well as segmented grey and white 
matter are shown in Figures 6 and 7. 

It is also worth mentioning that all the results 
(normalized, segmented and z-score maps) were 
validated by doctors from the neurology department at 
AUBMC. In addition to its ability to perform z-scoring 
across the whole brain (detecting suspicious regions 

compared to those across all the brain which is the 
classical approach proposed in [11]), the NeuroAnalyst 
tool also performs a slice wise z-scoring to highlight 
abnormalities by comparing them to regions in the same 
slice. This modification has shown significant 
improvement in the extension map by eliminating a 
significant number of the false positives that were 
previously present. Figure 4 shows the generated 
extension image with and without the slice wise z-
scoring. Similarly Figure 9 and 10 show the junction and 
thickness maps, respectively. It can be seen that the 
abnormal region has a higher intensity relative to the rest 
of the slice, in the slices that have slice-wise z-scoring, 
which helps the neurologists in localizing those abnormal 
regions visually on our maps. 

 
Figure 6: Normalized MRI scan 

 
Figure 7: Grey matter segmentation (left) and White matter 
segmentation (right) 

 
Figure 8: Extension map generated without 2D z-scoring (left) and 
with 2D z-scoring (right) 

The generated z-scores maps are then passed to the 
clustering algorithm. Scores were computed based on the 
features extracted from each cluster. Primary results of 
the clusters’ scores are summarized in Table 1. Only the 
clusters with the three highest scores in each map are 
reported and the abnormality among these three clusters 
is highlighted. What can be deduced from the following 
Table is that the abnormal region is centered around slice 
50, because in the extension map the slices between 
slices 45 and 55 have a relatively (relative to other slices 
in this map) high score. More importantly, because here 
we can see they have a large span of 11 slices, while 
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other false positives with large scores span 3 or 5 slices 
at most, thus breaking the robustness criterion. 

   
Figure 9: Junction map (without 2D z-scoring) 

 
Figure 10: Thickness map (without 2D z-scoring) 

 

Map Slice span Score value 
 
Extension 

45-55 100 
105-108 100 
139-145 100 

 
Junction 

77-79 19.9986 
50-52 19.6109 
6-9 14.2459 

 
Thickness 

19-21 33.3333 
25-35 25 
47-53 5.2632 

Table 1: Primary Results 

V. CONCLUSION 
In this paper, we introduce a novel tool that aims to assist 
neurologists in accurately localizing epileptic lesion 
regions for surgery through MRI scans. The 
NeuroAnalyst tool takes the patient’s MRI as an input 
and performs statistical analysis on it after the 
completion of the preprocessing steps. The normalized 
gray matter and white matter images obtained by this 
preprocessing are used to generate three statistical maps 
which give more insight on whether an abnormality is 
present as well as its potential location in the brain. 
These maps benchmark the obtained images with a 
normal database in order to emphasize any potential 
abnormality that could be depicted through observing the 
extension of the gray matter into the white matter, the 
junction between these two tissues as well as the 
thickness of the gray matter in the brain. The obtained 
maps are then passed to a clustering algorithm which 
connects a voxel having a high z-score value with its 
neighbors also having a z-score exceeding a set threshold 

to form clusters. Features are then extracted from each 
cluster and are employed in the calculation of a cluster 
score by using weighted averaging. Primary results have 
shown that cluster scores can indicate not only clusters 
which could potentially represent a lesion region but also 
clusters which represent false positives that could 
mislead neurologists when searching for the abnormality 
using the generated maps. 

Future research will target new features that relate to 
shapes and statistical variation pattern of intensities over 
the volume of the detected abnormal regions. This last 
feature will require the design and fitting of a geometric 
model for the way intensities vary over the three 
dimensional volume of abnormalities and requires the 
availability and study of a data set of epileptic patients. 
Future research will also involve more work on the 
design of a full grown machine learning algorithm that 
will study the extracted features. 
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Abstract 

The demand for solar water heating systems has increased 
significantly throughout the world considering that solar energy 
is a renewable source able to decrease the reliance on scarce 
resources [1]. However, the over exposure of these solar water 
heating systems to sun radiations (especially during summer) 
has resulted in the overheating problem which reduces the unit 
lifespan, causes premature component failure, and reduces the 
system’s performance. This paper presents a design for a 
temperature control system that can reduce the overheating of 
residential solar water heating systems, thus protecting the unit. 
The system accounts for weather conditions and future 
household demand. The automated protection method controls 
any type or model of solar water heating systems, so that it can 
attain a safe desired temperature without influencing 
availability. The developed prototype is currently in the early 
stages of being tested on a real solar water heater. 

I. Introduction 

Despite the fact that solar heating systems are considered hi-
tech systems, they are still facing serious problems which need 
further research and effort to be tackled. Overheating is the 
main problem solar water heating systems experience. 
Overheating is due to the fact that most solar water heating 
systems  

produce about twice as much heat in the middle of summer in 
comparison with what they produce in mid-winter. System  

 

 

overheating can degrade heat transfer fluids, accelerate scaling, 
cause premature component failure, and reduce system 
performance. What we look for is a temperature control system 
that can reduce the overheating of residential solar water 
heating systems, thus protecting equipment and unit. This 
overheating protection would be implemented along predicting 
weather and household’s future demand. That is, if the 
overheating protection control system predicts that tomorrow’s 
weather would be rainy, it would allow the solar water heating 
system, today, to reach a higher set point temperature, so that 
hot water would be available for the household on both days. 
We aim to control any type or model of solar water heating 
systems so that it can attain a desired temperature degree limited 
by two set points that may change depending on the prediction 
of weather and the prediction of demand the temperature 
control system does [2]. This would assure that the solar system 
would not overheat to an extent that threatens the equipment, 
components, and unit. At the same time, the household would 
be supplied with enough hot water along any day, even if it is 
not sunny. 

For the sake of protecting the solar system’s unit against 
overheating, an automated temperature control system is 
designed. The system should precisely determine the lower and 
higher temperature set points so that the solar system would not 
operate outside the safe temperature range. Whatever the model 
of the solar system is, our temperature control system is capable 
of protecting it against overheating without requiring any 
modification to the solar system or user intervention. Safety is 
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highly considered in the system design, and it is accounted for 
in two senses: (1) the system isn’t harmful on any user who tries 
to access it, because it might be necessary to access the system 
for maintenance and this shouldn’t be harmful, and (2) the 
system is rigid enough so that it does not get damaged easily in 
the presence of strong winds. 

Moreover, the designed temperature control system is 
considered reliable under different weather conditions and is 
expected to maximize its performance measure. This is 
accomplished by protecting the solar system and supplying the 
household with enough hot water simultaneously. For this 
purpose, two significant features were designed within this 
temperature control system, which are: (1) future weather 
prediction and (2) future household demand prediction. The 
temperature control system would use predicted future weather 
conditions and forecast future household demand and account 
for both of them when assigning the lower and higher 
temperature set points. Together, the predicted household 
demand and forecasted future weather conditions are mapped 
through a fuzzy logic process to their appropriate temperature 
set points. 

II. Literature review  

Solar water heating systems are systems which captures sun 
radiations energy to heat water for households or companies 
[1]. Thus, the usage of solar water heater systems replaces the 
usage of natural gas, fossil fuels, or electricity with green, 
limitless, and free solar energy [1].  
Solar water heater is characterized by their high efficiency; 
this is due to the issue that system collectors are able to absorb 
about 60% of the solar radiations which reaches the roof 
where it is mounted [1].  
 
In addition, since its invention solar water heater system has 
been used in various parts of the world; where it's domain of 
usage is rapidly increasing with the improvement of the 
technology beyond this system and the decrease of its cost [1]. 
In European Union, 13% of resources and emissions are saved 
by solar water heater systems [2].  
Furthermore, solar water heating systems have various 
properties which make it preferable over other heating systems. 
Solar water heating systems are systems which uses renewable 
energy source (solar radiations) causing reduction of electricity 
bills, thus taking advantage of new technology aspects with low 
maintenance costs. 

Moreover, the challenge with using solar energy is that the sun 
is a highly variable power source. Thus overheating of solar 
water heating system takes place when heat can no longer be 
dissipated because maximum temperature is reached. 
Furthermore, overheating is likely to take place when we use 
wrong system type or tilt to shallow or when lifestyle and load 
changes that is when you for example go for a vacation or 

simply reduces hot water usage [7]. 
In summer time water in the collector can easily approach 
boiling point this can cause excessive pressure and can damage 
the lines connected to water tanks from the collectors. Thus the 
temperature pressure relieve valve is not enough, since it can be 
easily damaged after successive overheating accidents and its 
damage is of big economic and technical cost. 
 
In addition, overheating is a series problem which can cause 
capacity overload for water tanks (leading to its damage), gas 
emanation, calcification, lowering the lifespan of the system, 
and requiring high maintenance costs. All these drawbacks are 
besides the main safety concern because of very high 
temperature water. 
 
Hence, several overheat protection methods have been 
implemented since the overheating problem has been 
encountered. For instance, drain-back system is a method which 
imposes differential control with high limit function is actuated 
when the storage tank sensor reaches the set point. At this point, 
the solar collector loop pump shuts off causing the water to be 
drained [3]. Two things make this method rejected: (1) the fact 
that it needs redesign for active solar water heating systems, and 
(2) the fact that it is not efficient due to the waste of water it 
causes when it drains overheated water out of the system. 
 
Steam-back is another existing method where the pump 
switches off automatically, whenever the water tank reaches its 
maximum temperature. Once the water in the collectors starts 
boiling, the collector is fill with steam and all the liquid water 
is pushed down into the expansion tank [4]. However, this 
method does not protect the collectors from the very high 
temperature, and thereby the lifespan of the system will 
decrease continuously. 
 
Heat dump is another existing method where a package 
automatically activates when the storage tank exceeds a certain 
high limit temperature: a circular pump in the heat dump works 
on pouring the excess heat into the atmosphere using a copper 
coil as a heat exchanger, allowing cooler water to flow into the 
collector loop [3]. Nevertheless, this installed package is a 
secondary loop plumped into the primary collector loop, so few 
connections to the storage tank are made. Hence, this solution 
requires some modifications to the existing solar system: that’s 
why we rejected it. 
 
Controller vacation mode is another existing method where a 
vacation mode that is present only in some controllers monitors 
the temperature of the storage tank by turning on the pump at 
night to dump excess heat through the collector [3]. But, this 
method of protection is well workable only with flat-plate 
collectors and not with evacuated tubes that have irreversible 
heat pipe cycles. Hence, this protection method does not work 
with all types and models of solar water heating systems. 
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Pump cycling is another existing method where the water 
temperature is allowed to increase to a pre-determined danger 
setting to increase convective heat loss [5], after the pump is 
stopped due to the tank’s high temperature. As soon as reaching 
the danger point, the pump cycles turn on to carry the heat to 
the tank. 
 
Heat-safe collector is a patented overheat-protection 
mechanism which allows excess hot air to vent, preventing 
overheating and the damage it can cause to the collector and 
fluid [6]. However, this solution causes a big waste of water. 
 
Automatic Solution is another existing method where water 
with high temperature moves into a finned tube radiator where 
the dissipation of heat into the outside air happens. After 
cooling, the water that entered the reservoir is reintroduced to 
the system [3]. This is similar to an automobile coolant 
reservoir [3]. Nevertheless, this cooling system will consume 
too much electricity, diminishing the whole purpose of 
installing a solar water heating system to reduce reliability on 
fossil fuel. 
 
Covering the collector is an easy, inexpensive method that is 
based on covering the solar water heating system manually by 
a cover, whenever it is overheated [3]. However, this method 
needs a direct access to the solar system, which is dangerous on 
specific roofs (especially steeply pitched roofs) and under some 
weather conditions. Add to this that the solar system is covered 
manually, hence this protection method is not automated. 
 
Tilting is another existing method where the collector is tilted 
to latitude plus 15ᵒ. The higher the tilting angle is, the lower is 
the heat production [3]. Nevertheless, tilting differs between 
active (for tubes) and passive (for both tubes and tank) systems 
so it is highly dependent on the type or model of the solar water 
heating system. 
 
Check-Valve bypass is another existing method where a manual 
valve is placed in a bypass pipe in a way to stop the circulation 
of water in the collectors whenever the system overheats [3]. 
However, the valve implemented in this overheat protection 
method is manual, hence the temperature control system is not 
automated. Moreover, this method does not protect the 
collectors from over hot water, it only protects that storage tank. 
 
Pump shut-off at a pre-determined tank high limit temperature 
is another existing method where the pump shut off and don’t 
push water in the collectors when the temperature reaches a set 
point below the overheating limit [5]. Nevertheless, this method 
is not useful if the user didn’t use the hot water, so as the pump 
is off the water is still boiling in the collectors. 
 
 
 

Proprietary collector design is another existing method where 
passive vents open when the collector’s temperature hits a 
specific level, so that ambient air can enter the collector box 
limiting water heating and cooling the absorber by convection 
[3]. However, the temperature will drop slowly and this solution 
doesn’t protect the collectors. 
 
Pressure stagnation is another existing method where a higher 
pressure is in the collector glycol loop, which allows an increase 
in the water temperature and delays boiling at the same time [5]. 
Nevertheless, this doesn’t work in countries falling on the 
equator where the day is long and the sunlight is strong. 
 
III. Implementation 

Thus upon an innovative temperature control system concept is 
implemented at three different levels: mechanical, electrical 
and software. The system was designed to fit “Deema 200” 
solar water heating system, taken as a sample for testing. 

A. Mechanical implementation 

This is the level at which the appropriate material needed for 
the accomplishment of the full system design are chosen. The 
full system design is built using the following materials: 

 Stand: the stand of the temperature control system is totally 
composed of galvanized steel. This material was chosen 
based on a research done concerning the manufacturability 
of the system. The stand is composed of two rods, one of 
them is used as a shaft that allows the DC motor to control 
the shade placement, and the other is needed to identify the 
full covering/ uncovering of the solar water heater through 
accessing the corresponding limit switches. In addition to 
these rods, two pipes are used to allow the up/down 
movement of the shade to cover/uncover the solar water 
heater. Moreover, a case is also designed for the sake of 
protecting the shade when the solar water system is 
uncovered, and protecting the Arduino along with its 
power and control circuit. The temperature control system 
is combined and fixed over the solar water heater using 
screws and nuts. 

 Shade: an appropriate shade is used to cover/uncover the 
solar system and is capable of preventing 80-90% of the 
sun radiations upon covering the system. 

 DC motor: an appropriate DC motor capable of producing 
the necessary torque needed to spread and fold the fabric 
upon covering/uncovering of the solar water heater is used.  

 
 Arduino along with its power and control circuits: this is 

the control unit of the temperature control system. It is 
composed of an arduino-uno along with its Ethernet shield, 
photovoltaic cell along with a rechargeable 9v battery, a 
voltage divider circuit (responsible for continuously 
feeding the Arduino microprocessor), and an Arduino 
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control circuit ensuring the feasibility of the temperature 
control system features (future weather prediction and 
demand prediction). 

 
B. Electrical implementation 

This is the circuit needed to ensure that the shade 
covers/uncovers the solar collectors, taking into consideration 
lower and upper temperature thresholds read by the NTC 
temperature sensor. Thus when temperature falls below the 
lower temperature threshold, the shade uncovers the collectors, 
and when temperature hits the higher temperature threshold, the 
shade covers the collectors. The below figure represents the full 
electric and control circuit. 

Figure 1: Electric and Control Circuit 

This electric and control circuit is composed of the following 
components: 

 6 Volts PV panel (used as the electric and control 
circuit’s power source).  

 5/6 Voltage divider using resistors (used because the 
Dc motor needs 6 v while the Arduino needs 5v).  

 4[2N2222 BJT] (used in the buildup of the H-bridge 
power divider circuit).  

 3 watts' rechargeable battery (used to continuously 
feed the Dc motor and the Arduino). 

 
 Arduino Ethernet shield/ Arduino Uno (used as the 

control unit for the temperature control system, 
where the Arduino Ethernet shield is connected on 
top of the Arduino Uno, so that the sensors’ pins are 
directly connected to the shield’s input/output pins). 

 NTC temperature sensor (used for measuring solar 
water heater temperature). 
 

 2 push buttons (used to disconnect the DC motor 
from the power supply when the shade is completely 
closed/ opened. The two limit switches will set the 
output D1 or D2 to 0 if pressed).   
 

C. Software implementation 

This implementation level is the manufacturing step capable of 
generating the algorithms required for demand and future 
weather predictions. Moreover, the algorithms implementation 
is the part ensuring the automation and independence of the 
temperature control system due to the serious criterion of 
"learning" the system will have. Hence the software 
implementation process is composed of: 

 Future weather prediction: 

Future weather conditions are classified into possible fuzzy 
sets, taking into consideration the domain of each variable 
weather condition. Weather conditions variables are: (1) 
today’s min-weather temperature, classified into three different 
domains ([-10, 15[, [15, 30[, [30, 45]), (2) today’s max-weather 
temperature, classified into three different domains ([-10, 15[, 
[15, 30[, [30, 45]), (3) today’s weather current state, classified 
into four discrete values ( sunny, rainy, snowy, cloudy), (4) 
tomorrow’s min-weather temperature, classified into three 
different domains ([-10, 15[, [15, 30[, [30, 45]), (5) tomorrow’s 
max-weather temperature, classified into three different 
domains ([-10, 15[, [15, 30[, [30, 45]), and (6) tomorrow’s 
weather current state, classified into four discrete values ( 
sunny, rainy, snowy, cloudy). Moreover, for the ease of 
decision and implementation and to avoid dealing with a huge 
number of combinations, the processes of setting inference 
rules is accomplished using layering along with divide and 
concur techniques. That is, all possible combinations of today's 
weather conditions will be listed in the form of (today's min-
weather temperature, today's max-weather temperature, today's 
weather current state) triplets and classified into the appropriate 
group; each group corresponding to one of the three values 
(low, medium, high) of today state variable. The same is done 
for tomorrow’s weather conditions to generate three values 
(low, medium, high) of tomorrow state variable.  

 Demand Prediction: 

The system counts the number of sudden drops in temperature 
throughout the day and uses this frequency to update the 
running average of frequencies at the end of the day. The 
updated value of the average frequency will be used to predict 
the household demand on the same day one week later. This 
will be done through mapping the average frequency value to 
one of the following three states that describes demand. The 
three states are: (1) low demand, (2) medium demand, and (3) 
high demand. 

All together, the demand state, today state and tomorrow state 
are mapped through a fuzzy logic process to the appropriate 
temperature set points. 
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Demand state, today state and tomorrow state are the fuzzy 
algorithm inputs; thus noticing the domains corresponding to 
today state, tomorrow state and demand conditions inputs 
along with their classification; all possible combinations of the 
input values are scattered into groups according to the ones 
which results in the same output values (the appropriate set 
points). 

In addition, input possible combinations will be listed in the 
form of (today state, tomorrow state, demand state) triplets 
and classified into the appropriate group; each group 
corresponding to certain output. 

Where appropriate temperature set points are classified into 
possible values each corresponding to a group of 
combinations. Thus within this state a certain type of 
membership function is developed over the output variables 
possible ranges resulting in the rules consisting the fuzzy 
algorithm. Moreover, the defuzzifized output consist of pairs 
of (lower set point, upper set point) specifications for the 
opening/closing mechanism observing its dynamic 
environment.  

Thus there exist 3 distinct pairs of resulting output each 
related to a group of input combinations through one of the 
fuzzy algorithm rules, these rules are: 

Rule 1: If the input combination belongs to group 1, then the 
corresponding output pair is (70, 80).  

Rule 2: If the input combination belongs to group 2, then the 
corresponding output pair is (50, 60).  

Rule 3: If the input combination belongs to group 3, then the 
corresponding output pair is (40, 50).  

 

 

IV. Experimental Results 

After setting a detailed design schematic and listing all needed 
materials several levels of testing are required as a prerequisite 
for establishing final prototype for the temperature control 
system. 

A. Fabric testing 

To verify the chosen design, we conducted several tests to 
quantify the fabric quality, efficiency compared to cost, and 
percentage of sun radiations preventing. Furthermore, 2 tests 
were conducted to obtain the shading sunlight preventing 
percentage. 

 Test 1: 

This test is conducted using LDR (light dependent resistor). 
First the LDR should be calibrated, where calibration is ensured 
when the LDR reads 0 Ω in total obscurity.  
Testing starts by placing a source of light at a fixed distance 
from the LDR it indicates 200 Ω; the fabric is then introduced 
in front of the LDR thus lowering the reading to 85 ohms. 

Taking into consideration the linear relationship between 
resistance and the inverse of light intensity: 

𝑅𝑅 = 500
𝐿𝐿𝐿𝐿𝐿𝐿    (1) 

where Lux is the light intensity, and R is the LDR read 
resistance, the percentage of light sunlight passing through the 
fabric was found to be: 

% of sunlight passing the fabric = R with fabric / R 
without fabric = 80/200 = 40%. Thus % of sunlight 
reduction = 60%. 
 

 Test 2: 

This test is conducted to assure the exact fabric sunlight 
preventing percentage. Thus the test uses the previously 
installed LDR which is connected in series with a 330 kohm 
resistor, and a 5V power supply. 

Figure 3: Test 2 circuit 

By substituting equation (1) in the voltage divider equation, we 

arrive at the following relation:       Lux=  
2500
𝑉𝑉𝑜𝑜

−500

3.3      (2) 

Figure 2: Fuzzy controller layering and divide-concur 

Figure 2: Fuzzy controller composition 
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Moreover, the light source is placed at a certain fixed distance 
from the LDR then voltage across the LDR is measured before 
and after inserting the fabric. Results are: 

VLDR1 = VLDR before inserting the fabric=1.05 V. 

VLDR2 = VLDR after inserting the fabric= 1.5 V. 

Thus, Lux1 = 569.98, Lux2 = 216.45, and hence  
% of reduction= 62.02%.  
Upon repeating this experiment for 5 iterations, percentages 
ranged between 57.8 and 62.02%. Thus fabric sunlight 
preventing is considered to be 60%. 
 

B. Prototype Testing 
To accommodate the full system testing the first iteration 
prototype was designed and built to simulate real application 
conditions as accurate as possible. Thus several steps where 
followed to reach the required prototype before the testing, 
these steps are: 

a- Fabric casing (this is series simulation of the required 
casing for fabric to resist various weather risks) 

b- Adding a shaft for the DC motor 
c- Cascading the cascaded fabric along with the motor 

with shaft part 
d- Manufacturing the needed tracks for the fabric to 

rollup/roll down 
e- Putting all parts together 

 
After designing the full prototype system testing was 
conducted, where the material used on the testing process are: 

1) The manufactured prototype 
2) A 10 v supply (a variable power supply was used to 

supply the motor with 10 v and approximately 1 A, so 
that the motor is capable of rolling up/rolling down the 
fabric to cover/uncover the collectors). 

Figure 4: Simulation where fabric is in its case 

                   Figure 5: Simulation where fabric is rolled down 

C. NTC Sensor Testing 
The temperature and voltage of the NTC temperature sensor 
were recorded at different instants. The resulting set of data was 
then plotted on excel so that an explicit relation between 
temperature and voltage was established. 

           
Figure 6: NTC Voltage as a function of temperature 

This relationship was found to be: 

V=-42.84ln (T) +65.361 (3) 

V. Conclusion and Future Work 
 

The designed and implemented temperature control system is a 
50-100 dollars' system capable of solving the problem that all 
solar water heating systems suffer from, the overheating 
problem. This would accomplish the aim of protecting 
residential solar systems reliably under different weather 
conditions without the need of accessing them. Once, the 
temperature control unit is installed, it will automatically 
protect the system (with accuracy of control ± 5 degree Celsius) 
even if household members aren’t present at home. 
 
What makes this temperature control system important, is that 
it will apply the overheat protection along weather prediction 
and near future household demand prediction. This protecting 
system is always aware of the temperature of the solar water 
heating system. Hence, once the solar system attains a specific 
dangerous temperature that threatens the unit, the temperature 
control system will automatically initiate protection without 
any user intervention. 
 
Future work in this problem will consider modeling the fuzzy 
logic algorithm inputs establishing a mathematical 
characterization capable of identifying the overall system. 
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Abstract— The normalization of temporal entities extracted
from text is an important natural language processing problem.
Given a temporal text expression, normalization is concerned
with projecting the expression onto a timeline and accurately
mapping it to a numeric temporal value. This allows for a
plethora of applications in information retrieval and machine
translation. Some research work to extract and normalize
temporal entities for Latin text exists. Research for Arabic
is currently limited to temporal entity extraction. This paper
describes a new method with supporting tools for normalization
of Arabic temporal entities using morphological analysis, expert
rules, hidden markov models and temporal fact scoping.

I. INTRODUCTION

In the field of Natural Language Processing (NLP), less
work and research has been carried on the Arabic language
compared to Latin languages such as English. In fact, the rich
morphological nature of Arabic makes it a hard language
to process, and requires further processing compared to
morphologically poor languages like English. In addition to
this, Arabic is an under-resourced language meaning that
there is not enough tagged data available and statistical
methods alone often fail to produce accurate results due to
the lack of necessary data. For these reasons, tools such as
ATEEMA [1], developed by the Arabic Natural Language
Processing team at AUB, have been recently developed in
order to extract entities and relational entities from Arabic
documents. A key to these tools is the morphological analysis
of Arabic they provide which is necessary due to the rich
nature of Arabic morphology. However, these tools are still
unable to normalize the extracted temporal entities and give
them standard numerical values. Our team proposes to work
on solving this problem, thus helping Arabic catch up with
other languages in terms of technological advancement.

A. Motivation
Some of the direct applications of temporal entity normal-

ization are the following:

• Automating the process of temporal ordering: ordering
of medical events (medication times, symptom dates
etc.) ultimately reducing possible medical errors and
saving crucial diagnosis times; ordering of historical
events in texts and books thus helping scholars in their
tasks of building timelines and large databases.

• Providing Arabic users with the option of creating
calendar events based on the timestamps found in their
emails.

• Augmenting the usage of Arabic across the world by
making it a more accessible language and providing it
with the tools that Latin languages have.

B. Literature Review

Mani and Wilson [2] represent times following the
ISO standard CC:YY:MM:DD:HH:XX:SS (ISO-8601 1997)
where CC represents the century, YY the year in that century,
MM the month, DD the day, HH the hour, XX the minutes
and SS the seconds. One way in which the work presented
in this paper is innovative compared to previous work is its
concern with temporal expressions that are relative to the
speaker or to a certain reference time, like yesterday which
could mean very different days depending on when it is
said. These context-dependent time expressions are evaluated
against a Reference Time which the authors of this paper
have chosen to be one of two things: the document creation
time or the time currently being talked about in the narrative.

II. ARCHITECTURE AND PROPOSED SOLUTION

The Arabic Temporal Entity Normalization is divided into
3 tasks: Entity extraction (using ATEEMA), entity normaliza-
tion and scoping. We will briefly describe entity extraction,
then carefully describe entity normalization and scoping.

The following is a description of each step of the diagram
in Figure 1.

A. Entity Extraction: ATEEMA

The Arabic Temporal Entity Extraction with Morphologi-
cal Analysis (ATEEMA), is an open source software which
allows users to process Arabic texts using knowledge-based
morphological analysis. ATEEMA first takes an Arabic text
as input and passes it to a morphological analyzer (ATSarf).
The analyzer processes the input by considering the stem of
the word along with its prefix, suffix and infix. Each of these
is tagged with several tags such as a part-of-speech (POS)
and a gloss tag. The morphological analyzer also reports
categories: TIME, NUM (for numbers) and TIME PREP. The
analyzer then calls ATEEMA back with the current content
and the found morphemes (prefix, suffix, infix and stem).
The callback then adds the morphemes to a sequence of unre-
solved morphemes or resolves them and produces a temporal
category as a finite state transducer (FST). The FST then rec-
ognizes the temporal entity while taking into consideration
both morphological variations and ambiguous solutions. The
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Fig. 1. Proposed Solution Flow Diagram

FST is capable of detecting temporal expressions by counting
the number of possible temporal categories and either going
to the states of Time or Maybe Time. If a certain threshold
is passed the expression is either discarded as non-temporal
or accepted. Heuristic optimizations in ATEEMA include:
Ignoring the word ����� in the context of analyzing newspaper
texts, because of its high level of ambiguity; And using the
word ��

�
� as a number, and ��

�
�� as meaning ”Sunday”.

Entity Normalization

Temporal expressions can be classified into different cat-
egories depending on how these expressions are placed onto
a timeline:

• Explicit Expressions: these expressions include those
which can be directly hooked onto a calendar. These
expressions only include those which fully specify a
date in terms of DD/MM/YYYY and can refer to a
specific interval like: �

�
� � ��������� �� 


���������”.
• Indexical Expressions: these expressions include words

which require references in order to be evaluated. Ex-
amples of the expressions might be 	


�
��, ”	
�

�
���� �

�

�
�

������ � �
�
�� ��
 , etc. These expressions can also refer to

an interval: ���
�
 � � ���

��� � ��
 	
�
�
���� �

�
�� ����� �

��
. The

words 	 

�
�� and �� �� � � do not explicitly point to

a specific date, but depend on when they have been
pronounced.

• Ambiguous Expressions: these expressions are those
with no clear projection onto a time space and cannot
be expressed as fixed points or intervals like in the
cases of indexical expressions or explicit expressions.
For example: �

����
�
 � �

����
�
���� �

�

�
�.

• Semi-determined Expressions: this final category rep-
resents expressions which are only partially expressed
in the DD/MM/YYYY format, but do not contain all of
the information required. Example: �

�

�
��
�
�� �

�
��

�
��� ���

�� �
�

�
�

����
�
�
�
�� ��
, ����� �� ��

�
� �

�

�
�, etc.

Having classified temporal expressions into the following
categories, we will now discuss how we are representing
the values of time expressions.

Temporal Data Structure

In order to conduct the normalization process, we have
devised a data structure (presented in Table I) to store and
represent an expression’s values:

From: +flags : (true?|-inf) To: +flags: (true ?|+inf)
For/Span Weekday

frequency link (flag/flag)

TABLE I
DATASTRUCTURE FIELDS

The From-To entry represents temporal expressions
which express an interval of time with start and end dates.
These dates will be written in a granular system, which we
will discuss later on, and will therefore not contain a specific
weekday. Such expressions are generally of the following
format: ���� � � � �

��
 � � � �.
If we are dealing with an event that always happens, for
example ���� �� �

�

�
�, the + and - infinity flags are set to true

along with part of the recurring date, in our example �
����� .

If we are dealing with an expression that will always happen
in the future starting from a certain date, then we will fill
that starting date in the From entry and set the infinity flag
in the To entry. An example of such an occurrence is �� 
�
������ ����� �. We will work similarly with events that have
always happened up to a date (From = - infinity, To = date
in that case).
However, this entry is not exclusively restricted to such
spanning events. It can also represent single point events,
for example: ��

�
� �

����
�
�
�
��
�
�. In such a case the To entrys is

true? flag is set to false.
Moreover, these entries can represent an expression which is
not very informative but expresses a duration. For example:
�
���
�
�
 ��

�
��
�
�
�
� �

�

�
� . In such case we only need to set both is true?

flags to true.

The Span entry represents an interval of time. This
interval can be calculated from the From-To entries if these
are expressive enough to allow us to do so ( if, for example,
both are only set to true without values, then there is no
way of computing an interval). This entry can also express
the value of intervals of time with are not hooked to specific
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dates for example � ��
�
�

�
�� �� . These expressions have no

From-To entry but are not uninformative.

The Weekday entry represents a specific day of the
week. Notice that a day in the form DD/MM/YYYY does
not explicitly tell us which day of the week this date will
occur on. This observation initially led us to create this entry.
We later noticed, while reading articles, that some temporal
expressions only contain a weekday, for example: ���� �

�

�
�

�
���


	��. This entry can also help us represent expressions like
�
���


	��
�
���, which always occur on specific weekdays.

The Frequency flag and link connect two temporal
expressions which are related via a period/frequency relation.
In other words, if an event will occur between two dates
in a specific frequency, then we will represent this as 2
separate temporal expressions related via the frequency flag:
the From/To date and the frequency of the event (either as a
Span or as a specific Weekday). For example: � ��� ��

�
�

�
�
�
�

�����
�
���� ����

�
�
�
��
 �

�
� ��.

In order to fill our data structure we first follow a
rule-based approach in which we match expressions with
hardcoded rules and try to extract as much information as
we can, before proceeding to statistical methods if the rule
based method did not fill the data structure enough (we will
formally explain what enough is in the statistical method
section.)

Ontology tree

We will give values to specific words by looking them
up in an ontology tree. Based on the relations found in
the ontology tree, we will infer possible ways of filling our
data structure and feed the result as a feature input to our
statistical methods. The Arabic ontology tree is a tree with
the meanings of arabic words and the relations of these
words with other words (part of, subtype of, and instance
of relations) if any relation exists. The ontology tree we
are using was provided to us by Dr. Mustapha Jarrar from
Birzeit University. Other lexical databases, such as Wordnet,
are based on psycholinguists analysis of words. These lexical
databases rely on the relation is an instance of which does not
represent meanings of words and might lead to an inability
to classify certain words. For example if we consider the
words � 

�
���
 � ��

�
� and ����
 as instances of ����
 , does that

mean that � 
�
���
 � ��

�
� and ����
 share the same relation with

� �
�
�? The Arabic Ontology is well founded (logically and

philosophically) and has so far proved to be a good represen-
tation of words for our purposes. For example, the semantic
relations (part of/ ��� � ���
 and subtype of / ��� �

�
��
 ) between

words lead to a removal of a large part of the possible

ambiguities linked with classifying words. For example: ����

���
�
�
�
�� becomes an instance of � �� � and � �� � becomes a

subtype of ����. For these reasons, we have chosen to make
use of the Arabic ontology tree.

Granular system

We will call granularity a unit of time: second, minute,
hour, day, week, month, and year. Our time values will
be represented as functions T of the granularities and
more specifically as a sum of the granularities (i.e.
T (a1, a2, a3, a4, a5, a6, a7) = a1 ∗ second+a2 ∗minute+
a3∗hour+a4∗day+a5∗week+a6∗month+a7∗year).
In such a way, any operation we conduct on our time
becomes a well-defined operation of refinement (if we are
adding precision to our time value), or abstraction (if we
are removing precision from our time value). This concept
of granularity also allows us to define shifting operations (if
we are increasing or decreasing one or more granularities).
The shifting operation is effectively shifting our position on
the timeline by a given distance on the axis (i.e. the span).
(Note that if we have for example 9 ∗month and add 4 to
our month granularity, we carry a 1 to our year granularity
and set 9 ∗month to 1 ∗month.)

Expressions Processing

We can now proceed on to seeing how we will process
incoming expressions from ATEEMA. Each expression is
represented in the form of a 3-tuple consisting of a sequence
of words, < POS, Stemmer,Category > tags for each of
these words, and the expressions’ value represented in our
data structure. We will follow the following algorithm we
have devised for normalization:

• For each word in an expression, look for the word in
the ontology tree and add the value found in the tree
onto the word’s feature vector. The value returned by
the searchTree method is obtained by looking the word
up in the tree using a simple traversal. Since a word can
have multiple definitions and the ontology tree is based
on definitions and not words, then an input word may
have several matches (e.g. ” ���

�
�
�
�� � �� �” can mean

different things). Also, since some of the expressions
in the tree are partial matches, an input word may get
several of these too (e.g. ���� in itself and ���

�
�
�
�� ����

). For every match, we mark the node as ”1” in the
ontology feature vector, and all other nodes are marked
with ”0”. For every node marked with 1, all of its
predecessors are also marked with 1. Given a definite
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order of the nodes in the graph, there will be a definite
resulting bit vector of the marks on these nodes.

• Then, using a rule-based method composed of several
rules, in which have for example ���

�
� � � �� �� � � � , we fill

our temporal data structure. These rules may depend
on the ontology tree results as well as the different
tags which were extracted using the morphological
analysis. Several solutions may result from this stage
of normalization and each will be retained. (Different
solutions might also occur if we find different meanings
of a word in the tree: ����

�
�
�
��
�
� might for example mean

two or Monday).
• Pass each solution to a statistical method (discussed in

a later section). The input to the statistical method will
thus be each expression with each word’s feature vector.
The output of the statistical method will be the previous
input, along with a set of tags which indicates where
to place the word in our temporal data structure, and to
which granularity the word belongs, if such a tag holds.

• Then, if the user has decided to use scoping, we suggest
a list of words than can be scoped for the user, and
let him decide on which words to scope (from the
suggested list or elsewhere in the input text). For each
of these words, we find a scoping interval and add it to
a vector of intervals. Then for each interval in the vector
of intervals, we check these intervals for consistencies
using collective inference constraints, which we will
discuss further in the scoping section.

Rule Based Approach

Each temporal expression, augmented with the information
gathered about the words, is matched against a list of rules.
The first rule that matches is used to process the expression.
Each rule is expressed as a regular expression that tries
to match the whole expression, or a subset of it, while
capturing different meaningful parts together. Whenever a
rule matches, the captured parts of the expression are pro-
cessed in code in order to get normalized values we fill our
temporal data structure with. Some expressions are composed
of a combination of other smaller expressions, and therefore
instead of repeating the same rules multiple times, we define
some rules as a combination of the others. Whenever the
general structure is matched, the expression is decomposed
into smaller sections and each one of these is matched against
some other possible rules, and processed accordingly. For
example, the rule for:

��
�
�
�
� ��� ����

�
� � ���� ����

�� ��� 
�� �	 �
���

is defined in this manner:

(RULE 2) ���
�

(RULE) ���

with (RULE) and (RULE 2) being some of the rules that are
compatible with this expressions format, and that match the
respective subparts. This abstraction saves us from having
to rewrite the same rules multiple times, and allows us to
extend the subrules once and have that change propagated to
all the larger rules that use it.

Since an expression could match against different rules,
the rules are checked according to an order of priority, from
the one that gives us the most information to the one that
gives us the least. We thus favor the rules that allow us to
correctly fill a bigger part of our data structure.

Statistical Method: Ngram HMM tagger

For our purposes, we have decided to stick with a super-
vised n-gram Hidden Markov Model (HMM) tagger as it is
a generative model which requires little structure in the data.

HMMs are temporal probabilistic models (i.e. probabilis-
tic models which depend on observations) in which processes
have states which are discrete random variables. A Markov
model is a model where a state St is independent of all states
with indexes less than t − 1 ; and where an observation
made at time t is generated by a process with a state St

hidden from the observer. HMM is thus a generative model
which tries to generate labels and data from distribution
parameters. HMMs’ ability to find patterns over time tends to
our purpose of analyzing a sequence of words. Our sequence
of words becomes a sequence of observations in a text,
and each expression is one time step away from its direct
predecessors. HMMs can be extended to output a sequence
of labels by using the Viterbi algorithm (we will formalize
this idea shortly).

N-grams on the other hand are very simply N sequences
of words. N-grams are generally used in language models to
predict the tag of the last word in an N-sequence of words
given its predecessors in the same sequence, and to assign
the probability of the occurrence of the whole sequence.
By using n-gram HMM taggers, we are using the tag context.
Rather than assuming that the tag of the current word only
depends on the previous state, we would in effect be making
the probability of the tag of the current word depend on (N-
1) previous states.
More formally, given a finite sequence of possible observed
words ν and a finite sequence of tags κ we will define an
n-gram HMM tagger as:

1) p(tN |t1, ..., tN−1), the probability of seeing the tag tN
immediately after the (N-1)-gram of tags (t1, .., tN−1)
where tN ...t1 ∈ κ

2) p(x|tn), the probability of pairing the observation x
with the tag tn, for x ∈ ν and tn ∈ κ

3) We will define S to be the set of all sequences of <
x1, .., xn, t1, ..tn > paired words and tags, such that
0 ≤ n and N ≤ n, x1, ...xn ∈ ν and t1, .., tn ∈ κ
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4) The probability of any < x1, .., xn, t1, ..tn > is then:

p(x1, .., xn, t1, ..tn) = Πn
i=1p(ti|ti−1, ..., ti−(N−1))Π

n
i=1p(xi|ti)

(1)

In our architecture:

• The set of tags is a bit vector which indicates which part
of the data structure a word in an expression belongs
to (i.e. FROM, TO etc.) and which granularity a word
expresses, if any (i.e. HOUR, DAY, MONTH etc.).

• Each expression is passed to three HMM taggers: a
unigram, a bigram and a trigram.

• The resulting tag is thus the argmax over the proba-
bilities of the resulting tags presented by the unigram,
bigram and trigram.

• In case several of the three HMM taggers presented the
same tags, the resulting probabilities are normalized and
summed before the argmax is computed.

Temporal Scoping
We will finally proceed onto scoping. Scoping is a feature

implemented in our tool in order to either remove possible
ambiguities and inconsistencies in our data structure, or in
order to fill our data structure if the temporal expressions
could not do so.
The basic design concept of scoping is based on the paper
Coupled Temporal Scoping of Relational Facts by P.Talukdar,
D. Wijaya and T. Mitchell.
The idea behind scoping is the following: given a large
database of documents, one can count the number of oc-
currences of facts in each document in order to assess their
validity across time. Scoping is uses the idea of collective
inference over multiple temporal dependent facts. It allows
for several useful features: eliminating noise i.e. facts which
are not well represented by counts, and being able to proceed
with scoping even if certain facts are not widely mentioned
in the literature and the counts are very sparse. An example
of coupled scoping are the facts President Clinton and Vice
President Al Gore which might appear together in the data
or during separate time ranges. These are two facts which
are aligned and occurred in almost the same time frame.
Scoping is done in two steps in our implementation: querying
and collective inference. Our words are first queried and
counted in a database.Then collective inferences based on
constraints allow us to detect a words ”activation date”. This
activation date is based on a threshold we deduced from
a sensitivity analysis of our data. Possible straightforward
constraints one can use in scoping are:

• Consistency: a given fact can only be true between its
beginning and end times. It must also be true at the
beginning time, true at the end time, but false at times
beginning-1 and end+1.

• Functional: Under a certain relation, no two facts of that
relation can be true at the same time. For example facts
President Mubarak and President Sisi, are both linked
by the relation presidency, but cannot be true at the same
time.

• Single Span: Under a relation r, any fact must be true
continuously during its active span of time, and must
only have a single beginning and end.

• Point: A fact must happen at a single point in time under
such a constraint. Its span of time is unit.

• Aligned: two facts under such a constraint must have
the exact same temporal span. Containment: if a fact1
is contained within another fact2, it must have its
timespan1 contained in timespan2. Succession: if a fact1
happens after another fact2, then its timespan1 must end
before timespan2s beginning.

• Mutex: if fact1 and fact2 are mutually exclusive then
they cannot happen at the same time, their timespans
cant intersect.

III. PRELIMINARY RESULTS

Our main testing corpora consists of articles from two
local Lebanese newspapers (An-Nahar, and Al-Mustaqbal).
The table that follows (Table II) summarizes the analysis of
the data.

AnNahar Al-Mustaqbal
Number of Articles 599 8659
Expressions by Size Number Percentage Number Percentage

1 word 2209 35.7 19008 31.3
2 words 1626 26.2 14946 24.7
3 words 1209 19.5 12331 20.3
4 words 551 8.9 6017 9.9
5 words 329 5.3 3941 6.5
6+ word 271 4.4 4389 7.2

Total 6195 100 60632 100

TABLE II
RESULTS OF NORMALIZATION ON NEWSPAPER CORPUS.

We notice that a majority of temporal expressions found
in our corpus consist of one or two words, as reported by the
ATSarf temporal entity extraction tool. Some of the notable
most frequent expressions are words such as ”���” (yester-
day) and ”����� �” (today) which denote a relative date. These
kinds of expressions can be captured by the rule system but
need to be resolved to an absolute point in time based on a
reference point. This is yet to be done at this stage.

In addition to that, we have developed an annotation tool
for temporal expressions and their normalized values, as
shown in the following figure (Fig. 2).

Fig. 2. Screen capture showing the GUI of the tool
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It displays the extracted temporal expressions and displays
them in a friendly Graphical User Interface with the follow-
ing features:

• Show the details of the morphological analysis of each
word in the expression in the center-top panels

• Show the temporal extraction analysis results in the left
panel and center panels

• Show the ontology analysis and highlight the match
visually for inspection by the user in the center-bottom
panel

• Allows the user to view the result of the rules and
manually annotate each expression with values of every
field in the data structure in the right panel

In order to evaluate the effectiveness of the rules and
the HMM tagger, we have processed and tagged manually
40 documents from the An Nahar newspapers corpus. In
total, we so far have an annotated corpus of 636 temporal
expressions that we have used to train and test the HMM
tagger. The training set and testing set for the HMM tagger
are generated by randomly sampling 90% and 10% of the
corpus respectively, and the results are measured on the
feature basis (i.e. partial matches of the expression are
taken into consideration). The tagger achieves 70% to 80%
accuracy depending on the testing set.

IV. CONCLUSION

Our solution for the normalization of temporal expressions
in Arabic into a set of numbers that can be processed, starts
by augmenting the extracted temporal expressions with addi-
tional information such as matches in the ontology tree, part-
of-speech, stem information and others. This information is
then fed into a rule-based processor that tries to match and
normalize some expressions using regular expressions. Some
expressions that are ambiguous, or that do not have specific
rules covering them, will not be matched at this stage and
will continue through a statistical analysis that employs a
Hidden Markov Model approach to try to normalize them. A
user friendly graphical application accompanies our program
and allows researchers and interested people to test the
normalizer on custom files, as well as see the features of the
different words, and annotate the data that was extracted.
The annotated data is helpful for training the HMM. Our
approach to the problem is promising and we hope to further
develop rules that cover more cases as well as a more precise
statistical model through larger training sets.

Once the expressions are normalized, they can be used in
different applications such as the classification of historical
documents, the ordering of events, or the automatic event
extraction and scheduling from emails.
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Abstract—-In the absence of a centralized health system in 

many parts of the world, accompanied with the absence of 
electronic health  records that involve multiple care providers 
(such as hospitals and private clinics), that serve to store a 
patient’s complete medical history, patients usually have access 
to their laboratory test results in paper form or via emails. Over 
time, these results tend to get lost or end up in hard to organize 
chaotic piles; a fact that not only makes temporal tracking of 
changes in results difficult or even impossible, but also increases 
future health problems together with their related costs. From 
here comes the necessity of a single repository for lab test results 
that would store and organize a patient’s data, make it available 
for him anytime and anywhere and at the same time satisfy the 
issues of data security, privacy and integrity. While numerous 
products in the form of applications and services are available, 
none address laboratory test results in a single application and 
more importantly, none provide a fully automated user-centric 
system. In this paper, we address the need for a system that 
would satisfy the aforementioned criteria. In this work we design 
an automated Web-based application, Uni-Lab, that will read the 
user’s lab test results in different formats and from different 
sources and will serve to aggregate and store them. Uni-Lab, with 
its innovative server-based OCR technology, will completely 
digitize and categorically archive the user’s medical lab results, 
in addition to providing a comprehensive and temporal 
visualization of the different results. The application will also 
provide the user with data access through a desktop, tablet, or a 
mobile phone, in addition to an optional sharing of data with 
selected medical care providers.  
 

I. INTRODUCTION 
Generally, in our part of the world, where a centralized health 
system and electronic health records are uncommon, lab tests 
results are delivered to patients either in paper form or through 
emails. Over time and especially if different clinical providers 
are involved (as opposed to a single hospital as a source), 
these results tend to get lost or they end up in chaotic piles that 
become hard to organize, making tracking changes in health 
issues difficult. However, the huge advances in information 
technology and the extensive research and development in the 
area of electronic health records have given rise to various 
systems and applications under the general name of personal 
health records (PHR). These are generally user- centric 
applications or services that enable the user or patient to 

 
 

gather his/her entire medical or health related information and 
data into one place. According to the National Committee on  
Vital and Health Statistics (NCVHS), these systems serve to 
“improve wellness activities, improve understanding of health 
issues, and increase sense of control over health” for the 
consumer [1]. In fact, lab test results, which are an integral 
part of personal health records, fail to serve their purpose in 
the absence of a temporal tracking of changes and trends; a 
fact that not only increases the risk of future health problems, 
but also related costs. Numerous applications for PHRs exist 
in the market today and most rely on mobile based 
architectures where data is stored on the mobile device such as 
My Medical, and Capzule. Others make use of mobile 
applications but also provide cloud storage of data like 
Microsoft HealthVault. Smaller and more specific applications 
also exist such as Blood Test Pro for the visualization of blood 
test results on mobile phones (A detailed description of these 
products is provided in the literature review section). 
However, in our review of the available products, none was 
found to address the field of lab tests results as a whole. 
Moreover, most of the products reviewed were found to make 
use of a mobile system, which doesn’t come without security 
and privacy concerns, especially when dealing with medical 
results which are to be dealt with high standards of security 
and privacy. Moreover, most products were found to lack 
automation and needed the manual entry of data. 
 
Our goal in this project is to develop an automated web-based 
system, Uni-Lab, which would allow the user to securely and 
automatically store all his lab tests results in one place. The 
application will also organize the results in a categorical view, 
together with a temporal visualization of the data in a 
comprehensive and user- friendly interface. A graphical view 
will allow the user to view trends and deviations from 
averages. In this way, a user can make useful use of his/her lab 
test results and most importantly, he/she can monitor and keep 
track of his health from any location and anytime. An 
additional share option will allow the patient to share lab 
results with medical care providers of his choice and subject to 
his authorization. 

II. RELATED WORK  

A. PHR Designs 
User-centric electronic personal health records have recently 
received substantial popularity and various designs and 
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systems have been developed by researchers in the field to 
improve existing functionalities. 

In [2] a user or patient-centric PHR system is proposed with 
a web-based architecture that makes use of open-source tools 
and cloud computing to address the issue of storing and 
sharing electronic health records by the patient. The described 
system is one that can integrate patient records from different 
health care delivering systems like labs, doctors, hospitals, etc. 
and from any location. The web application in [2], runs on 
J2EE platform hosted by JBOSS and it uses a 2 component 
database system comprising dcm4che server and Microsoft 
SQL database layer. The authors suggest Amazon EC2 as a 
possible cloud computing network for development [2]. Data 
security and privacy is achieved through password protected 
access. Patients can only access their own records and other 
CDOs can only access the records that they are given access to 
by the patient.  

In [3], another PHR system (PMHS: Personal Health 
Monitoring System) that makes use of the cloud and a mobile 
application for the android system is proposed. It consists of 4 
modules: a clinical data collection module, cloud based file 
manager module, CDA (Clinical Document Architecture) file 
query module and diagnosis module [3]. For clinical data 
collection, the system uses an Android based mobile app that 
serves to collect the patient’s medical records and generates 
CDA files for them. The application places the patient in 
control of his/her data in that he/she can control the sharing of 
his/her records. The gathered data is next uploaded to the 
cloud using systems like Dropbox. The application enables the 
user to retrieve desired records from the cloud, and convert 
them into a text file that will be used with the diagnosis 
module for potential disease alerts. Details of the XML 
parsing and mapping are provided in [3]. The authors of [4] 
proposes a patient-centric system of electronic health 
records(HER)in China that makes use of SD cards for medical 
data storage and complies with HL7 communication protocols 
(triggering events, messaging, information sharing, etc.). The 
system stores and deploys data in 4 different locations: the SD 
memory card, the hospital data center, the area or city storage 
center and a data backup center. Of particular interest in the 
proposed system is the use of an SD memory card that is the 
property of the patient to store his/her health records. The card 
in this system also contains a small database application that 
can run in Windows operating systems. A 2- fingerprint 
authentication (medical worker and patient) is needed for 
operating on the data on the card making the stored data 
tamper-proof [4]. 

In [5] a hybrid Web-based PHR design, Personal Health 
Manager (PHM) is described. With PHM, the patient’s health 
records are owned solely by the patient, but the updates can 
only be performed by authorized medical personnel who are 
granted access to the data by the patient. The design in [5] 
uses role-based access with access tokens (over which the 
patient has control) and Apache Shiro, a tool that prevents 
users from using pages for which they have no authorization. 
The basic tools used include J Boss 6 (Java application 
server), Java 6, MySQL5, Java Enterprise Edition which 
includes Java Server Faces 2.0 (Java Web development 
framework), JPA (Java persistence API), Hibernate 
implementation, Enterprise Java Beans 3 and Apache Shiro 

(for security). Security is ensured through X.800 architecture, 
including SSL and ID/password encryption, in addition to a 
timestamp in the Message Authentication Code (MAC) 
allowing only for a 1-time message acceptance. 

The authors of [6] describe a system that allows for the 
integration of a patient’s medical records in an already fully 
functional hospital DB and server with a mobile platform. In 
this system, a mobile server is designed to manage user 
ID/PW, access log and authorization to the corresponding 
hospital server. It receives a retrieval request and retrieves the 
required document through the hospital server in XML format 
followed by parsing it and converting it to an HTML 
document which is then sent to the mobile device for viewing. 
The mobile server in [6] is constructed with ASP.NET MVC4 
and Visual Studio (C#) and the client side with Xcode 
(Objective-C). The server-client protocol is HTTP and JSON 
data interchange. 

 
 

PHR Apps 
& 

Products 

My 
Medical Capzule 

My Quest 
by Quest 

360 

Blood 
Test Pro 

Blood 
Test 

Guide 

3In1 Lab 
Values + 
Medical 

reference 

Uni-Lab 

Cloud 
Based 

Storage 
       

Automate
d Entry         

Multi-
Platform        

Graphical 
Visualizati

on 
       

Multi-
Format 

Files 
       

Internet 
Connectio

n 
       

Share        

Device 

iOS(6.0 & 
higher) 

Mac(OSX) 
Android(2

.2 or 
higher) 

iOS 6.0 or 
later 

iPhone/iP
ad/iPod 

All 
iOS5.0 &6.0 
iPhone/iP

ad 
iOS 4.3 

 
Android 2.3 

& up 
All 

Table 1 PHR Products 

B. PHR Applications and products  
Various PHR applications, as well as apps for blood tests 

and ranges are available in the market such as HealthVault, 
MyMedical, Capzule, MyQuest by Quest 360, Zweena, 
LabCorp, Blood Test Pro, etc. The following table summarizes 
the significant features offered by some apps that can be 
considered as samples with respect to their features. 

Of particular interest is the feature of automated data entry 
on the user side which is absent in all reviewed products in 
Table 1. Most of the existing apps require tedious manual 
entry of all medical results on the user side. MyQuest by 
Quest 360 (exclusive for Quest Diagnostic Medical services) 
and a few others like Zweena and LabCorp are exceptions in 
that the user’s medical data collection, entry and organization 
are accomplished by their assigned professional staff. The user 
in such systems can access, view and share his results but 
cannot edit or change them [7, 8, 9, 10, 11, 12, 13, 14, 15]. 

Our review of related work and existing apps has led us to 
conclude that no single design or available application covers 
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clinical laboratory results in a single and secure Web-based 
application that spares the user the privacy issues associated 
with mobile systems; more importantly, none address the issue 
of automated data entry on the user side. In the absence of a 
secure application for the automated storing and managing of 
laboratory test results, the software we develop, Uni-Lab, will 
provide users with a simple, automated and secure way of 
storing their lab results and a comprehensive way of viewing 
their data anytime and from any location. Uni-Lab will also 
help them replace paper results that are prone to get lost with a 
permanent and reliable repository for their lab results with a 
simple click of an upload button and without the tedious task 
of manual data transfer commonly encountered in existing 
PHRs. In doing so, Uni-Lab will not only help the patient to 
easily monitor his/her health, but also understand the values of 
his/her tests and consequently increase his/her health-
awareness. 

III. METHODOLOGY 

Uni-Lab comprises of 2 major components, the User Side 
which includes the patient, the laboratory and the medical 
practitioner, and the Server side. Our goal is to design a Web-
based application and develop it fully so that it will store the 
user’s medical results, categorize them, give a dedicated and 
informative visualization of the results and display the 
outcome of the results with data accessible through a desktop 
computer or a mobile phone or whatever can access our Web 
App online. 
 

 
Figure 1 Front-End 

The Front-End shown in Figure 1, deals mainly with the 
components and the method by which the user will interact 
with our Web App. Uni-Lab mainly relies on the users: patient 
or lab, providing us with their results by uploading them to our 
server, and it ensures a secure and private service that enables 
them to make use of the service with complete confidence. 
Using a standard encrypted login, in addition to an added layer 
of security through the use of biometrics, ensures that only the 
appropriate users can access their own accounts and share 
them with selected medical practitioners of their choice. The 
ability to access the Web App using almost all online 
connected devices makes it convenient for users to use the 
service at any time and place provided there is an internet 
connection during login and download of data. Upon logging 
in successfully the user (patient) will have full access to 
his/her account and all that entails, including Profile( where 
the account is personalized),Settings(Where preferences as 

well as other information can be edited), Tests( where all the 
uploaded tests can be found sorted and archived) and Stats( 
where the user specified analyzed data can be viewed). Results 
can be uploaded by the patient himself/herself or by the lab. 
The patient can then share his/her results with the medical 
practitioner of his choice following a process of authorization. 
 

 
Figure 2 Back-End 

The Back-End shown in Figure 2 above deals mainly with 
all components and actions done by our side whether on the 
actual server or on the dedicated computer that will be used 
for performing the OCR and Statistical Analysis. The Server 
receives all uploaded files by the users then automatically 
commences OCR parsing of the data followed by entering the 
data into our databases which is constantly backed- up and 
archived. This allows the analysis of the stored data to be done 
at any point in time. The Server itself is secured up to the 
highest standards applicable to ensure the integrity of our data; 
only authorized administrators can directly access server data. 
The Server allows any-time-place access to the data, as well as 
local download capability. 
 

IV. DESIGN AND IMPLEMENTATION DETAILS 

A. General Overview  
Figure 3 displays a general overview of our Web-based 

application. The user side includes the patient, the lab and the 
medical care provider (doctor). Access to the data might be 
given to authorized statistical researchers at a later stage in the 
project.  

The users can access the service via the device of their 
choice which can be smart phones, tablets and PCs over an 
internet connection. The patient after receiving his/her lab 
results document uploads it to the server. The document can 
be of any type including image, PDF, text and html files. 
The server at this stage will automatically start processing the 
uploaded document. It will pass it through the OCR software 
(Tesseract). This process will convert the document into 
parsed format. This stage is followed by a parsing process that 
will extract the information relevant to the test results from the 
new file and will then send it to the database for storage. The 
patient can view his stored results anytime and anywhere. The 
application also enables a graphical visualization of the 
various parameters of the lab tests over time. The patient can 
also share his results with a medical care provider (doctor) of 
his choice via a process of authorization.  
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As for the lab, its function is to send the results to the patient 
or upload them directly to the server. The file transfers in the 
system will be encrypted using AES 256 for ensuring privacy 
and security, in addition to HTTPS protocol and a two-factor 
authentication that will include Username/ password and a 
biometric identification, mainly fingerprint identification. The 
server will also be protected by a firewall. 
 

Lab Employee

Patient

Patient

Doctor

Internet
Firewall

Server

Database File Upload

OCR

Statistical Research

Text 
Image Files

 
Figure 3 Application General Overview 

B. OCR  
What distinguishes Uni-Lab is its server side automated 

OCR technology implemented using Tesseract. In fact, a 
server-based OCR design, as explained in [16] is superior in 
quality and accuracy to “standalone” OCR mobile 
applications. [16] Mentions a text accuracy rate of 99.98% and 
a format accuracy of 99.8% for multiple pages processing with 
server-based OCR. As for Tesseract, in [17] an image 
processing technique is described as a necessary preprocessing 
step to achieve 97.1% OCR accuracy. 
 

Therefore, for our server side OCR we implemented an 
image preprocessing step using Image Magic library. We used 
built-in shell scripts to refine the uploaded image by adjusting 
the contrast and color balance. Additionally, we removed 
outlier pixels and shades from the image using textcleaner 
shell script from the same library. The script works on 
removing any unnecessary pixels that may affect the written 
text. The output of this step is a clear text image that has a 
high contrast and a sharp white and black color balance. This 
would give a better image with the same high quality 
resolution which will be the input for the next step. The used 
arguments in the image refining process are shown in Table 2 
OCR arguments' best values. We’ve concluded with a set of 
values that returned a very acceptable image quality. 
Argument name Description  Value 
-g Grey scale On 
-e Enhance brightness Stretch 
-f Filter size 25 px 
-o Noise offset 10 px 
-s Sharpness 4 (scale) 
-T Trim background On 
-p Pad around border 10 px 
-Psm Image segmentation tabular 

Table 2 OCR arguments' best values 

The next step is executing the OCR script from Tesseract 
library. Since it is an open source, Tesseract accepts training 
data from the user in order to raise detection accuracy and use 
user-defined strings in the detection process. We’ve 
downloaded shared training data for the OCR from the library 
website and used it in the process. The input arguments for the 
OCR would be the image file, language, and the training 
dataset to be used in detection. The output of this step is a text 
file containing the converted strings contained in the 
processed image.   

All the pre-mentioned steps are automated on the web 
server side, where we used WAMP web server to host and 
execute the scripts using PHP. Image refining and processing 
scripts are called through the PHP code after uploading the 
image by the user. The output of image preprocessing will 
trigger the call for the OCR script which will output the text 
contained in the image and auto save it on our web-server in a 
specified directory. All files are saved with a timestamp for 
later use. The final step would be reading and parsing the 
output text and save it to our database for analysis. 

Adding the results to the database is done through a parser 
that reads each section of the document and saves it in the 
results table. The results table will contain each patient’s lab-
test results to be used in future analysis. 

C. Graphical Visualization  

 
Figure 4 Graph extracted data 

Uni-Lab makes use of the open-source library Chart.js to 
provide patients and medical practitioners with a historical 
graphical visualization of clinical results. Figure 4 shows a 
sample graph that uses extracted data from a placeholder DB. 
The red dots represent abnormal values whereas the green 
ones indicate results falling within the specified normal range.  
 

D. Tools and Languages 
We used HTML, JavaScript and PHP for our web 
application. HTML and CSS were used for building web 
pages and forms to upload results and visualize them. Our 
pages are user friendly and simple where we used CSS 
templates to add effects and changes to HTML pages.  
JavaScript is used mainly for client side validation to check 
user inputs and uploaded files. We used JSON strings and 
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arrays to transfer data between client and server side 
because it is light weight and much faster than XML and 
any other data structure language. Finally, we used MySQL 
as our database, because it is compatible with PHP and very 
lightweight on the web server. Additionally, MySQL can 
handle large files and keep a remarkably low latency in 
retiring query results. As for the management of the 
database, it was achieved with phpMyAdmin.  

E. Access Control  
All users are authenticated using a saved combination of a 
username and a hashed password. Once the user is 
registered the username/password combination will be 
saved in a database table on the web server. For every user 
we generate a verification code based on the name, current 
date and time, and email. After the authentication each user 
can access a subset of authorized pages and forms that 
corresponds to his profile (i.e. patient or doctor). For 
example the patient can see a list of available doctors and 
contact them. On the other hand the patient can’t access 
other patients’ information.  

 

V. CONCLUSION 
In this paper, we have described Uni-Lab, a user-centric and 
Web-based application, to provide users with a simple and 
automated management of clinical laboratory results. The 
design is based on a server-side automated OCR technology 
with Tesseract. Uni-Lab offers a friendly and easy to use 
interface, a secure 2-factor access control, low latency in 
results queries and a graphical visualization of trends; which 
are all features that simplify clinical results storage and 
retrieval. Uni-Lab aims at building a long term clinical lab 
results storage and history which in turn serve to raise health 
awareness. 
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Abstract— Vehicles recognition from partial images can be 
used in many security applications. Towards this goal, we 
present in this paper a vehicles recognition system based 
on SIFT features and the use of SVM to classify the types 
of cars. A benchmark of pictures (BMW and Mercedes) 
was used to explain the benefits of the proposed method.  

1. INTRODUCTION 
 Most, if not all, of the vehicles used in illegal 

activities have their paint changed and their license plate 
replaced by that of another vehicle.  

 In this paper a system is described which 
identifies classifies cars from their partial pictures. The 
suggested system uses Scale-invariant feature transform 
(SIFT) to extract features from cars and Support vector 
machine (SVM) to classify the type of cars. A plate 
recognition software is integrated with this system to 
compare the collected data with the government database 
to identify stolen cars or any cars used in a criminal 
activity. 

 
 The outline of the paper is given as follows: 

Section 2 presents related previous work on vehicles 
recognition. We present in Section 3 the proposed 
method of recognition and classification. Section 4 
describes the experimental results obtained for the 
classification between two famous types of cars 
(Mercedes and BMW). The conclusion and some 
perspectives of this work are given in Section 5. 

2. RELATED WORK 
  Vehicles recognition is essential and can be 
used in many security applications such as identification 
of stolen cars. Despite this, few researches have been 
conducted on this subject. (Sparta Cheung)[1] 
recommended that the problem should be to investigate 
the sample using a volumetric framework in 
combination with an appearance model. (Ferencz 
2008)[2] considered the problem to be addressed as a 
visual identification and attempted to learn 
distinguished appearance plots. (Lowe 1999)[3] Used 
Scale Invariant Feature Transforms (SIFT). However, 
the approach to identification has been more of a 
general object categorization.  (Mahasin Dimassi)[5] 
proposed a method that used SIFT, SURF and 
Hausdorff distance to match cars and classify them. 

(Sparta Cheung and Alice Chu)[6] proposes a technique 
in performing make and model recognition given an 
image of an unidentified car viewed from an arbitrary 
angle. (David João Adão dos Santos)[7] recommended a 
method to identify the vehicle’s manufacturer and 
model based on the external shape and the light shape. 

 In this paper we aim to contribute by 
presenting a vehicle recognition method that uses SIFT-
based features and SVM to classify the type of cars. 

3. PROPOSED METHOD 
 The system is trained using pictures which are 

already labeled. Both, pictures from manufacturer’s 
catalogs as well real pictures taken by ordinary people, 
are processed by image processing software to extract 
features. Those features are tested using Kruskal-Wallis 
(KW) test to choose significant features then those 
significant features are used by SVM to learn how to 
identify the vehicle from a picture as shown in Figure 1. 

3.1 Feature Extraction 
 In this part, several features where extracted 

using SIFT. For the descriptor vector computation, 
several methods exist such as the scale-invariant feature 

transform [3], shape contexts [8], and speed up robust 
features (SURF) [9].In our study, we have used the 
SIFT algorithm since a comparison study presented by 

Figure 1 General scheme of the proposed method 
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Mikolajczyk and Schmid [10] shows that SIFT is better 
than the other methods. SIFT algorithm has been also 
successfully used in biometric recognition for different 
modalities such as the veins [11], face [12], fingerprint 
[13], iris [14] as well as in 3D facial recognition [15]. 
SIFT algorithm consists of four major stages: 1) scale 
space extrema detection, 2) key point localization, 3) 
orientation assignment, and 4) key point descriptor. In 
the first stage, potential interest points are identified, 
using a difference-of-Gaussian function, that are in 
variant to scale and orientation. In the second stage, 
candidate key points are localized to sub-pixel accuracy 
and eliminated if found to be unstable. The third stage 
identifies the dominant orientations for each key point 
based on its local image patch. The key point descriptor 
in the final stage is created by sampling the magnitudes 
and orientations of the image gradients in a 
neighborhood of each key point and building smoothed 
orientation histograms that contain the important aspect 
of the neighborhood. Each local descriptor is composed 
of a 4×4 array (histogram). For each coordinate of this 
array, an eight-orientation vector is associated. A 128-
elements 8×(4×4))vector is then built for each key point. 
In other words, each image im is described by a set of 
invariant features X(im) ={ ki = (si, sci, xi, yi)| i = 
1:N(im)} where si is the 128-elements SIFT invariant 
descriptor computed near the key point ki, (xi,yi) is the 
position of ki in the original image im, sci is the scale, 
and N(im) is the number of detected key points in image 
im. The features extracted are invariant to image scaling 
and rotation and partially invariant to change in 
illumination and 3D camera view point. From these 
features, six criteria are collected (see Table 1):  

 Scale: value is the sub level adjusted scale value   
 Size: is the size of the feature in pixels on the original 

image  
 Edge flag: is zero if the feature is classified as an edge  
 Edge orientation: is the angle made by the edge through 

the feature point  
 Scale space curvature: is a rough confidence measure of 

feature prominence  
 Descriptor vector 

  
  For each criterion, we have calculated the 
mean, median, variance, standard deviation, and the 
interquartile range. Except the descriptor vector, we 
have calculated the DC coefficient of the matrix         
Ms, with N(im) rows and 128 columns, related to SIFT 
invariant descriptor for si, i = 1:N(im) where N(im) is 
the number of detected key points for image im. 
 

3.2 Kruskal-Wallis Test 
 After extracting features from car images we 

use the KW test which will determine which features 

are significant as shown in Figure 2. It is a non-
parametric (distribution free) test, which is used to 
decide whether K independent samples are from the 
same population. In other words, it is used to test two 
hypothesis given by equation (1) the null hypothesis H0 
assumes that samples originate from the same 
population (i.e., equal population means) against the 
alternative hypothesis H1 which assumes that there is a 
statistically significant difference between at least two 
of the subgroups 

(1) { 𝐻𝐻0 ∶ 𝜇𝜇1 =  𝜇𝜇2 = ⋯ =  𝜇𝜇𝑘𝑘
𝐻𝐻1:  𝜇𝜇𝑖𝑖 ≠  𝜇𝜇𝑗𝑗 ∃(𝑖𝑖, 𝑗𝑗) 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖 ≠ 𝑗𝑗 

 The KW test statistic H is given by equation (2), and 
the p-value is calculated using a χ2 distribution with   
k−1 degrees of freedom. The decision criterion to 
choose the appropriate hypothesis is given in equation 
(3). 

(2) 𝐻𝐻 = 12
𝑁𝑁(𝑁𝑁+1) ∑ 𝑛𝑛𝑖𝑖𝑒𝑒𝑖𝑖

2 − 3(𝑁𝑁 + 1)𝑔𝑔
𝑖𝑖=1  

Where ni is the number of observations in group i, rij is 
the rank of observation j from group i and N is the total 
number of observations across all groups. 

(3)  

𝑒𝑒𝑖𝑖
2 =

∑ 𝑒𝑒𝑖𝑖𝑗𝑗
𝑛𝑛𝑖𝑖
𝑗𝑗=1
𝑛𝑛𝑖𝑖  𝑎𝑎𝑛𝑛𝑎𝑎 �̅�𝑒 = 1

2 (𝑁𝑁 + 1) 

{𝑝𝑝 − 𝑣𝑣𝑎𝑎𝑣𝑣𝑣𝑣𝑒𝑒 ≥ 0.05     𝑎𝑎𝑎𝑎𝑎𝑎𝑒𝑒𝑝𝑝𝑎𝑎 𝐻𝐻0
𝑜𝑜𝑎𝑎ℎ𝑒𝑒𝑒𝑒𝑤𝑤𝑖𝑖𝑒𝑒𝑒𝑒                    𝑒𝑒𝑒𝑒𝑗𝑗𝑒𝑒𝑎𝑎𝑎𝑎  𝐻𝐻0

  

Figure 2 scheme of Kruskal-Wallis test 

3.3 SVM 
  In order to classify the input image, we use 
SVM. From all existing classification schemes, a SVM-
based technique has been selected due to high 
classification rates obtained in previous works [16] and 
to their high generalization abilities. SVMs have been 
proposed by Vapnik [17] and are based on the structural 
risk minimization principle from statistical learning 
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theory. SVMs express predictions in terms of a linear 
combination of kernel functions centered on a subset of 
the training data, known as support vectors (SV). 
Suppose we have a training set {xi,yi} where xi is the 
training pattern and yi the label. For problems with two 
classes, with the classes yi ∈ {−1,1}, a support vector 
machine [17] implements the following algorithm. First, 
the training points {xi} are projected into a space H (of 
possibly infinite dimension) by means of a function ϕ 
(·).The second step is to find an optimal decision 
hyperplane in this space. The criterion for optimality 
will be defined shortly. Note that for the same training 
set, different transformations ϕ (·) may lead to different 
decision functions.  
 
  A transformation is achieved in an implicit 
manner using a kernel K (· ,) and consequently the 
decision function can be defined as:  
 
(8)    𝑓𝑓(𝑥𝑥) = 〈𝑤𝑤, ϕ(x)〉 + 𝑏𝑏 = ∑ 𝛼𝛼𝑖𝑖∗𝑦𝑦𝑖𝑖𝐾𝐾(𝑥𝑥𝑖𝑖, 𝑥𝑥) + 𝑏𝑏𝑙𝑙

𝑖𝑖=1  

with 𝛼𝛼𝑖𝑖∗ ∈ R. The values w and b are the parameters 
defining the linear decision hyperplane. In SVMs, the 
optimality criterion to maximize is the margin, that is to 
say, the distance between the hyperplane and the nearest 
point ϕ (xi) of the training set. The 𝛼𝛼𝑖𝑖∗which optimize 
this criterion are obtained by solving the following 
problem:  

(9)       

{ 
 
  
𝑚𝑚𝑚𝑚𝑥𝑥∝𝑖𝑖 ∑ ∝𝑖𝑖𝑙𝑙

𝑖𝑖=1 − 1
2 ∑ ∝𝑖𝑖∝𝑗𝑗 𝛾𝛾𝑖𝑖𝐾𝐾(𝑥𝑥𝑖𝑖, 𝑥𝑥𝑗𝑗𝛾𝛾𝑗𝑗)𝑙𝑙

𝑖𝑖𝑗𝑗=1
𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑤𝑤𝑐𝑐𝑚𝑚𝑤𝑤𝑐𝑐𝑤𝑤𝑐𝑐,

0 ≤∝𝑖𝑖≤ 𝐶𝐶
∑ ∝𝑖𝑖𝑙𝑙
𝑖𝑖=1 𝛾𝛾𝑖𝑖 = 0

 

where C is a penalization coefficient for data points 
located in or beyond the margin and provides a 
compromise between their numbers and the width of the 
margin. In this paper, we have used WEKA [18] to train 
SVM.  

4. EXPERIMANTAL RESULTS 
  The goal of the proposed method is to 
recognize the types of cars from partial images. In the 
following experiment, we will use binary classification 
to predict if the input car is BMW or Mercedes.   

  In Section 4.1, we present the experimental 
protocol. In Section 4.2, we present the results of KW 
test followed by the SVM classification results in 
Section 4.3. 

4.1 Protocol 
  A benchmark of 150 images of different 
Mercedes cars (Figure 3) and 150 images of different 
BMW (Figure 4) were used in this study to clarify the 
benefits of the presented method.  

4.2 Kruskal-Wallis Test results 
 After extracting features, we used the KW test which 
will return for us significant features to be used as input 
to the SVM classifier. According to the explanation 
presented in Section 3.2, the interpretation of results 

 

 
 
 

should be done according to the p-values. Each feature 
that has a p-value less than 0.05 would be significant. 
Table 1 presents the obtained p-value for each extracted 
feature. According to this table, all features are 
significant except the mean of size of feature on image, 
edge orientation and curvature.              
   In addition, the interquartile range of size of 
feature on image and edge orientation is not important. 
Furthermore, the median of edge orientation and 
curvature are not significant. Those features are not 
significant because their p-value is larger than 0.05. 
Furthermore, Table 1 shows also that the DC coefficient 
is important to be used as input to the SVM (With a p-
value = 0). 
 

4.3 SVM Classification results 
  In this part, the significant features (p-values 
less than 0.05) that were obtain from the KW test are 
used as input to SVM to classify the type of cars either 
BMW or Mercedes. 

  Using SVM, we have obtained results of 80% 
correctly classified instances using 10-fold cross-
validation. Those results are promising due to the small 
set of data. 

 

 

 

 
 

Figure 3 Samples of Mercedes car images 

Figure 4 Samples of BMW car images 
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Table 1 p-values of features 

5. CONCLUSION AND PERSPECTIVE 
  Car make and model recognition is an 
unfamiliar field in machine vision, but some progress 
have been made in several areas that can help further 
studies. Our work in achieving vehicles recognition 
from partial images technique extracts SIFT-based 
features and uses the SVM classifier for identifying 
cars’ type. The tests conducted on 300 images (BMW 
and Mercedes) have shown promising classification 
results that would pave the way for our vision to 
reach the future researchers.  

  For the perspectives of this work, our aim 
is to build a significant benchmark that serves as the 
building block of future researches for extending our 
work to cover simultaneously different types of cars 
by using a multi-class SVM. Furthermore, combining 
this work with license plate recognition software will 

help in security applications such as identification of 
stolen or engaged-in-criminal-activity cars.    
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Table 1 p-values of features 

5. CONCLUSION AND PERSPECTIVE 
  Car make and model recognition is an 
unfamiliar field in machine vision, but some progress 
have been made in several areas that can help further 
studies. Our work in achieving vehicles recognition 
from partial images technique extracts SIFT-based 
features and uses the SVM classifier for identifying 
cars’ type. The tests conducted on 300 images (BMW 
and Mercedes) have shown promising classification 
results that would pave the way for our vision to 
reach the future researchers.  

  For the perspectives of this work, our aim 
is to build a significant benchmark that serves as the 
building block of future researches for extending our 
work to cover simultaneously different types of cars 
by using a multi-class SVM. Furthermore, combining 
this work with license plate recognition software will 

help in security applications such as identification of 
stolen or engaged-in-criminal-activity cars.    
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Abstract— Frequency response function is a significant dimension 
for structural analysis. For an accurate result of this function, large 
number of cells is to be used, which will lead to a high amount of 
computational time. Moreover, complex periodic structures also 
require high amount of computational time costs for the relative 
study. Recursive method is a finite element method used for 
computing the frequency response function, independent of the 
number of cells. It is based on eliminating the common degrees of 
freedom between a cell and it’s succeeding one, for the nodes that 
are under no load. By means of products and inverses, the ultimate 
dynamic stiffness matrix will have a particular dimension, depending 
on the boundary and interior degrees of freedom. Computing the 
frequency response function will consume low amount of time costs, 
governed by high frequencies. The presented method is to be applied 
on periodic structures under seismic load. 

Keywords—finite element analysis; seismic load; vibrations; 
periodic structure;  recursive method 

I.  INTRODUCTION  
Recently, most studies were centered on modelling periodic 

structures under seismic loading. For that, getting the frequency 
response function, which is a major dimension used for 
modelling, is the objective of such studies. For having an 
accurate result, large number of cells is to be considered. This 
will lead to large amount of computations, which will increase 
the computational time. 

There are several approaches investigated to find the 
frequency response for structures. Starting with the spectral 
finite element method (SFEM), it uses general uniform 
structures with complex cross-sections, where all boundary 
conditions are to be considered. Using finite element method 
(FEM), the displacement in the cross section is studied. The 
variation along axis of symmetry is expressed by means of 
ordinary differential equation. The dynamic stiffness matrix is 
established by applying the virtual work method. SFEM uses 
merely one method, but it requires long computational time. 
Various scientists used spectral finite element approach on 
different applications. It was mostly used by Finnveden [1, 2]. 
Nilsson [3] applied SFEM on plates and shells. While, for 
excited structures under high frequencies, a competent approach 
is used which is dynamic stiffness matrix (DSM) [4]. This 
method divides the member under study into distinct element. 
Then, for finding the dynamic stiffness matrix, the relationship 
between the nodal displacement and forces of element is 
defined. A solution with higher accuracy is obtained with less 

computational time. A relationship between the nodal 
displacement and forces of the element is calculated to derive 
the dynamic stiffness matrix. Plane wave and interaction of fluid 
structure were examined by Birgersson [5-7]. Gry and Gravic [8, 
9] used similar approaches for finding the wave propagation on 
rails, where relative dispersion relations were found. Bartoli and 
Marzani [10, 11] analyzed similar techniques, where they 
calculated the dispersion relations for damped structures of 
arbitrary cross-sections, and with symmetric elements. The 
deformation on each point on the cross-section was calculated 
by Dong and Aalami [12, 13] using finite element analysis. 
These methods aimed to find the frequency response using 
number of operations proportional to that of cells.  

Duhamel [14, 15] interpreted the frequency response using 
recursive method (RM) on waveguide structures, such as beams, 
plates and tyres. Beams were examined as a 2 cell element. 
Increasing the number of cells lead to an increase in the accuracy 
of the results. Plates under excitation in the mid x and y position 
were also studied. After meshing the simply supported plate, the 
mass and stiffness matrices drawn from ABAQUS will be 
placed in a MATLAB program to find the frequency response, 
using recursive method.  

Demonstration of the efficiency of the recursive method is 
the intent of this paper for periodic structures that cannot be 
designed as waveguides. The study of large structures with 
complex geometries will be facilitated by using recursive 
method. It is a method used for computing the global dynamic 
stiffness matrix by means of products and inverses of matrices, 
which have the same dimension as the dynamic stiffness matrix 
of a single cell. The structure is modeled and meshed using 
conventional finite element software (ANSYS). Then, the mass 
stiffness and damping matrices found will be post processed in 
a MATLAB program for computing the frequency response 
function. Nodes that are under no load or not under study will be 
omitted using this method. Hence, internal degrees of freedom 
between the adjacent cells will be recursively removed. Trusses 
and frames are structures characterized by simplicity of 
geometry, and have in their structural composition inability to 
guide waves along their longitudinal axis. Cranes and buildings 
were modeled as trusses and frames, respectively, under various 
loading. 

 Periodic structures were examined in this paper. For the first 
application, 1-D bar structures are assembled in a crane. When 
it is under excitation it will be dealt with as a truss. Seismic 
loading was also examined on cranes. On the second hand, 
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application of recursive method will be on 2-D frame, where a 
harmonic displacement is loaded at its base (model of seismic 
load). Frame is considered as a 2-D periodic structure. In this 
procedure, an accurate response will be found with few 
computations compared to the number of computations used in 
finite element analysis.  

II. RECURSIVE METHOD 

A. Introduction 
Recursive method is a computational method that calculates 

the frequency response function of structures under loading. 
Finding the frequency response using other methods consume 
much higher computational time. This method facilitates 
identifying the global dynamic stiffness matrix, without 
spending much time for the relative calculations. The structure 
is modeled and assembled by conventional finite element 
analysis, resulting with mass, stiffness, and damping matrices 
for a one cell structure. 

The Dynamic stiffness matrix of the section studied, is built 
after post processing the obtained matrices using MATLAB 
program. Using the recursive method, the global dynamic 
stiffness matrix is found. This matrix is obtained by products and 
inverses of matrices with the same dimensions as the dynamic 
stiffness matrix of one cell.  

The structures studied, truss and frame consists of N 
identical cells. The response is denoted by u. Following is a 
demonstration for the recursive method, numerically [14]. 

B. One cell element 
To start with contemplating one cell element under a time 

dependent loading 𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖, the discrete dynamic equation of this 
cell is given by: 

 
(𝐾𝐾 + 𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑖𝑖2𝑀𝑀)𝑞𝑞 = 𝑓𝑓 (1) 

The angular frequency is denoted by 𝑖𝑖. Stiffness, damping, and 
mass matrices are denoted by 𝐾𝐾, 𝑖𝑖 and  𝑀𝑀, respectively. The 
displacement vector is  𝑞𝑞 and the loading vector is 𝑓𝑓. 
 
Then the dynamic stiffness matrix is as follows: 

 
�̃�𝐷 = 𝐾𝐾 + 𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑖𝑖2𝑀𝑀 (2) 

 
After separating the degrees of freedom into boundary (B) and 
interior (I), the dynamic equation will be given by:  

 

[�̃�𝐷𝐵𝐵𝐵𝐵 �̃�𝐷𝐵𝐵𝐵𝐵
�̃�𝐷𝐵𝐵𝐵𝐵 �̃�𝐷𝐵𝐵𝐵𝐵

] [𝑞𝑞𝐵𝐵𝑞𝑞𝐵𝐵 ] = [𝑓𝑓𝐵𝐵0 ] 
(3) 

 
No external force exists on the internal degrees of freedom, then 
the second row in equation (3) can be eliminated. This will 
result in a relation between  𝑞𝑞𝐵𝐵 and 𝑞𝑞𝐵𝐵. 
 

�̃�𝐷𝐵𝐵𝐵𝐵𝑞𝑞𝐵𝐵 + �̃�𝐷𝐵𝐵𝐵𝐵𝑞𝑞𝐵𝐵 = 0 
𝑞𝑞𝐵𝐵 = −�̃�𝐷𝐵𝐵𝐵𝐵

−1�̃�𝐷𝐵𝐵𝐵𝐵𝑞𝑞𝐵𝐵 
 

 

(4) 

Then the first row of equation (3) will be as shown in equation 
(5). 
 

𝑓𝑓𝐵𝐵 = (�̃�𝐷𝐵𝐵𝐵𝐵 − �̃�𝐷𝐵𝐵𝐵𝐵�̃�𝐷𝐵𝐵𝐵𝐵
−1�̃�𝐷𝐵𝐵𝐵𝐵)𝑞𝑞𝐵𝐵 (5) 

This shows that, only the boundary conditions are to be 
considered in the study. 
Boundary conditions will also be separated into left (L) and 
right (R) for each node.  
After decomposing into right and left, equation (5) will be: 
 

[𝑓𝑓𝐿𝐿𝑓𝑓𝑅𝑅
] = [𝐷𝐷𝐿𝐿𝐿𝐿

(1) 𝐷𝐷𝐿𝐿𝑅𝑅
(1)

𝐷𝐷𝑅𝑅𝐿𝐿
(1) 𝐷𝐷𝑅𝑅𝑅𝑅

(1)] [
𝑞𝑞𝐿𝐿
𝑞𝑞𝑅𝑅] = 𝐷𝐷(1) [𝑞𝑞𝐿𝐿𝑞𝑞𝑅𝑅] 

 

(6) 

 

𝐷𝐷(1)  is the dynamic stiffness matrix of one cell. It is a 
symmetric matrix since it consists of  𝐾𝐾 , 𝑖𝑖  and 𝑀𝑀  matrices 
which are symmetric. 

C. Assembly of two cells  
Consider two consecutive cells 1 and 2 shown in “Fig. 1”. 

 

Figure 1. Two cell element 

The dynamic stiffness matrices are A and B respectively. The 
dynamic stiffness matrix is denoted by  𝐷𝐷(2)  it relates the 
degrees of freedom between left and right side. The structure’s 
dynamic stiffness matrix is calculated by 

[
𝑓𝑓1
𝑓𝑓2
𝑓𝑓3
] = [

𝐴𝐴𝐿𝐿𝐿𝐿 𝐴𝐴𝐿𝐿𝑅𝑅 0
𝐴𝐴𝑅𝑅𝐿𝐿 𝐴𝐴𝑅𝑅𝑅𝑅 + 𝐵𝐵𝐿𝐿𝐿𝐿 𝐵𝐵𝐿𝐿𝑅𝑅

0 𝐵𝐵𝑅𝑅𝐿𝐿 𝐵𝐵𝑅𝑅𝑅𝑅
] [
𝑞𝑞1
𝑞𝑞2
𝑞𝑞3
] 

 

(7) 

The interior node is under no load, 𝑓𝑓2 = 0  
The second row in equation (7) will give a relation between 𝑞𝑞1, 
𝑞𝑞2 and 𝑞𝑞3. 
 

𝑞𝑞2 = −(𝐴𝐴𝑅𝑅𝑅𝑅 + 𝐵𝐵𝐿𝐿𝐿𝐿)−1(𝐴𝐴𝑅𝑅𝐿𝐿𝑞𝑞1 + 𝐵𝐵𝐿𝐿𝑅𝑅𝑞𝑞3) (8) 

 
Then, for a two cell structure the global dynamic stiffness 
matrix is given by: 
 

[𝑓𝑓1𝑓𝑓3
] = [𝐷𝐷𝐿𝐿𝐿𝐿

(2) 𝐷𝐷𝐿𝐿𝑅𝑅
(2)

𝐷𝐷𝑅𝑅𝐿𝐿
(2) 𝐷𝐷𝑅𝑅𝑅𝑅

(2)] [
𝑞𝑞1
𝑞𝑞3] = 𝐷𝐷(2) [𝑞𝑞1𝑞𝑞3] 

 

(9) 

 
𝐷𝐷(2) is the dynamic stiffness matrix of the two cell structure.  
 
𝐷𝐷(2) = [𝐴𝐴𝐿𝐿𝐿𝐿 − (𝐴𝐴𝑅𝑅𝑅𝑅 + 𝐵𝐵𝐿𝐿𝐿𝐿)−1𝐴𝐴𝑅𝑅𝐿𝐿 −𝐴𝐴𝐿𝐿𝑅𝑅(𝐴𝐴𝑅𝑅𝑅𝑅 + 𝐵𝐵𝐿𝐿𝐿𝐿)−1𝐵𝐵𝐿𝐿𝑅𝑅

−𝐵𝐵𝑅𝑅𝐿𝐿(𝐴𝐴𝑅𝑅𝑅𝑅 + 𝐵𝐵𝐿𝐿𝐿𝐿)−1𝐴𝐴𝑅𝑅𝐿𝐿 𝐵𝐵𝑅𝑅𝑅𝑅 − 𝐵𝐵𝑅𝑅𝐿𝐿(𝐴𝐴𝑅𝑅𝑅𝑅 + 𝐵𝐵𝐿𝐿𝐿𝐿)−1𝐵𝐵𝑅𝑅𝐿𝐿
] 
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freedom between a cell and it’s succeeding one, for the nodes that 
are under no load. By means of products and inverses, the ultimate 
dynamic stiffness matrix will have a particular dimension, depending 
on the boundary and interior degrees of freedom. Computing the 
frequency response function will consume low amount of time costs, 
governed by high frequencies. The presented method is to be applied 
on periodic structures under seismic load. 

Keywords—finite element analysis; seismic load; vibrations; 
periodic structure;  recursive method 

I.  INTRODUCTION  
Recently, most studies were centered on modelling periodic 

structures under seismic loading. For that, getting the frequency 
response function, which is a major dimension used for 
modelling, is the objective of such studies. For having an 
accurate result, large number of cells is to be considered. This 
will lead to large amount of computations, which will increase 
the computational time. 

There are several approaches investigated to find the 
frequency response for structures. Starting with the spectral 
finite element method (SFEM), it uses general uniform 
structures with complex cross-sections, where all boundary 
conditions are to be considered. Using finite element method 
(FEM), the displacement in the cross section is studied. The 
variation along axis of symmetry is expressed by means of 
ordinary differential equation. The dynamic stiffness matrix is 
established by applying the virtual work method. SFEM uses 
merely one method, but it requires long computational time. 
Various scientists used spectral finite element approach on 
different applications. It was mostly used by Finnveden [1, 2]. 
Nilsson [3] applied SFEM on plates and shells. While, for 
excited structures under high frequencies, a competent approach 
is used which is dynamic stiffness matrix (DSM) [4]. This 
method divides the member under study into distinct element. 
Then, for finding the dynamic stiffness matrix, the relationship 
between the nodal displacement and forces of element is 
defined. A solution with higher accuracy is obtained with less 

computational time. A relationship between the nodal 
displacement and forces of the element is calculated to derive 
the dynamic stiffness matrix. Plane wave and interaction of fluid 
structure were examined by Birgersson [5-7]. Gry and Gravic [8, 
9] used similar approaches for finding the wave propagation on 
rails, where relative dispersion relations were found. Bartoli and 
Marzani [10, 11] analyzed similar techniques, where they 
calculated the dispersion relations for damped structures of 
arbitrary cross-sections, and with symmetric elements. The 
deformation on each point on the cross-section was calculated 
by Dong and Aalami [12, 13] using finite element analysis. 
These methods aimed to find the frequency response using 
number of operations proportional to that of cells.  

Duhamel [14, 15] interpreted the frequency response using 
recursive method (RM) on waveguide structures, such as beams, 
plates and tyres. Beams were examined as a 2 cell element. 
Increasing the number of cells lead to an increase in the accuracy 
of the results. Plates under excitation in the mid x and y position 
were also studied. After meshing the simply supported plate, the 
mass and stiffness matrices drawn from ABAQUS will be 
placed in a MATLAB program to find the frequency response, 
using recursive method.  

Demonstration of the efficiency of the recursive method is 
the intent of this paper for periodic structures that cannot be 
designed as waveguides. The study of large structures with 
complex geometries will be facilitated by using recursive 
method. It is a method used for computing the global dynamic 
stiffness matrix by means of products and inverses of matrices, 
which have the same dimension as the dynamic stiffness matrix 
of a single cell. The structure is modeled and meshed using 
conventional finite element software (ANSYS). Then, the mass 
stiffness and damping matrices found will be post processed in 
a MATLAB program for computing the frequency response 
function. Nodes that are under no load or not under study will be 
omitted using this method. Hence, internal degrees of freedom 
between the adjacent cells will be recursively removed. Trusses 
and frames are structures characterized by simplicity of 
geometry, and have in their structural composition inability to 
guide waves along their longitudinal axis. Cranes and buildings 
were modeled as trusses and frames, respectively, under various 
loading. 

 Periodic structures were examined in this paper. For the first 
application, 1-D bar structures are assembled in a crane. When 
it is under excitation it will be dealt with as a truss. Seismic 
loading was also examined on cranes. On the second hand, 
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This matrix is symmetric, since it consists 𝐴𝐴 and 𝐵𝐵 matrices 
which are symmetric. Thus equation (9) can be written in the 
form: 

𝐷𝐷(2) = {𝐴𝐴,𝐵𝐵} (10) 
 

D. General case 
For studying a general case, consider a structure consisting 

of N identical cells, where the internal nodes are under no load. 
The total dynamic stiffness matrix is denoted by  𝐷𝐷(𝑁𝑁) . The 
structure is periodic and isotropic. 

For the structure made up of identical cells, recursively 
remove the internal degrees of freedom which are under no load. 
Thus the element which is made of two cells will be considered 
as one. The current one cell element will be assembled with an 
identical cell element. Doing the same procedure for the whole 
structure, the resultant will be a one cell element that includes 
all nodes under. 

To avoid any limitation in the number of cells, the number 
of operations will be  𝑙𝑙𝑙𝑙𝑙𝑙2𝑁𝑁 . An illustration for the whole 
process is shown in “Fig. 2”. 

Figure 2. Procedure of removing cells 
After computing the frequency response function 

conventionally (using ANSYS), the response will be compared 
to that determined from the recursive method. RM is defined by 
a self-written MATLAB code where it takes the K, M and C 
matrices of a one cell from ANSYS for the purpose of 
assembling it reaching N cells, recursively. Functions were used 
for demonstrating the work.  

Large number of computations were saved by using 
recursive method. This method is an economic and accurate 
approach, for computing the dynamic stiffness matrix of 
structure consisting of large number of cells.  

E. Truss 
Trusses are element structures that are made up of more than 

one bar element. Cranes are dealt with as trusses under harmonic 
vibrations. The repeated cell in the truss is shown in “Fig. 3”. 
The vertical bars tolerate larger load, for that, those bars have 
larger cross-sectional area than the cross-sectional area of 
horizontal bars and inclined ones. Each element is aligned with 
respect to the global coordinate system. 

Figure 3. Repeated cell of the truss structure (dimensions are in meters) 

The discerete dynamic stiffness matrix is: 
[𝐾𝐾𝑒𝑒 + 𝑖𝑖𝑖𝑖𝐶𝐶̅𝑒𝑒 − 𝑖𝑖2�̅�𝑀𝑒𝑒][∆̅𝑒𝑒] = [�̅�𝐹𝑒𝑒] (11) 

The angular frequency is denoted by 𝑖𝑖, and 𝑖𝑖 = √−1 . 
Local stiffness, damping, and mass matrices are denoted 
by �̅�𝐾𝑒𝑒, 𝐶𝐶̅𝑒𝑒  and �̅�𝑀𝑒𝑒respectively. The local displacement vector 
is  ∆̅𝑒𝑒. The local loading vector is �̅�𝐹𝑒𝑒. 
The bar element which have constant cross-sectional area and 
length   𝑙𝑙, is assembled in truss,  �̅�𝐾𝑒𝑒 and �̅�𝑀𝑒𝑒 matrices are: 

𝐾𝐾𝑒𝑒 = 𝐸𝐸𝐴𝐴
𝑙𝑙 [

1 0
0 0

−1 0
0 0

−1 0
0 0

1 0
0 0

] 
 

(12) 

�̅�𝑀𝑒𝑒 = 𝜌𝜌𝐴𝐴𝑙𝑙
6 [

2 0
0 2

1 0
0 1

1 0
0 1

2 0
0 2

] 
 

(13) 

 
𝐶𝐶̅𝑒𝑒 matrix is established using hysteretic damping where the 
dynamic stiffness matrix is: 

𝐷𝐷𝑒𝑒 = (1 + 0.01 ∗ 𝑖𝑖)𝐾𝐾𝑒𝑒 − 𝑖𝑖2𝑀𝑀𝑒𝑒 (15) 

The dimensions of the crane are found from a real life 
application; a free standing tower crane with a fixed foundation. 
The cells are repeated for 16 times, thus the total length taking 
the foundation length into consideration is 53.65 m. “Table. I” 
shows the characteristics of the studied steel bar. 

Using recursive method, it is capable to find the dynamic 
stiffness matrix without building a global assembly. At the node 
studied, the frequency response function is calculated under a 
range of driving frequencies. 

TABLE I.      CHARACTERISTCS OF A BAR 

Young’s modulus of elasticity 𝐸𝐸 = 200 GPa 

Density 𝜌𝜌 = 7800 kg
 m3 

Larger cross-sectional area 𝐴𝐴1 = 0.001175 m2 

Smaller cross-sectional area 𝐴𝐴2 = 2.91 ∗ 10−4 m2 
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F. Truss under forced vibration at the last node  
 

    A model of free standing crane which is considered as 
periodic structure is shown in “Fig. 4”. Last nodes are exposed 
to forced vibrations where 𝐹𝐹 = 𝐹𝐹0𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖 and 𝐹𝐹0 = 1 N. 
    In the global system, nodes one and two are fixed, this will 
remove the degrees of freedom at those nodes. Using a 
relationship between the cell and the successive one, the matrix 
is built up. 

   The results found using RM and conventional finite element 
program (ANSYS) for determining the frequency response 
function are presented in “Fig. 5”. 

The time ratio between the two methods is approximately 1:18, 
shown in “Table. II”. 

 

Figure 4. Overview on the crane structure 

 

Figure 5. Displacement at exited node (logarithmic scale) 
  

TABLE II.   TIME ELAPSED AND TIME RATIO FOR BOTH METHODS  

Method Elapsed time (sec) Time ratio 

RM 0.638 𝑡𝑡𝑅𝑅𝑅𝑅
𝑡𝑡𝐹𝐹𝐹𝐹𝑅𝑅

=̃ 1
18 

FEM 11.43 

 

G. Truss under siesmic load  
     For the periodic structure, the first two nodes are exposed to 
seismic load which is modeled as a harmonic displacement of 
0.01 m on the base of the structure. 

    The results found using recursive method and conventional 
finite element program (ANSYS) for determining the frequency 
response function are presented in “Fig. 6”. 

The time ratio calculated between two methods is approximately 
1:22, as in “Table. III”. 

Figure 6. Displacement of the last node (logarithmic scale) 
 
TABLE III.   TIME ELAPSED AND TIME RATIO FOR BOTH METHODS  

Method Elapsed time (sec) Time ratio 

RM 0.505 𝑡𝑡𝑅𝑅𝑅𝑅
𝑡𝑡𝐹𝐹𝐹𝐹𝑅𝑅

=̃ 1
22 

FEM 11.08 
 

H. Frame under seismic load  
Frames are structures that have a combination of beams 

which resist loads. Such structures are modelled to overcome 
large moments developed due to the applied loading. 

Building under seismic load is modelled as a frame. The 
cross sectional dimensions of repeated cell used is illustrated in 
“Fig. 7”, and the repeated cell is shown in “Fig. 8”, respectively. 
The vertical and horizontal beams have the same cross-sectional 
area. 

Frame analysis for local element is similar to the truss 
element.  �̅�𝐾𝑒𝑒 and 𝑀𝑀𝑒𝑒 matrices are found from ANSYS program 
𝐶𝐶̅𝑒𝑒 matrix is established using hysteretic damping as mentioned 
for the truss. The beam used is made up of steel which have 
modulus of elasticity and density similar to that of the bar 
element. The nodes at the base are under a harmonic 
displacement, where the displacement is 0.01 m.  

     The results found using recursive method and conventional 
finite element program (ANSYS) for determining the frequency 
response function are presented in “Fig. 9”. 

The time ratio calculated between two methods is approximately 
1:31.6, as in “Table. IV”. 
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Figure 7. Dimensions of a beam (in meters) 

 

Figure 8. Repeated cell for the frame structure (dimensions are in meters) 
 

 

Figure 9. Displacement of the last node (logarithmic scale) 
 
TABLE IV.   TIME ELAPSED AND TIME RATIO FOR BOTH METHODS  

Method Elapsed time (sec) Time ratio 

RM 2.078 𝑡𝑡𝑅𝑅𝑅𝑅
𝑡𝑡𝐹𝐹𝐹𝐹𝑅𝑅

=̃ 1
31.6 

FEM 65.8 

 

III. CONCLUSION 
Recursive method is an approach used for calculating the 

frequency response function of periodic structures.  For finding 

an accurate result, high number of cells must be considered, 
which will lead to large number of computations. This method 
provides an accurate solution and it decreases the time 
consumption. Also, recursive method is efficient for calculating 
the frequency response function for complex structures. This 
method showed high accuracy level at high frequencies. Its 
accuracy can be increased by changing the type of element from 
linear to quadratic, therefore vibrations at internal nodes may be 
computed. In general this method is applicable and effective 
when the structure is not under large number of forces. When 
the forces are exerted on every node, the method will not be 
feasible for calculating the frequency response function, since 
the advantage of removing the internal nodes recursively will be 
lost. The percentage of error for the truss under forced vibrations 
was calculated to be 11.783%, and for the truss under seismic 
load was 18.92%, while that for the frame was 12.544%. This 
difference is due to the inverse of the dynamic stiffness matrix, 
which will leads to a slight numerical difference between finite 
element method and recursive method. 
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Abstract-This paper presents the development of software 
elements for a structural health monitoring system, utilizing a 
network of piezoelectric sensors mounted on a sandwiched carbon 
epoxy structure. Normalization of collected data is achieved via a 
simple frequency response function, and damage classification via 
a supervised linear support vector machine reliant upon pre-
identified training data. What follows is the validation and 
optimization of the generated model, and the authors express 
further venues for expanded performance.    

I. INTRODUCTION 

Over the turn of the century, there has been a vast increase in 
the use of composite structures for high performance aerospace 
applications, for which conventional testing typically requires 
partial disassembly and lengthy inspection. Such structures are 
responsive to guided waves, as material imperfections and 
minor deformations give rise to changes in the transmitted 
waveform, which could enable semi-synchronous in-place 
examination. However, the developed responses are too 
complex for human assessment, making software essential for 
any in-depth study. Full automation could result in novel 
applications, as it could function as the basis of an in-flight 
damage response system active during nominal operation.  

The main goal of this project is to build a structural health 
monitoring (SHM) system for said applications, capable of 
detecting whether damage is present in the structure, and locate 
the damage if present. Emphasis is placed mostly on 
developing the necessary software, as the component hardware 
is already well developed.  

In this paper, we detail the experimental testbed and 
software in section 2, the results of said setup in section 3, and 
the conclusion in section 4. Section 5 features venues for 
further development.  

II. EXPERIMENTAL SETUP 

A. Equipment 
The specimen to be tested is a sandwiched carbon epoxy 

plate, with waves transmitted and collected by a square array 
of 12 piezoelectric transducers (PZT‟s). As the plate is 
nominally healthy, damage effects are simulated by placement 
of small masses at desired locations, with increasing weight 
simulating greater damage. 

The SHM system hence described utilizes the following 
cutting-edge instruments: an NI PXIe-2593 Multiplexer, NI 
PXIe-5122 Digitizer, and an NI PXIe-5422 Arbitrary 
Waveform Generator. The waveform generator is used to 

provide input waves, which are all sinusoids of varying 
frequency. All PZT‟s are connected to the multiplexer, as the 
multiplexer determines which acts as input (the others all being 
designated as output) at the beginning of each test cycle. The 
digitizer then transforms this collected data into a computer-
readable for m.    

B. Software 
Our software consists of three elements operating in 

sequence – a LabVIEW data collection code, a MATLAB 
frequency response function, and a two-stage MATLAB 
support vector machine (SVM).  

The LabVIEW code governs the operation of the above 
equipment, and can if necessary supplant the waveform 
generator by providing signals of its own. Its chief function is 
controlling the multiplexer and organizing the collected data 
into files readable by the next two elements. 

The frequency response function is used for normalizing the 
data, rendering them into comparable sets. A Fast Fourier 
transform is used to move from the time domain to the 
frequency domain. From this, a vector is created detailing 
amplitude of transfer function (ratio of the output to the input) 
at a distinct set of frequencies. Which frequencies and how 
many are utilized can be varied for optimized study.  

The SVM is responsible for data classification, through 
which damage is classified. In this particular example, the 
SVM is a supervised single class device, which is to say firstly 
that it must be „trained‟ beforehand with pre-classified data in 
order to operate, and secondly that it can only distinguish two 
distinct damage states from one another. It can, for instance, 
distinguish healthy sites from damaged ones, or mildly 
damaged from highly damaged sites, but cannot do both within 
the same classifier. Once the two damage states have been 
identified and given appropriate labels (1 or -1), the classifier 
produces a decision value for each data set; if positive, it is 
considered part of the type 1 set, and if negative, it is 
considered part of the other set. This is done through the 
following:  

Assume we have the following graph with x‟s and o‟s. We 
want to draw a straight line that separates the 2 examples such 
that it can have the largest width from the 2 examples: 
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Figure 1 

 
We are going to assume a vector  ⃗⃗⃗  and that vector (of any 

length)is constrained to be perpendicular to the hyperplane. In 
addition assume that we have an unknown that we would like 
to know on which side of the gap it falls. 

 
And we do that by projecting the vector   ⃗⃗  on  ⃗⃗⃗ . Therefore 

we get the distance of that unknown in the perpendicular 
direction giving us where this unknown resides. Representing 
this in an equation: 

 ⃗⃗⃗     ⃗⃗    
 

Where b represents some constant, thus will account for any 
change in the sign. 

 
 ⃗⃗⃗     ⃗⃗                        

 
Let‟s call this the decision rule and this would represent the 

unknown falling on the o‟s side. The problem lies in what the 
value of b is and which  ⃗⃗⃗  to use since there are many vectors 
perpendicular to the hyperplane with several lengths for a 
particular w. Therefore we need to provide some constraints to 
know what the following b and w‟s are. 

 
 ⃗⃗⃗     ⃗⃗         

 
 ⃗⃗⃗     ⃗⃗          

 
We introduce an additional variable   , to simplify the math, 

such that: 
   = + 1 if the sample is o 
   = -1 if the sample is x 
 
Therefore: 

    ⃗⃗⃗     ⃗⃗  ⃗         
 

    ⃗⃗⃗     ⃗⃗  ⃗         
We can see that both equations are the same so let‟s 

represent any sample, o or x, by q. 

 
    ⃗⃗⃗     ⃗⃗  ⃗         

We‟ll add one more constraint: 
 

    ⃗⃗⃗     ⃗⃗  ⃗                        
And this equation would represent the parts of the sample 

that lie on the maximum distance from the hyperplane. 

 
Figure 2 

 
To find the width of the gap we calculate: 

width =   ⃗⃗    ⃗⃗    (  ⃗⃗⃗ 
   ⃗⃗⃗   ) =  

   ⃗⃗⃗   . 
So, to maximize the width we need to minimize    ⃗⃗⃗    which 

in turn means we can minimize       ⃗⃗⃗   
 . 

 
Since this mathematical problem is a constrained problem, 

thus an efficient and most commonly used method to solve it is 
to construct the Lagrange function which will transform the 
constrained problem into an unconstrained problem. 

 
Lagrange function: 

              ⃗⃗⃗   
   ∑  [    ⃗⃗⃗      ⃗⃗  ⃗       ]

 
    

After manipulating the equation based on the previously 
mentioned equations (1) and (2), (3) becomes: 
 

        ∑      ∑∑         ⃗⃗    ⃗⃗  
   

 

Which also tells us that this decision rule depends on the dot 
products of  ⃗⃗  and  ⃗⃗ . 

III. RESULTS 

A. Equipment 
Four damage cases were to be studied - healthy, extremely 

mild (individual micrometer-depth cracks), intermediate 
(fractions of a millimeter crack) and heavy (large cracks 
sufficient to cause shearing or separation of layers) – hereafter 

Hyperplane 
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        ∑      ∑∑         ⃗⃗    ⃗⃗  
   

 

Which also tells us that this decision rule depends on the dot 
products of  ⃗⃗  and  ⃗⃗ . 

III. RESULTS 

A. Equipment 
Four damage cases were to be studied - healthy, extremely 

mild (individual micrometer-depth cracks), intermediate 
(fractions of a millimeter crack) and heavy (large cracks 
sufficient to cause shearing or separation of layers) – hereafter 

Hyperplane 

identified as 1, 2, 3 and 5. For initial tuning, comparison was 
made between healthy and heavy damage cases, as it was 
presumed these would be most readily distinguishable. 162 
samples are chosen, with one-third of them randomly 
designated as training data (pre-labeled) and the remainder as 
testing (to be classified). 

 
(a) 

 
(b) 

 
(c) 

Figure 3. Plot of SVM classification results based on number of features:  
(a) 2500, (b) 1250, (c) 500. Red/blue indicate healthy/unhealthy training data, 

green/yellow indicated healthy/unhealthy testing data. 
 

The training data is sorted perfectly, as is to be expected, 
seeing as it is the basis of the model. However, classifier 
accuracy with regards to the testing data varies depending on 
the number of features, i.e. number of data points, which in our 
case would be 15000 due to the high sampling frequency of the 
waveform generator and the digitizer being used. In the first 
case, all features are used – all 2500 – followed by 1250 and 
500, with corresponding accuracies of 95.37%, 95.37% and 
77.78%.  

As this yields the largest accuracy, what remains is repeated 
with 1250 features. This analysis is repeated for varying 
combinations of damage cases.    

 
TABLE I 

SVM ACCURACY FOR DAMAGE CASE COMPARISON 
Case 1 vs. 2 1 vs. 3 1 vs. 5 2 vs. 3 2 vs. 5 3 vs. 5 
Accuracy  50.93% 87.04% 95.37% 87.96% 95.37% 99.07% 

 

IV. CONCLUSION 

As can be noticed from the plots in Fig.3, dispersion of 
decision values increases as the number of features is reduced. 
This suggests that the majority of features are not changing 
meaningfully, creating similarities between sampled data 
points that drive down the decision value. These features are 
not necessary for classification and can be done without. 
However, removing too many features results in a loss of those 
which are changing, and though decision values increase in 
absolute magnitude as points are more easily distinguished, 
accuracy decreases as the characteristic pattern becomes 
missing. 

From Table 1, it is most notable that the classifier is all but 
incapable of distinguishing case 1 from case 2, and that 
comparison of case 1 or case 2 vs. a particular damage case 
yields similar results. As damage case 2 describes microscopic 
damage which does not notably weaken the structure, this 
apparent similarity is not a critical issue, but as greater damage 
tends to originate from such sites the ability to distinguish them 
would nevertheless prove useful. It is noteworthy that higher 
damage states are more readily distinguished from one another 
than from the healthy plate, which suggests different modes of 
damage. This agrees with our understanding of the physical 
phenomena behind them. 

V. FURTHER DEVELOPMENT 

While all components are satisfactory as they are, further 
testing could undoubtedly result in greater optimization. The 
most effort can be put in the classifier, and an obvious roadmap 
is already in place. First of these steps is to develop a multi-
class version of the developed classifier. This may be a one-
vs.-all scheme, which is essentially a sequence of single class 
classifiers each separating one category from the others, or an 
all-vs.-all scheme, in which all data points are plotted and 
clustered and hence separated simultaneously. The large 
accuracies demonstrated in Table 1 are testament to its 
viability. Second is to modify the single-class SVM to be 
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unsupervised, so that it does not require pre-training. Third 
would be to combine the above two cases to produce a 
qualified unsupervised multi-class SVM. Finally, it may pay to 
see if accuracy varies with shuffling of the input data, 
particularly in the case of the unsupervised classifiers.   

A fourth stage is still necessary in order to localize the 
damage. This could be achieved by plotting the transducers and 
producing equations for the lines of response and noting which 
of them intersect, then seeing where two intersecting lines both 
show damage. In our case, the fixed geometry of the piece 
makes this a simple task, but a generalized form could be made 
in which the shape of the PZT array is an input, from which the 
lines of response are determined by the software rather than 
given. The possibility for improved precision by comparing 
back-and-forth signals along the same line of response 
(between cases where a is input and b is output, and where b is 
input and a is input) should also be put under consideration. 

Unsupervised classification algorithm is in the final stages 
where the famous k-means algorithm is being implemented. K-
means algorithm is a partitional clustering algorithm where it 
partitions the given data into k-clusters and the data will be 
categorized based on the location of the centroid of the data 
present in each cluster.  

Currently, one of our objectives is trying to integrate 
LibSVM within our LabVIEW program to automate the 
process with minimum number of stages and softwares being 
used. 

It is noteworthy that our whole setup including the 
LabVIEW program and the MATLAB code, could be 
implemented on a higher scale system, i.e. using n number of 
sensors in real life applications such as damage detection in 
aircraft wings and in fuel piping systems. 
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Abstract- Cardiovascular diseases are among the leading causes 
of human death worldwide. These include highly lethal conditions 
such as coronary artery and peripheral vascular diseases, as well 
as cases such as bulges and stenosis inducing different 
complications in the organism. Such cases in the arterial walls 
affect blood flow, which may lead to the damage of various organs 
and regions in the organism. Cardiovascular diseases were 
traditionally treated using drug delivery methods that involved 
pills and injections, chemical activation, controlled release and 
drug entrapment using proteins and polymers. However, these 
methods have several major side effects on the patient, such as 
overdose. These negative effects can be reduced by treating the 
disease using targeted drug delivery. These methods include 
magnetic targeted drug delivery, microrobot injection and gene 
therapy. This paper focuses on the analytical and numerical 
investigation of the magnetic targeted drug delivery in a human 
diseased arterial system. The principle of this technique is based on 
allowing flow retention and enabling the drug to be deposited in the 
desired tumor site for a longer duration. In this study, a 1D 
analytical model is developed to describe the hemodynamics in an 
artery under the influence of an external magnetic field. The model 
is used to simulate the effect of several parameters on flow 
distribution. These parameters include the volume fraction of the 
magnetic nanoparticles, the artery diameter and the magnetic field 
intensity. Furthermore, a 3D computational model will be 
developed to address the hemodynamics for a patient-specific 
arterial model obtained from CT scan data. 

I. INTRODUCTION 

Around 17 million deaths per year are approximated by the 
World Health Organization (WHO) with cardiovascular related 
causes. In addition, the projection to 2030 is around 24 million 
deaths due to cardiovascular diseases, maintaining its position 
as the most fatal disease around the globe [4]. 
Among these cardiovascular diseases are stenosis and aneurysm. 
Stenosis induces narrowing of the blood vessels, causing the 
obstruction of blood flow. For instance, stenosis in the arteries 
can block the oxygen transport to different organs and tissues, 
which can cause serious damage within the human 
body.  Another cardiovascular disease is aneurysm, which is an 
arterial condition causing the weakening of the arterial wall, thus 
allowing the artery to bulge which may cause the blood vessels 
to rupture. Thus, it is important to develop an appropriate and 
suitable mathematical model and numerical simulations to better 
understand and develop the appropriate knowledge to treat these 
cardiovascular diseases. 

Current drug delivery systems, such as oral and intravenous drug 
delivery methods present numerous limits whether in methods 
of delivery or on desired impact. Drug delivery to diseased sites 
in the organism may fail or can be largely attenuated because of 
the delivery method. Also, current drug delivery techniques may 
present negative side effects on individuals and cause other 
sources of complications in the body. That’s why it is crucial to 
seek novel and non-invasive drug delivery systems, such as 
magnetic targeted drug delivery. Magnetic targeted drug 
delivery is done by injecting drug carriers such as magnetic 
nanoparticles into the artery in which the blood flows to the 
targeted infected cells. An external magnet is then used in order 
to magnetize the magnetic particles. Using magnetic targeted 
drug delivery methods would decrease the body's exposure to 
toxic and harmful drugs, such as the side effects of 
chemotherapy, by reducing the dosage of drugs taken into the 
blood. Several studies were conducted to investigate the flow of 
a ferrofluid under an externally applied magnetic field.  
Andersson et al. analyzed the flow of a ferrofluid driven by a 
stretchable sheet, under the influence of an external magnetic 
field [1]. In their study, the fluid is considered to be viscous and 
non-conductive, while the flow is assumed to be in 2D. It is 
found that the magnetic field applied decelerates the flow of the 
ferrofluid. On the other hand, Wang et al. modelled a 3D flow 
of a ferrofluid inside a blood vessel for magnetic drug delivery, 
where the velocity is seen to decrease with increasing magnetic 
field intensity, and the pressure drop is seen to decrease near the 
vessel wall [2]. Another study was conducted by Weng et al. 
where the effect of natural blood particles and artificial 
nanoparticles on the flow of a ferrofluid under an applied 
magnetic field were examined. It is found that the increase in the 
volume fraction of artificial particles in the presence of a 
magnetic field in the direction of fluid flow leads to an increase 
in the magnetic body force, hence an increase in the flow axial 
velocity. As for the natural particles, an increase in their volume 
fraction leads to an increase in the fluid effective viscosity hence 
a decrease in the flow axial velocity. The results also reflect the 
effect of increasing the magnitude of magnetic field along the 
flow where velocity is seen to increase as the magnitude 
increases [3].  

In this study, a 1D analytical model as well as a 3D 
computational model are built to analyse the hydrodynamics of 
ferrofluids in human diseased blood vessels under the influence 
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of an external magnetic field generated by a magnetic dipole. A 
CT scan of a human artery will be used to simulate the problem 
numerically in order to replicate the natural conditions more 
accurately. For the same reason, the pressure at the outlet will 
be taken as variable, which was assumed to be constant in other 
studies. This study will contribute to the enhancement of future 
magnetic targeted drug delivery systems which carry an 
immense potential in disease treatment and clinical applications. 

II. PROBLEM APPROACH 

The flow problem in 1D and 3D analysis will be approached 
using the following fundamental equations: 
Continuity equation in cylindrical coordinates [3]: 
 
1
r
∂(rur)
∂r + 1

r
∂u∅
∂∅ + ∂uz

∂z = 0 (1) 

Momentum equation (Navier Stokes): 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 − 𝜇𝜇0𝜎𝜎𝑚𝑚𝜑𝜑𝑚𝑚𝑙𝑙

𝑑𝑑ℎ
𝑑𝑑𝑑𝑑 = 𝜇𝜇𝑒𝑒𝑒𝑒𝑒𝑒 (

1
𝑟𝑟
𝑑𝑑
𝑑𝑑𝑟𝑟 (𝑟𝑟

𝑑𝑑𝑢𝑢𝑧𝑧
𝑑𝑑𝑟𝑟 )) (2) 

Where m is the magnetization, “h” the internal magnetic field, 
µeff: the effective viscosity that considers the effects due to the 

nanostructures and 𝜇𝜇0𝜎𝜎𝑚𝑚𝜑𝜑𝑚𝑚𝑙𝑙
𝑑𝑑ℎ
𝑑𝑑𝑑𝑑   is the magnetic force per 

unit volume.  

The flow is considered incompressible, fully developed and 
steady state. 

III. METHODS 

A. 1D analytical method: 
Boundary conditions: 

Static pressure inlet=89.44486mmHg 
Static pressure outlet=89.06982mmHg 
Velocity profile: 
uz(r) = 1

4.μeff
× (P2−P1L ) × (1 − AB) × (r2 −  D2

4 ) (3) 

Where A = μ0 × σm × φ × ml, B = −∆H
μ0×σm×ml

  , φ is the volume 

fraction of artificial particles, μ0 is the magnetic permeability of 
vacuum, σm is the ratio of the volume occupied by the magnetic 
phase to the total volume of artificial particles and ml  is the 
saturation magnetization of magnetic solid material [3]. 

∆H  is a unitless parameter describing the magnetic field 
gradient.  

∆H = −μ0 × σm × ml
dh
dz
dp
dz

 (4) 

Pressure profile:   P(z) =  P2−P1L × z + P1(5) 
Volume flow rate:    
Q = 1

4.μeff
× (P2−P1L ) × (1 − AB) × 2 × 𝜋𝜋 × −𝐷𝐷4

64  (6) 

B. 1D numerical method: 
Case 1 boundary conditions: 

Total pressure inlet=90mmHg 
Vascular resistance outlet range= ∆𝑃𝑃

𝑄𝑄 = 29873Pa.s/m3 to 
16627Pa.s/m3 where ∆𝑃𝑃 is the pressure drop across the arterial 
section and Q is the theoretical flow rate in the artery. The 
vascular resistance accounts for the vessel branch system at the 
outlet of the artery. 

Case 2 boundary conditions: 
Static pressure inlet=90mmHg 
Vascular resistance outlet range=29873Pa.s/m3 to 16627Pa.s/m3 

 
C. 3D numerical method: 

Ferrohydrodynamics (FHD) relies on the assumption that the 
magnetic force plays the largest role, and that the biomagnetic 
fluid (here, the blood) is not electrically conductive. For a 
magnetic source with high magnetic field gradient, this 
approach will be followed. For this, the following formulation 
for “h” will be used: 
h    (7) 
“h” is an irrotational vector that represents the gradient of the 
scalar field. [1] 
∇. 𝜇𝜇0ℎ = 0    ∇2∅ = 0 (8)                                                         
This formulation follows Laplace’s equation. 
After solving the above Laplace equation with the 
corresponding boundary conditions we get the following 
solution: 
The following formulas will be used for the parameters in the 
simulation while assuming that the flow is axisymetric: 
Based on [1], the following equations we obtained: 
Magnetic scalar potential:  
 
                                             
(9)            

 
 
Magnetic field “h”:   

 
 
(10) 
 
 
 
 
(11) 
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IV. RESULTS 

IV.I. 1D analytical results 

 
Figure 1. Volume flow rate versus ΔH while varying phi for Ptotal at inlet and 

resistance at outlet 
 

 
Figure 2. Volume flow rate versus ΔH while varying phi for Pstatic at inlet and 

resistance at outlet 
 
For a negative ΔH, the flow rate decreases dramatically as the 
volume fraction of the magnetic nanoparticles (phi) increases. 
For positive ΔH, the increase of phi has no significant effect on 
the flow rate. 
 

 
Figure 3. Volume flow rate versus ΔH while varying vessel diameter for Ptotal 

at inlet and resistance at outlet 
 

 
Figure 4. Volume flow rate versus ΔH while varying vessel diameter for Pstatic 

at inlet and resistance at outlet 
 

As the artery diameter increases, the flow rate shifts upward. 
 

 
Figure 5. Volume flow rate versus ΔH while varying outlet resistance for Ptotal 

at inlet and resistance at outlet 
 

 
Figure 6. Volume flow rate versus ΔH while varying outlet resistance for Pstatic 

at inlet and resistance at outlet 
 

As the outlet resistance increases, the flow shifts downward. 
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Figure 7. Volume flow rate versus ΔH while varying phi for Pstatic at inlet and 

outlet 
 

For negative ΔH, the flow rate decreases as phi increases, 
while for positive ΔH, the flow rate increases as phi increases. 
 

 
Figure 8. Volume flow rate versus ΔH while varying vessel diameter for Pstatic 

at inlet and outlet 
 

As the artery diameter increases, the flow rate shifts upward. 
 

 
Figure 9. Magnetic force versus ΔH while varying phi 

 
For negative ΔH, the magnetic force decreases dramatically as 
phi increases, while for positive ΔH, phi has no significant effect 
on the magnetic force. 
 
 

V. DISCUSSION 

As ΔH increases in the negative direction, the magnetic force 
opposing the ferrofluid flow increases, causing its retention, 
hence decreasing it. This method can be applied to target a 
diseased site inside a blood vessel and accurately release the 
nanoparticles encapsulating the drug to treat the condition. 
On the other hand, the increase of volume fraction of magnetic 
nanoparticles while applying the magnetic field in the positive 
direction has little effect on the magnetic force, hence a non-
significant effect on the flow rate.  

Finally, assuming a constant static pressure at inlet and outlet, 
as the work done in previous articles, results in a linear behavior 
of the flow rate when varying ΔH. However, when the resistance 
at the outlet of the artery, due to the distribution of blood in 
different branches after exiting the arterial section, was 
accounted for, the flow rate behaves non-linearly when ΔH is 
varied, which better mimics cases in the natural environment. 
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APPENDIX 

Parameters Value 
L (m) 0.05  

Pin (Pa) 15*103   
Pout (Pa) 13.3*103  
𝜇𝜇0 (H.m-1) 4*pi*10-7  

𝜎𝜎𝑚𝑚 0.64 
𝑚𝑚𝑙𝑙 4.78*105 

D (m) 0.006  
𝜇𝜇𝑓𝑓 (mPa.s) 1.19 

𝜀𝜀 1.05 
𝜀𝜀𝑚𝑚 1.08 

 

𝜇𝜇 = 𝜇𝜇𝑓𝑓 × (1 + 5
2 𝜀𝜀(𝑝𝑝ℎ𝑖𝑖 + 𝑝𝑝ℎ𝑖𝑖𝑖𝑖)) 

𝑘𝑘 = 3
2 × 𝜇𝜇 × 𝑝𝑝ℎ𝑖𝑖 

𝜇𝜇𝑀𝑀𝑀𝑀 =  𝜀𝜀𝑚𝑚 × sin(𝑝𝑝ℎ𝑖𝑖)2 
𝜇𝜇𝑒𝑒𝑓𝑓𝑓𝑓 = 𝜇𝜇 + 𝑘𝑘 × 𝜇𝜇𝑀𝑀𝑀𝑀  
 
Where 𝜇𝜇  is the shear viscosity, 𝜇𝜇𝑓𝑓  is the shear viscosity of 
carrier liquid, 𝜀𝜀  is the nonmagnetoviscosity correction factor, 
phi is the volume fraction of natural particles,  phic is the volume 
fraction of natural particles, k is the vortex viscosity, 𝜇𝜇𝑀𝑀𝑀𝑀 is the 
magnetoviscosity, 𝜀𝜀𝑚𝑚 is the magnetoviscosity correction factor, 
and 𝜇𝜇𝑒𝑒𝑓𝑓𝑓𝑓 is the effective viscosity [3]. 
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Abstract-Neurologically disordered people, suffering from 

resting tremor, are known to have Parkinson Disease [1]. 
Medications used to decrease involuntary antagonistic muscles 
contraction can threaten the life of a Parkinson’s patient [2]. 
However, mechanical vibration absorbers can be used as an 
alternative treatment [3]. In this paper, the human hand is 
modeled dynamically as three-degree-of-freedom dissipative 
system to reflect the biodynamic response of Parkinson’s 
pathological tremor at musculoskeletal level. Shoulder, elbow, 
biceps brachii and wrist muscles are modeled to produce 
movements at the proximal joints.  One-degree-of-freedom 
frictionless joints are modeled to permit the flexion-extension 
angular displacements in horizontal plane. Involuntary tremor is 
modeled as a dual harmonic excitation due to shoulder and elbow 
muscles activation at the resonance frequencies. The performance 
of the dynamic vibration absorber (DVA) is studied when 
attached to the forearm of the hand. The response of the system 
with a single DVA is compared to that with dual DVA which is 
tuned at both excitation frequencies. The equations of motion are 
derived for the non-Lagrangian modeled systems. The response is 
determined using the complex transfer function of the 
dynamically coupled system. The absorbers are designed to have 
long period of operation. Each absorber is sized and appropriate 
materials are selected. The choice of the best efficient absorber is 
analyzed in terms of its capability in reducing the amplitude of 
resting tremor. As future work, an experimental rig will be 
fabricated to hold the actual hand and permit the flexion angular 
displacement at the proximal joints. Also, an experiment can be 
conducted on a real case to validate the semi-analytical approach 
and to probe any potential “real-life” side effects of the system. 

I. INTRODUCTION 

Tremor is considered as the most common faced abnormal 
involuntary movement disorder [4] and the source of functional 
disability. Movement disorders cause patients with 
pathological tremors to have significant uncontrollable hand 
tremor movement [5]. PD is a multi-system neurodegenerative 
disorder caused by the lack in the level of dopamine (>80% of 
dopamine in the brain). PD tremor is related to resting and 
postural tremors which are in range of 3-7 Hz and 5-12 Hz [6], 
respectively. Essential tremor is a bilateral of kinetic and 
posture tremor in range of 4-12 Hz [7]. The negative 
correlation between amplitude and frequency justifies the 
significant movement in hand of PD patient when the person is 
at the rest condition. 

Tremor in hand of PD patient makes them suffer while 
performing their daily tasks and feel embarrassed to face other 
people. Motor symptoms can be improved by dopaminergic 

replacement therapy, but PD tremor may not respond to 
dopamine and may be dopa resistant. 

To reduce tremor caused by problems with supplying certain 
commands to the muscles, vibration absorber can be placed on 
the muscles to counter act the vibration. The DVA is a passive 
vibration controller added as a secondary system to reduce the 
steady state vibrational motion of the structure at a particular 
undesired frequency. 

Hashemi et al. [8] proposed a two degree of freedom (DOF) 
biodynamic model of the upper limb. Hand was modeled in 
horizontal plane as two rigid segments to describe the flexion-
extension planar motion at elbow and shoulder joints with 
sinusoidal excitation. He designed a 1 DOF passive TVA 
modeled as pendulum that was able to suppress rest tremor at 
elbow and shoulder of PD patient. Rahnavard et al. [9] used a 
similar hand model but with a randomly excited system. He 
designed an optimal 1 DOF pendulum absorber using the H2 
optimization method which caused a very considerable 
reduction in tremor at shoulder and elbow joints. Taheri et al. 
[10] designed a pneumatic cylinder actuator with high power 
density. It was able to control pressures in cylinder chambers 
to attenuated involuntary motion of a 4 DOF motion of human 
hand (wrist joint flexion-extension and abduction-adduction). 

Human hand is excited by muscular activity over a range of 
driving frequencies and this may confirm the need of multi-
vibration absorber. Igusa [11] studied the multiple mass 
dampers tuned within a frequency range. He found that it is 
more effective than a tuned mass damper with same total mass. 
Brennan [12] demonstrated the use of a parallel multiple TVA 
tuned at slightly different frequencies which results in an 
improved broadband device. 

In this paper, the flexion-extension motion of the palm will 
be considered within the human hand modeling. Single and 
dual DVA will be designed to suppress the pathological tremor 
of human hand. A ready to be used absorber will be sized and 
suitable materials will be selected respecting absorber 
constraints and limitations. 

II. SYSTEM’S DESIGN 

A. Hand Design 
Human hand is modeled in the horizontal plane as a 3 DOF 

rigid segments to describe the biodynamic behavior of the 
upper arm, forearm and the palm. The dimensions of the 
modeled hand segments and the used 1 DOF frictionless joints 
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are shown in “Fig. 1”. The geometric parameters are calculated 
based on the experimentally determined values of the right 
hand segments as demonstrated by Drillis et al. [13]: 

333 kg/m 6.1112 ,g/m 6.1108,g/m 0.1088

                        m 361.0 , 417.0 , 427.0
        cm 20.3 , 9.29 , 4.36

421

342211

421
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Calculated parameters are shown in “Fig. 1”, in addition to: 

   0.0012kg.m  ,g.m 0082.0 ,g.m0228.0

kg 540.0 ,g 160.1 ,g 070.2
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421

321
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Figure 1.  Modeled geometry of the upper arm, forearm and the palm and 
their connecting joints 

 
The hand is modeled in the horizontal plane to describe the 

flexion motion at each joint. The mass is concentrated at the 
centroid of each segment. The kinematic and dynamics are 
determined using the effective hand modeled linkages when 
the absorber is attached to the forearm “Fig. 2”. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2.  The controlled hand system 

 
Four muscles are modeled as spring-damper systems to 

produce movements and are assumed to be regulated 
independently. Muscles considered are: The shoulder, elbow 
and wrist single joint muscles and the biceps brachii double 
joint muscle which pairs at shoulder and elbow. Their stiffness 

and damping coefficients are assumed to be proportional by a 
constant Table I. 

TABLE I  
DESIGNED PARAMETERS OF THE MUSCLES 

Muscle Shoulder Elbow Biceps Wrist 
k (N.m/rd) 180 70 40 10 

c (N.m.s/rd) 0.002k1 0.002k2 0.002k3 0.001k4 

B. Equations of Motion 

Motion will start at an instant of stable equilibrium: 
s. velocitieinitial zero with 0 90,0 21  aand  

At this instant, the kinematics are determined using Coriolis’ 
theorem for the system (with a dual DVA) formed by five 
frames rotating with respect to the global coordinate system. 

Then, equations of motion for the non-Lagrangian system 
can be derived using the Rayleigh dissipation function to form 
the equations of motion for the dissipative systems: 
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Then, the generalized equation of motion has the form: 
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Input moments to the model are considered as muscular 
activity due to shoulder and elbow muscles activation to see 
their effect on the motion transmitted to the palm. Same 
equations are derived for the primary system and systems 
controlled by single absorbers, but with some simplifications. 

The natural frequencies of the primary system are obtained 
to be in range of pathological tremor: 

HzandHzHz nnn 496.12  296.5 ,564.3
321
   

C. Absorber Design 
The absorber is modeled as stainless steel alloy cantilevered 

beam with a copper mass attached along its length “Fig. 3”. 
Two absorbers are designed to be attached on the forearm. 

The dimensions of ‘absorber 1’ and ‘absorber 2’ systems are 
shown in Table II. The effect of using each absorber alone is 
compared to the response of the hand when combining both 
absorbers together attached at the same position on the forearm 
to form the ‘dual DVA’. The absorbers are considered with an 
additional 52 g respresenting the mass of the controller device. 

 
Figure 3.  The dynamic vibration absorber (DVA) 

 
TABLE II  

DIMENSIONS OF THE DESIGNED ABSORBER 

Dimensions L (cm) H (cm) B (cm) 

Absorber 1 
Beam 1 9 2.4 0.03 

Attached mass 1 2.24 2.3 2.3 

Absorber 2 
Beam 2 7.5 1.8 0.03 

Attached mass 2 2.4 2 2 

 
The natural frequency of the absorber’s system is 

approximated using Dunkerley’s formulation which gives a 
lower band approximation: 

                           111                                    222
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33 8900 7800 ,6.189
0

mkgandmkgGPaE mbeambeam    

                  5.31  76.7                  Hence, 53 cmaandcma   (12) 

III. RESULTS 

The behavior of the system at the proximal joints can be 
determined by solving the system’s equation of motion. The 
absorber’s parameters are determined depending on the tuning 
condition. Graphs will show the flexion angle before and after 
adding the absorbers in the frequency and time domains. Then, 
the period of operation of the designed absorber is calculated. 

A. Response 
The response is determined using the complex transfer 

function of the system: 

                                                
12 

 CjKMH  (13) 

The input forces due to shoulder and elbow muscles 
activation are assumed to be equal. Both are assumed to 
behave as sinusoidal functions to reflect the rhythmic motion 
of hand tremor and are driven at the resonance of the primary 
system. Muscles can operate under a range of driving 
frequencies, but only the critical frequencies in range of resting 
tremor will be considered. 
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The response depends on the Receptance function having the 
form: 
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The response is the sum of the responses due to each 
excitation moment. Then, the response in frequency domain 
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can be determined to analyze the behavior of the system over a 
range of driving frequencies. 
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As well as the time domain response, in order to analyze its 
behavior at the specified excitation frequencies. 
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The response serves in designing the unknown absorber’s 
parameters. Each absorber is tuned from the root of the real 
part in the numerator of the chosen response, and then the 
stiffness of the absorber can be calculated. The damping 
coefficient of each absorber is assumed to be proportional to its 
stiffness coefficient by a constant. 

Although there is no damper added to the absorber, a very 
little damping will be provided from beam’s material. However, 
the damping coefficient must be increased to maintain low 
amplitudes of oscillation in the absorber and to avoid impact 
with the forearm. So, the beams material can be coated by 
damping material to increase its value to: 

                 0.05  0.05                          
2211 aaaa kcandkc  (18) 

‘Absorber 1’ is designed to be tuned at the palm’s response 
‘Ѳ31’ with the first resonance frequency ‘ωn1’, due to shoulder 
muscle activation ‘F11’. 

    24432
4

443222443221
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                232
2

23232223221 aaaa kkMccMkMMkMM   (19) 
‘Absorber 2’ is designed to be tuned at the palm’s response 

‘Ѳ32’ with the second resonance frequency ‘ωn2’, due to elbow 
muscle activation ‘F22’. 
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Solving (23) and (24), then all absorbers parameters are 
determined (see Table III) to satisfy the tuning conditions: 

                          0 0                                    
3231 11  and AA (21) 

TABLE III  
PARAMETERS OF THE DESIGNED ABSORBER 

Parameters ma (g) ka (N.m/rd) ca (N.m.s/rd) 
Absorber 1 105.239 0.3351 0.05ka 
Absorber 2 85.044 0.2388 0.05ka 

 
Both absorbers can have their equivalent conventional mass-

linear spring and damper system shown in “Fig. 4”. 

These pendulum absorbers can be attached to the forearm in 
the form of their equivalent models with the corresponding 
parameters using determined (22) and are shown in Table IV. 
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TABLE IV  
PARAMETERS OF THE EQUIVALENT LINEAR ABSORBERS   

Parameters ma (kg) kax (N/m) cax (N.s/m) 
Absorber 1 105.239 55.55 0.05kax 
Absorber 2 85.044 84.47 0.05kax 

B. Numerical Simulations 
Results are obtained using MATLAB in order to show the 

behavior of the system in the time and frequency domains. The 
palm is the main organ in the hand which is responsible of 
most of human’s activity. So, graphs will show the behavior of 
the palm due to shoulder and elbow muscles activation when 
the absorbers are tuned at the palm’s response. The time and 
frequency domain responses of the palm are shown for the 
uncontrolled system and compared to that of the system 
controlled by different passive absorbers “Fig. 5”. The 
performance of ‘absorber 1’ and ‘absorber 2’, each is tuned to 
different driving frequency, will be compared to that of the 
‘dual DVA’ which is a combination of both absorbers under 
the same controller device. The performance will be analyzed 
in terms of absorbers capability in reducing tremor amplitude. 

       100Reduction %               
eduncontroll

controllededuncontroll 



 (23) 

In “Fig. 5a”, the frequency domain response of the palm is 
shown. Absorber’s high damping coefficient has damped some 
peaks which result from tuning the absorber. Absorber’s 
damping coefficient can be decreased to show the suppression 
in the 1st two peaks of the primary system near zero with the 
shifted peaks in the controlled system. However, this will 
cause the extremely high amplitudes of vibration of the 
absorber which will results in its damage. The natural 
frequencies of the controlled systems are determined as: 

- For the 4 DOF system with ‘Absorber 1’: 

HzHzHzHz nnnn 256.13,253.5 ,734.3 ,489.3
4321
 

 

 
 
 
 
 
 
 
 

 

Figure 4.  Equivalent model of the pendulum absorber 
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(a) 

 
(b) 

 

 
(a) 

 
(b) 

- For the 4 DOF system with ‘Absorber 2’: 

HzHzHz nnn 219.5 ,155.5 ,491.3
321
 

Hzand n 367.12
4
  

- For the 5 DOF system with the ‘Dual DVA’: 

,145.5 ,737.3 ,400.3
321

HzHzHz nnn  

HzandHz nn 321.12  162.5
54
   

Table V shows the percentage of reduction in tremor 
magnitude at the peak of each controlled system with respect to 
the uncontrolled system. All modeled absorbers had caused 
tremor reduction. ‘Absorber 1’ was more efficient at the 1st 
peak of 3.489Hz with 37.6% reduction, which is near its tuning 
frequency. The ‘dual DVA’ was more efficient than ‘absorber 
1’ at the 1st peak. It causes 40.9% reduction at 3.491Hz which 
is near the tuning frequency of ‘absorber 1’. The ‘dual DVA’ 
was effective also at the 2nd peak with 29.8% reduction at 
5.162Hz. ‘Absorber 2’ causes a comparable reduction in tremor 
magnitude at the three peaks with maximum reduction of 
14.9% at the 3rd peak of 12.367Hz. The ‘dual DVA’ was more 
efficient than ‘absorber 2’ at the 3rd peak. It causes 32.6% 
reduction at 12.321 Hz.  

TABLE V  
PERCENTAGE OF REDUCTION IN FREQUENCY DOMAIN  

% Reduction 1st Peak 2nd Peak 3rd Peak 
Absorber 1 37.6 13.2 19.5 
Absorber 2 14.7 12.8 14.9 
Dual DVA 40.9 29.8 32.6 

 
In “Fig. 5b”, the time domain response of the palm is shown 

when the system is excited at the 1st two resonance frequencies. 
The % reduction ranges due to attaching each absorber are 
shown in table VI. The ‘dual DVA’ causes the highest 
reduction in range of 33.1 – 50.6%. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Response at wrist joint in (a) frequency domain and (b) time 
domain 

TABLE VI  
PERCENTAGE OF REDUCTION IN TIME DOMAIN 
 Absorber 1 Absorber 2 Dual DVA 

% Reduction 12.1 – 31.6 13.81 – 25.1 33.1 – 50.6 

C. Absorber’s Life Time 
The period of operation for the designed absorber can be 

calculated to know its estimated number of cycles before its 
failure. “Fig. 6” shows the behavior of ‘absorber 1’ and 
‘absorber 2’ when attached separately to the primary system 
and their behavior when attached together as a ‘dual DVA’. 

 The behavior of the absorbers in time domain is shown in 
“Fig. 6a and b”. The absolute maximum and minimum tremor 
amplitude for each absorber alone and their combination are 
summarized in Table VII. 

TABLE VII  
MAXIMUM AND MINIMUM FLEXION ANGLE OF THE ABSORBERS 

Flexion Angle Absorber 1 Absorber 2 
Dual DVA 

Absorber 1 Absorber 2 
Ѳmin 6.6⁰ 5.3⁰ 3.6⁰ 2.1⁰ 
Ѳmax 20.5⁰ 16.9⁰ 14.2⁰ 10.2⁰ 

 
The cold rolled – stainless steel alloy (type 301) is selected 

as beams material of both absorbers (Sut = 1379 MPa and Sy = 
1138MPa) and is assumed to have 90% reliability. Then, the 
safety factors against failure by fatigue and yielding of the 
beam can be calculated according to the following equations: 

                   ,2                       
0

aaa
beam

a

f kMwhere
I

BM
k  (24) 

                    1400    5.0                           MPaSSS utute  (25) 

                                       .. erelibtempsizesurfloade SCCCCCS  (26) 

 
 
 
 
 
 
 

Figure 6.  Response in time domain : (a) ‘absorber 1’ and  (b) absorber 2’ 
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The obtained safety factors for each of ‘absorber 1’, 
‘absorber 2’ and their combination in the ‘dual DVA’ are 
shown in Table VIII. All the absorbers are safe against failure 
by fatigue (Nf >1), so they are designed to have infinite life 
time. The beams are also safe against yielding (Ny >1). 

TABLE VIII  
FATIGUE AND YIELDING SAFETY FACTOR OF ABSORBERS BEAMS 

Safety Factor Absorber 1 Absorber 2 
Dual DVA 

Absorber 1 Absorber 2 
Nf 2.30 2.70 3.17  3.97 
Ny 3.41 4.36 4.93 7.22 

IV. DISCUSSION 

In a previous study, Hashemi et al. [8] has not considered the 
motion at the wrist joint. The system was excited at elbow joint 
with single excitation frequency at 2.24 Hz neighborhood the 
resonance frequency. The absorbers natural frequency was 
2.755 Hz which is higher than the excitation frequency. The 
tremor flexion motion amplitude of the excited system was 
reduced due to attaching the absorber from 3⁰ to 0.5⁰ at 
shoulder joint and from 4⁰ to 2.2⁰ at elbow joint. The modeled 
hand was fabricated for a comparison with the numerical study.  
Experimental and theoretical results were qualitatively similar.  

Rahnavard et al. [9] used the same 2 DOF hand model used 
by Hashemi. However, they designed an optimum single DOF 
dynamic absorber to suppress rest tremor at the joints. The 
absorber was able to reduce more than 98% and 80% of the 
flexion motion at elbow joint at the first and second natural 
frequencies of the primary system in the frequency domain. 
Tremor is modeled to have random nature with two types 
instead of sinusoidal one. In the first type, the absorber was 
able to reduce 60% and 39% of flexion motion at shoulder and 
elbow joints and in the second type 33% and 50% reduction is 
revealed in the time domain 

In our study, a 3 DOF system is designed by considering 
flexion motion of the palm. Single and dual DVAs are 
compared to select the best efficient absorber. The dual DVA 
shows the highest performance which reduces 33.1 – 50.6% of 
flexion motion at the palm. 

V. CONCLUSION 

Human hand was modeled as 3 DOF system to describe the 
flexion angular motion at the proximal joints in the horizontal 
plane. The modeled system reflects the biodynamic response of 
patients suffering from pathological tremor. The system was 
excited at resonance using two harmonic functions due to each 
of shoulder and elbow muscles activation. Mechanical 
treatment using tuned vibration absorbers was suggested to 
help the neurologically disordered people.  

The effectiveness of the single and the dual DVAs were 
compared in terms of their capability in reducing the 
involuntary tremor amplitude. Two single DVAs were used 

and each is tuned to one of the excitation frequencies. Each 
absorber alone was able to reduce tremor amplitude at the 
proximal joints and especially at the wrist joint. Both absorbers 
are combined together under one device to form the dual DVA 
tuned at both excitation frequencies. The dual DVA was more 
efficient than both absorbers in attenuation the tremor. It 
causes 33.1 – 50.6% reduction in the flexion motion of the 
primary system. The absorbers were designed respecting their 
geometric limitations and constraints and by considering 
patients comfort in holding this absorber. Absorber’s device 
was considered to allow absorbers vibration in flexion 
direction only. These absorbers are expected to operate for an 
infinite life without yielding.  

As future work, an experimental rig will be fabricated to 
hold the actual hand and permit the flexion angular 
displacement at the proximal joints. Also, an experiment can 
be conducted on a real case to validate the semi-analytical 
approach and to probe any potential “real-life” side effects of 
the system. 
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List of Symbols 
 

 
421 ,, aaa   Distance between centroid of the upper arm, 

forearm and the palm to its corresponding 
proximal joint (m) 

53 , aa   Position from the attached mass to the fixed 
joint of ‘absorber 1’ and ‘absorber 2’ (m) 

0, BBbeam   Base of absorber’s cantilevered beam and the 
attached mass (m) 

C  Damping coefficient matrix of the system 
(N.m.s/rd) 

tempsurfsizereliabload CCCCC ,,,,  
Load, reliability, size, surface and 
temperature correction factors 

4321 ,,,, ccccca  Bending damping coefficient of absorber’s 
beam and shoulder, elbow, biceps brachii 
and wrist muscles (N.m.s/rd) 

xx aa cc
21

,  Linear damping coefficients of ‘absorber 1’ 
and ‘absorber 2’ (N.s/m) 

421 ,, DDD   Density of the upper arm, forearm and the 
palm (kg/m3) 

beamE  Modulus of elasticity of absorber’s beam 
material (GPa) 

ici FF ,  Generalized conservative and frictional 
moments (N.m) 

21, FF  Input moment at shoulder and wrist joints 
(N.m) 

f  Vector of bending moment functions (N.m) 
g  Gravitational acceleration (m/s2) 

0, HHbeam  Height of absorber’s cantilevered beam and 
the attached mass (m) 

 H   Complex transfer function (rd/N.m) 

beamI   Area moment of inertia of the beam (m4) 

421 ,, III  Mass moment of inertia of the upper arm, 
forearm and the palm (kg.m2) 

K  Stiffness coefficient matric of the system 
(N.m/rd) 

4321 ,,,, kkkkka  Bending damping coefficient of absorber’s 
beam and shoulder, elbow, biceps brachii 
and wrist muscles (N.m/s) 

xx aa kk
21

,  Linear stiffness coefficients of ‘absorber 1’ 
and ‘absorber 2’ (N.m/s) 

fk  Fatigue stress concentration factor 

0, LLbeam  Length of absorber’s cantilevered beam and 
the attached mass (m) 

3, lla  Distance between absorber’s joint and 
controller device to the elbow joint (m) 

421 ,, lll  Distance from the location of concentrated 
masses of the upper arm, forearm and the 
palm to its corresponding proximal joint (m)  

M  Mass matrix of the system (kg.m2) 

21
, aa mm  Effective proof mass of ‘absorber 1’ and 

‘absorber 2’ (kg) 
0m  Mass attached to absorber’s beam (kg) 

4321 ,,, mmmm  Masses of the upper arm, forearm, controller 
device and the palm (kg) 

aM  Bending reaction moment on absorber’s 
beam (N.m) 

yf NN ,  Fatigue and yielding safety factors 

ii qq ,  Generalized coordinates of angular 
displacement and velocity (rd) and (rd/s) 

R  Raleigh dissipation function (J) 
ee SS ,  Corrected and uncorrected endurance limit of 

the absorber’s beam (MPa) 
yut SS ,  Ultimate and yielding strength of absorber’s 

beam (MPa) 
s  Proportional constant relating stiffness and 

damping coefficients 
UT ,  Kinetic and potential energy of the system (J) 

j   Receptance transfer function (rd/N.m) 

 ,,  Angular displacement, velocity and 
acceleration functions (rd), (rd/s) and (rd/s2) 

   Angular displacement magnitude (rd) 
eduncontrollcontrolled  ,  

Angular displacement magnitude of the 
controlled and uncontrolled systems (rd) 

  Driving frequency (rd/s) 
beama  ,  Fundamental frequency of absorber’s system 

and its beam alone (rd/s) 

0m  Natural frequency of the attached mass (rd) 

n  Natural frequency of the system (rd/s) 
   Phase angle of the response (⁰) 
   Bending stress (MPa) 

0, beam  Density of the cantilevered beam of the 
absorber and the attached mass (kg/m3). 
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Abstract- Incomplete LU decomposition with no fill-in ILU(0) 

has been used as a standard smoother with algebraic multigrid 
solvers in many applications. With recent developments, new 
techniques have emerged following the sparse approximate inverse 
approach. Methods like AINV have been implemented as 
preconditioners but rarely as smoothers. In this paper, the ILU (0) 
and AINV will be implemented as smoothers in both scalar and 
block versions within an algebraic multigrid solver. A comparative 
assessment of the performance of these techniques as smoothers in 
an algebraic multigrid solver will be performed in the context of a 
finite volume discretization method using open source CFD toolbox 
OpenFOAM. Two test cases with high aspect ratio are used to 
compare the two smoothers. Residual convergence rates, number of 
iterations as well as CPU time are used to evaluate the performance. 
For segregated flow solver, AINV and ILU(0) have same 
convergence rate, number of iterations and CPU time with slight 
difference; however, ILU(0) outperforms AINV in every aspect for 
coupled flow solver. 

I. INTRODUCTION 

In 3D fluid flow problems, the variables to be solved are 
mainly the velocity fields in x,y and z directions as well as the 
pressure field by discretizing and solving the momentum and 
continuity equations. The solution procedure can be divided 
into segregated and coupled. In segregated solver, the 
continuity and momentum equations are decoupled and solved 
sequentially [1]. The individual momentum equations are 
solved for each velocity component then continuity equation is 
solved for pressure. Although segregated solvers require less 
memory, they have low convergence rate and need more 
iterations. In contrast, the coupled or block algorithms have 
high rate of convergence on the expense of high memory since 
all velocity components and pressure fields are solved at the 
same time or simultaneously where all discretized equations 
are solved in one system [2] . 

System of algebraic equation at centroid of one cell in 
segregated: 

 
     ∑                                      (1) 

 
 

While for coupled system [3], the system of algebraic 
equations at centroid of one cell would be: 
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In either approaches (segregated or coupled), we need a 
robust and fast iterative linear solver. While requiring low 
storage, the rate of convergence of standard iterative methods 
(Gauss-Seidel, Jacobi, and SOR) drastically deteriorates as the 
mesh is refined since the size of the algebraic system increases 
[4]. This problem is more critical in highly compressible 
systems such as turbo machinery, supersonic flow, anisotropic 
diffusion and others where an ill-conditioned and weakly 
diagonally dominant matrix arises which leads to large Eigen 
values and breakdown in convergence rate of the solution [5]. 
This has constituted a severe limitation for iterative solvers. 
The development of Multigrid methods remedied this 
weakness. 

Multigrid Methods were basically developed for solving 
elliptic problems. These methods were independently 
introduced by Fedorenko [6] and Poussin [7], and then it 
gained popularity with the work of Settari and Azziz [8], and 
later with the theoretical work of Brandt [9]. These methods 
became widely accepted and used in computational fluid 
dynamics where the Poison equation, which is considered an 
elliptic type, arises from the discretization of pressure equation 
in the solution of Navier Stokes equation [10-14]. 

The rate of convergence is related to the function of error 
frequency. Since iterative solvers are capable of removing 
oscillatory or high frequency errors but not the smooth 
components of the error, solving on successively coarser grid 
errors that are smooth on a fine grid will look more oscillatory 
on a coarser one and thus are easier to be removed by the 
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iterative solver. This is why these iterative solution methods 
are denoted by smoothers in the context of multigrid methods.  

The purpose of multigrid methods is to improve the 
convergence rate of iterative solvers by transferring the 
remaining low frequency errors (smooth errors) from a fine 
grid to a coarser grid where the low frequency error will appear 
as high frequency; making it easier for the smoother to detect 
the error and eliminate it, thus increasing the rate of 
convergence [4,5,15]. This is done through a hierarchy of 
coarse grids as shown in Figure 1 by restricting the smooth 
error to coarser grids where it is smoothed until the coarsest 
grid is reached. Then this correction is prolonged back to fine 
grids also with application of smoothers, until reaching the 
original finest grid.   

 

 
Figure 1. A schematic grid systems hierarchy with MG approach [16] 

 
Traditionally the ILU(0) [17,18] (Incomplete LU 

decomposition with no fill-in) iterative methods have been 
used as smoother in the context of algebraic multigrid methods. 
AINV [19-24] Sparse Approximate Inverse iterative methods 
have never been used for that purpose.  

The objective of this paper is to improve the performance of 
iterative solvers with Multigrid by implementing AINV as 
smoother in an algebraic multigrid environment, an 
acceleration framework, in the context of the Finite Volume 
Method (FVM), and to evaluate and compare its performance 
to the ILU(0) Smoother, in terms of CPU time by solving a 
number of three-dimensional fluid flow problems using an 
open source software environment OpenFOAM. 

The two algorithms are first presented in scalar version then 
in block (coupled) version. This is followed by a comparison 
of the performance of the two smoothers by solving two test-
case problems. Finally the convergence rate and CPU time are 
compared and discussed. 

 

II. THE ILU(0) SMOOTHER 

Incomplete factorization methods were introduced by Buleev 
[21] and Oliphant [22, 25]. The first who introduced the term 
preconditioning was Evans [26] who also considered the use of 
sparse LU factors as preconditioner. These methods were of 

particular interest in the field of oil reservoir simulation [27, 
28]. The major breakthrough was in mid 1970s by Meijerink 
and van der Vorst [29] who established, recognized and proved 
the existence of incomplete factorization for M-matirces and 
showed that preconditioning Conjugate Gradient, by using 
Incomplete factorizations, can result in efficient results. In their 
paper, they also introduced the ILU (0) which is the most basic 
form of ILU preconditioner. This article had a very important 
role in capturing the attention of researchers about the 
importance of this preconditioning technique.  

A standard LU factorization of matrix A will lead to A=LU 
where L is lower matrix and U is upper matrix, however this 
has very high computation and storage cost. A more simple 
approach is an incomplete factorization of coefficient matrix A 
which will yield A=LU+r where r is the residual of 
factorization. The algorithm of ILU (0) by Van der Vosrt [29-
31] will be described. In ILU (0), factorization can be 
performed using Gaussian elimination but the LU factors have 
the same nonzero patterns as in matrix A, so any new non-zero 
element arising in the process is dropped if it appears at 
location where zero element appear in A. The algorithm used is 
the one in OpenFOAM is shown in algorithm 1. 

 
Algorithm 1 

ILU (0) 
 Take Coefficient matrix A as input  

 For k=1,2,…n: 

 Compute Residual                 
 For i=k+1,...n: 

 Compute l values          

 Solve               by forward substitution 

 For j=k+1,…n: 

 Compute u values                 
 Solve               by backward substitution 

 Update solution Solve                        
 Repeat until ‖    ‖     where    is tolerance 

 

III. THE AINV SMOOTHER 

 
Inner-product version of AINV (Approximate Inverse) 

method had been developed by Benzi and Tuma [20]. Given 
sparse matrix        , this method is based on incomplete 
inverse factorizations which mean incomplete factorizations of 
A-1. If the factorization of A=LDU where L is unit lower 
triangular matrix, D is diagonal matrix, and U is unit upper 
triangular matrix, then                       where 
      and        are unit upper triangular matrices. 
AINV is based on an algorithm which computes two sets of 
vectors {  }    , {  }    , which are A-biconjugate such that 
         iff i ≠ j with small entries dropped to preserve 
sparsity. 
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Since the coefficient matrix is sparse (contains too many 
zeros), the inner product of the Benzi & Tuma version can be 
computationally expensive. These inner products are often zero. 
To avoid this, in this paper we shift to outer-product form 
developed by Bridson and Tang [24]. Their algorithm has same 
concept as that of Benzi but with some difference in the order 
of the algorithm loops. Let consider the vectors l and u the j’th 
column of row LD and DU respectively. 

We have implemented the AINV smoother of Bridson and 
Tang in OpenFOAM framework with below algorithm. 

 
Algorithm 2 

The Outer Product Version of AINV 
 Take as input the Coefficient Matrix A and drop Tolerance 𝛿𝛿 

 Set W & Z as Identity matrix I  

 For i=1,2,…n : 

 Compute        
 Compute       

  
 Compute          or        

  
 For j > i 

 Orthogonalize z & w by subtracting  multiple columns of z from 

ith column of z ( same for w) : 

             
  
   
    𝛿𝛿  ;  

              
  
   
    𝛿𝛿  

 Apply dropping to preserve sparsity pattern with magnitude below 

𝛿𝛿 are dropped 

 End for 

 End for 

 Set Z= [z1, z2….zn] and W= [w1, w2….wn]  that are calculated in 

above steps 

 Compute                     

 
 

IV. BLOCK METHODS 

The block version is almost the same as segregated; however, 
the main differences are that scalar variables become tensors 
and division would be replaced by an inverse as shown below. 

 
Algorithm 3 

Block ILU(0) 
 For k=1,2,…n: 

 Compute Residual                 

 For i=k+1,...n: 

 Compute l values          

 Solve               by forward substitution 

 For j=k+1,…n: 

 Compute u values                 

 Solve               by backward substitution 

 Update solution Solve                        

 Repeat until ‖    ‖     where    is tolerance 

 

 
For block version of AINV, with tensors L and U as the j’th 

block column of row LD and DU respectively. The algorithm 
would become as follow. 

 
Algorithm 4 
Block AINV 

 Take as input the Coefficient Matrix A and drop Tolerance 𝛿𝛿 

 Set W & Z as Identity matrix I  

 For i=1,2,…n : 

 Compute block        
 Compute block       

  
 Compute block          or        

  
 For j > i 

 Orthogonalize Z & W by subtracting  multiple block columns of 

z from ith column of z ( same for w) : 

                             
                                             

 Apply dropping to preserve sparsity pattern with norm of    or 

   below 𝛿𝛿 are dropped 

 End for 

 End for 

 Set Z= [z1, z2….zn] and W= [w1, w2….wn]  that are calculated in 

above steps 

 Compute                     

 

 
In addition to scalar version, we have implemented block 

version in OpenFOAM to be compared witl Block IU(0). 
Note that in this paper, we didn’t apply the dropping 

techniques strategy; however, we computed the approximate 
inverse with sparsity pattern same as that of coefficient matrix 
A. In this case, while comparing performance of ILU0 and 
AINV, both smoothers would have same sparsity pattern to 
that of A. 

 

V. TEST CASES 

Two test cases will be used to evaluate and compare the 
performance of each smoother. The test cases setup and run 
were conducted on OpenFOAM using segregated and coupled 
fluid flow solver. 
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A. Flow over a Stator Blade (Compressible-Segregated) 
The first test case is based on the experimental setup of 

Hylton et al. [32]. In their study, they investigated two aero-
thermodynamic linear cascades. The NASA-C3X cascade 
experiment, made up of three linear cascade vanes, was chosen 
as representative of the first stator stage of a gas turbine. 

The shape of the blade of C3X in the original setup is 
prismatic which allow us to use periodic and symmetry 
boundary conditions. Furthermore, a reduction is applied to 
quasi 3D of the domain, shown in Figure 2, in which the 2D 
section is discretized with only one cell in the span direction of 
the blade.  

 

 
Figure 2. Computational domain and boundary conditions [33] 

 
Table I summarizes the reference boundary conditions which 

are based on a particular operating point reported by Hylton et 
al. (code no 4422, run no 112), with an isentropic exit Mach 
number of 0.9. 

 
Table I 

Stator Vane Data [33] 
Inlet Total Pressure P0 321800 Pa 

Inlet Total Temperature T0 783 K 

Dissipation Length Ld 0.001 m 

Turbulence intensity Tu 4% [-] 

Outlet Static Pressure Pout 192500 Pa 

 
As shown in Figure 3, the computational grid is made of 

multi-blocks O-type grid, resulting in a mesh with size of 
14,500 hexahedral elements. In addition, Figure 3 also shows 
that the grid fully resolves the boundary layer close to the walls 
of the blade and the wake. This test case, despite of its 
moderate mesh size, is still very demanding due to the very 
high anisotropic mesh used which yields elements of aspect 
ratios reaching a maximum of 30,000, and resulting in a very 
stiff system of equations [33]. 

 
              Figure 3. Computational grid for the flow over a blade problem[33] 

B. 90° Pipe Bend (Incompressible-Coupled) 
The second test case is based on an interesting field, which is 

turbulent flow through curved pipes and channels, has been 
investigated theoretically and experimentally for decades [34, 
35]. In addition, with high computing power, numerical 
investigations have been developed recently to include 
unsteady techniques [36]. 

Turbulent flow through pipe bend is of great importance 
since it tackles important features in turbulence modeling. 
Some of these features are geometry induced pressure 
gradients, longitudinal streamline curvatures and many others 
[37]. 

The test case in interest is a 90 pipe bend with circular cross 
section as shown in Figure 4. The boundary conditions are of 
one inlet and one outlet with no slip condition on the walls and 
symmetry on the bottom wall for computational efficiency. 

 

 
 
 
 
 
 
 

Figure 4. Computational domain and boundary conditions 



538

Table II summarizes the initial and boundary conditions of 
this test case. 

 
Table II 

Initial and Boundary Conditions 

Inlet Pressure Pinlet Zero Gradient Pa 

Inlet Velocity Vinlet 1.67 m/sec 

Outlet Pressure Poutlet 10000 Pa 

Outlet Velocity Voutlet Zero Gradient m/sec 

 
As shown in Figure 5, the computational grid is made of a 

mesh with size of 1.5 million hexahedral elements. This test 
case is also of high importance due to high anisotropic mesh 
which results in elements of very high aspect ratio reaching 
maximum of 478174 which is considered very large and will 
definitely yields a stiff system of equations with an ill-
conditioned matrix. 

 

 
Figure 5. Top View of Mesh on the Pipe Symmetry Plane 

 

VI. RESULTS AND DISCUSSION 

 
We run the two test cases on OpenFOAM using segregated 

solver for first test case and coupled one for the second. For 
each test case, we compare the efficiency and robustness of 
each smoother by showing the residual convergence rate for 
each smoothers and calculating how much the residual is 
decreased at each time step, the number of iterations needed by 
each smoother to achieve this decrease. In addition we will 
present the CPU convergence time needed to achieve 
convergence. We focus on the pressure equation since it is of 
an elliptic type and is critical for the solution and convergence 
of whole system. 

 

A.  Flow over a Stator Blade (Compressible-Segregated) 
Figure 6 shows the convergence rate residual with each 

smoother versus time. It can be noticed the high agreement 
between ILU (0) and AINV in the convergence rate and 
time/iterations needed. In the next graphs, the Residual of 
pressure before and after applying each smoother is presented. 
In Figure 7, it can be seen how the residual is consistently 
decreasing with time. After applying the ILU(0) smoother, the 
residual is locally decreasing with an average of 27 times the 
initial residual with standard deviation of 5. This shows how 
ILU (0) is stable. By comparing this residual decrease to that of 
AINV in Figure 8, the pressure residual is decreasing with a 
mean value of 25 times with standard deviation of 4. This 
shows how AINV is quite effective as ILU (0) in reaching 
convergence over time with nearly same robustness and 
stability. 

 

 
            Figure 6. Residual vs Time for Smoothers 

 
          Figure 7. Initial & Final Residual using ILU(0) 
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Figure 8. Initial & Final Residual using AINV 

In addition to how much the residual is decreasing with time, 
it is also important to monitor the number of iterations needed 
by each smoother to reach the final residual. As shown in 
Figure 9, ILU (0) and AINV start with high number of 
iterations in each time step then decrease to almost reach a 
steady number of iterations. ILU(0) requires minimum 4 
iterations and maximum of 10 with a mean value of 5 iterations 
in each time step to lower the residual by order of 27 as 
mentioned earlier, while the AINV smoother requires a little 
more to reach minimum of 5 and maximum of 14 iterations 
with mean value of 6 iterations. This clearly shows how robust 
these two smoothers are with performance of AINV almost 
reaching that of ILU (0).  

 
Figure 9. Number of Iterations vs Time Step of Smoothers 

 
Table III summarizes the residual decrease after applying 

each smoother, number of iterations needed as well as CPU 
time. It is clearly shown how the performance of the two 
smoothers in this test case, which has high aspect ratio and 
causes an ill-conditioned matrix, is nearly identical with slight 
difference. 

 
 
 
 
 
 
 

Table III 
Smoothers Comparison  

Smoother 

Avg. of 

Res 

Decrease  

Standard  

Dev. of Res 

Decrease 

Avg. # of 

iterations 

CPU 

Convergence 

Time (sec) 

ILU (0) 27 5 5 216.96 

AINV 25 4 6 238.03 

Error (%) 7.4 - - 9.71 

 
 
B. 90° Pipe Bend (Incompressible-Coupled) 
 
Figure 10 shows the residual convergence rate of pressure 

versus time for both smoothers. It can be noticed how Block 
ILU (0) is consistently converging and decreasing the residual 
without any fluctuations; whereas, Block AINV causes the 
residual to decrease at first with some fluctuation then after 
some time steps the residual increases causing the solution to 
diverge.  

 
     Figure 10. Residual vs Time for Block Smoothers 

By calculating the number of iterations each smoother 
required at each time step do decrease the residual by a certain 
tolerance, Figure 11 shows how the Block ILU (0) almost keep 
the same number of iterations in each time step with minimum 
of 3 and maximum of 5 iterations with mean value of 4 
iterations, while Block AINV requires a lot more in each time 
step with minimum of 3 and maximum of 17 iterations with 
mean value of 7 iterations with a lot of fluctuations. This 
clearly reflects the divergence that occurred with Block AINV 
Smoother. 

 
              Figure 11. Number of Iterations vs Time Step of Smoothers 

Table II summarizes the initial and boundary conditions of 
this test case. 

 
Table II 

Initial and Boundary Conditions 

Inlet Pressure Pinlet Zero Gradient Pa 

Inlet Velocity Vinlet 1.67 m/sec 

Outlet Pressure Poutlet 10000 Pa 

Outlet Velocity Voutlet Zero Gradient m/sec 

 
As shown in Figure 5, the computational grid is made of a 

mesh with size of 1.5 million hexahedral elements. This test 
case is also of high importance due to high anisotropic mesh 
which results in elements of very high aspect ratio reaching 
maximum of 478174 which is considered very large and will 
definitely yields a stiff system of equations with an ill-
conditioned matrix. 

 

 
Figure 5. Top View of Mesh on the Pipe Symmetry Plane 

 

VI. RESULTS AND DISCUSSION 

 
We run the two test cases on OpenFOAM using segregated 

solver for first test case and coupled one for the second. For 
each test case, we compare the efficiency and robustness of 
each smoother by showing the residual convergence rate for 
each smoothers and calculating how much the residual is 
decreased at each time step, the number of iterations needed by 
each smoother to achieve this decrease. In addition we will 
present the CPU convergence time needed to achieve 
convergence. We focus on the pressure equation since it is of 
an elliptic type and is critical for the solution and convergence 
of whole system. 

 

A.  Flow over a Stator Blade (Compressible-Segregated) 
Figure 6 shows the convergence rate residual with each 

smoother versus time. It can be noticed the high agreement 
between ILU (0) and AINV in the convergence rate and 
time/iterations needed. In the next graphs, the Residual of 
pressure before and after applying each smoother is presented. 
In Figure 7, it can be seen how the residual is consistently 
decreasing with time. After applying the ILU(0) smoother, the 
residual is locally decreasing with an average of 27 times the 
initial residual with standard deviation of 5. This shows how 
ILU (0) is stable. By comparing this residual decrease to that of 
AINV in Figure 8, the pressure residual is decreasing with a 
mean value of 25 times with standard deviation of 4. This 
shows how AINV is quite effective as ILU (0) in reaching 
convergence over time with nearly same robustness and 
stability. 

 

 
            Figure 6. Residual vs Time for Smoothers 

 
          Figure 7. Initial & Final Residual using ILU(0) 
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Table IV summarizes the number of iterations needed by 

each smoother as well as CPU time. It is clearly shown how 
the Block ILU(0) smoother in this test case outperforms Block 
AINV requiring less iterations and CPU time and being more 
robust, while Block AINV diverges requiring more iterations 
and more CPU time. 

 
Table IV 

Smoothers Comparison  

Smoother 
Avg. # of 

iterations 

CPU Convergence Time 

(sec) 

ILU (0) 4 2530 

AINV 7 4500 

Error (%) - 77.86 

 

VII. CONCLUSION 

 
In this paper two algebraic Multigrid smoothers were 

presented and compared. AINV in scalar and block version 
was implemented in OpenFOAM and compared to already 
existing ILU (0) smoother. 

The two smoothers were tested for two demanding test cases 
with turbulent flow having anisotropic mesh resulting in 
elements with very high aspect ratio and yielding a stiff system 
of equations. 

Results clearly show that AINV has same performance as 
ILU (0) in segregated solver, whereas it does not perform well 
compared to ILU (0) in coupled solver. This may due to many 
inverse operations required by Block AINV. In addition no 
drop tolerance was used. The implementation of drop tolerance 
might result in a better smoother. 

Improvements adopted for future work include drop 
tolerance implementation for AINV thus increasing its 
robustness. 
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Nomenclature 
a             coefficients in the discretized equation 
b             general source term 
p             pressure 
u,v,w       velocity components in x-,y- and z- directions, 
receptively  

 
 

Greek Symbols                                                                                          
ϕ           general dependent variable 
δ           drop tolerance    

 
Subscripts  
C          refers to central/diagonal cell point 
f           refers to a control volume face  
F          refers to neighboring cell point  
NB       refers to neighbors cells  
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Table IV summarizes the number of iterations needed by 

each smoother as well as CPU time. It is clearly shown how 
the Block ILU(0) smoother in this test case outperforms Block 
AINV requiring less iterations and CPU time and being more 
robust, while Block AINV diverges requiring more iterations 
and more CPU time. 

 
Table IV 

Smoothers Comparison  

Smoother 
Avg. # of 

iterations 

CPU Convergence Time 

(sec) 

ILU (0) 4 2530 

AINV 7 4500 

Error (%) - 77.86 

 

VII. CONCLUSION 

 
In this paper two algebraic Multigrid smoothers were 

presented and compared. AINV in scalar and block version 
was implemented in OpenFOAM and compared to already 
existing ILU (0) smoother. 

The two smoothers were tested for two demanding test cases 
with turbulent flow having anisotropic mesh resulting in 
elements with very high aspect ratio and yielding a stiff system 
of equations. 

Results clearly show that AINV has same performance as 
ILU (0) in segregated solver, whereas it does not perform well 
compared to ILU (0) in coupled solver. This may due to many 
inverse operations required by Block AINV. In addition no 
drop tolerance was used. The implementation of drop tolerance 
might result in a better smoother. 

Improvements adopted for future work include drop 
tolerance implementation for AINV thus increasing its 
robustness. 
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Nomenclature 
a             coefficients in the discretized equation 
b             general source term 
p             pressure 
u,v,w       velocity components in x-,y- and z- directions, 
receptively  

 
 

Greek Symbols                                                                                          
ϕ           general dependent variable 
δ           drop tolerance    

 
Subscripts  
C          refers to central/diagonal cell point 
f           refers to a control volume face  
F          refers to neighboring cell point  
NB       refers to neighbors cells  
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Abstract- When  the  United  Nations  set  a  decision  to  form  a  
“Decade  of  Sustainable  Energy  (2014-2024)”,  most  
technologies  contemplated  having  sustainability  factors  in  
their  respective  final  products.  Some  considered  recycling,  
others  adopted  renewable  energy  systems.  In  this  paper,  a  
synergy  of  multiple  sustainability  factors  is  proposed  such  
that  all  gymnasiums  with  green  certifications  can  have  a  net-
zero  plug  load.  The  Integrated  Sustainable  Power  Bank  
(ISPB)  is  a  machine  combines  recycling,  solar  and  human  
generated  electricity  and  physical  sustainability.  The  life  cycle  
analysis  of  the  ISPB  proved  the  optimization  of  the  energy  
sources,  possessing  the  least  amount  of  energy  possible  used  
by  its  components,  and  an  efficient  long  run  economic  
advantage.   
 

I. INTRODUCTION 

The  energy  crisis  with  no  debate  is  a  worldwide  issue  
that  is  specifically  exemplified  in  Lebanon.  Lebanese  
citizens  suffer  daily  from  the  pollution  produced  due  to  
the  energy  sector,  as  well  as  the  scarcity  of  energy  
availability  throughout  the  whole  country  causing  frequent  
and  long  power  cuts.  The  current  energy  distribution  
system  is  highly  inefficient  putting  multiple  constraints  on  
the  economic  growth  of  the  country.  To  repair  the  
damage,  new  and  more  sustainable  energy  sources  should  
be  discovered  and  implemented.  These  include  alternative  
solutions  such  as  wind  energy,  solar  energy,  hydropower,  
or  even  human  mechanical  energy.  In  this  machine,  the  
aim  is  to  build  an  Integrated  Sustainable  Power  Bank  
(ISPB)  which  constitutes  an  energy  storage  bank  from  
both  human  mechanical  and  solar  power. 

The  energy  generation  market  is  monopolized  and  
owned  by  the  government  with  one  provider,  Electricité  
du  Liban  (EDL).  However,  EDL  supplied  the  energy  
needs  for  only  60%  of  the  population  in  2008;  this  
number  is  estimated  to  have  decreased  drastically  in  the  
past  7  years.  New  additions  to  increase  their  capacity  
stopped  after  the  implementation  of  two  combined  cycle  
plants  in  the  1990’s  [5].  Due  to  this  deficient  capacity,  

most  regions  experience  multiple  lengthy  power  cuts  
during  the  day.  Thus  a  market  of  off-grid  network  
emerged  and  supplied  around  33  to  38%  of  the  demand  
in  2008  and  this  number  was  estimated  to  go  up  to  60%  
in  2015  [5]. 

Energy  Statistics  conducted  by  the  International   Energy 
Agency  (IEA)  indicate  an  astonishing  74%  of  greenhouse  
gas  (GHG)  emissions  in  Lebanon  associated  with  the  
energy  sector.  A  major  part  is  due  to  the  diesel  
generators  populating  major  cities;  the  average  residential  
area  in  Beirut  is  subjected  to  2.5  times  more  carcinogenic  
pollutants  when  the  generators  are  in  use.  After  consistent  
exposure,  they  cause  cancer,  genetic  mutations  and  
influence  the  physiological  development  of  the  residents.  
Off  grid  private  generator  market  is  not  regulated  and  the  
diesel  sources  are  of  very  poor  quality.  This  is  not  only  
costing  citizens  their  health  but  it  is  also  more  expensive  
to  pay  for  operating  diesel  generators  than  to  get  the  
supply  from  EDL  [6]. 

The  effective  solution  requires  taking  sustainable  
measures  in  houses  and  offices  and  implementing  
secondary  power  sources  that  use  renewable  energy.  This  
investment  will  help  reduce  emissions  by  decreasing  
demand  of  unsustainable  sources  including  diesel  
generators.  Constraints  on  economic  growth  would  decline  
leaving  more  liquidity  for  EDL  to  invest  in  upgrading  to  
a  more  efficient  power  distribution  system.  Integrated  
Sustainable  Power  Bank  (ISPB)  aims  to  satisfy  the  above.  
ISPB  is  to  be  employed  in  gyms  where  mechanical  
energy  from  gym  bikes  is  utilized.  It  also  integrates  
recycling  bottle  caps  that  are  made  of  higher  grade  
plastics  than  the  exterior  of  the  bottle.  REVA  has  
implemented  several  reverse  vending  machines  for  
recycling  plastic  bottles.  However,  the  caps  have  no  
proper  recycling  system  inside  AUB  facilities. 
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II. SPECIFICATIONS  AND  DELIVERABLES 

A. Specifications 
ISPB  incorporates  two  renewable  resources  of  power  to  

provide  an  alternative  source  of  energy.  Solar  energy  and  
mechanically  human  produced  energy  is  utilized  to  
decrease  the  plug  loads  in  the  location  in  which  the  
machine  is  placed.  In  addition  to  the  aforementioned,  
elements  of  recycling  and  physical  sustainability  are  added  
to  increase  the  green  value  of  this  machine.  The  purpose  
is  to  generate  a  green  energy  source  that  is  tangible  to  
users  and  is  a  step  towards  shifting  the  energy  
dependence  towards  carbon  free  sources.   

The  first  energy  source  is  produced  by  cycling  on  a  
gym  bike.  The  ISPB  incorporates  two  bikes  that  charge  
its  power  bank.  The  power  generated  by  the  end  user  is  
then  used  to  charge  electronic  gadgets.  Since  human  
power  would  not  be  enough  to  provide  energy  for  
multiple  full  phone  charges,  a  solar  panel  is  added  to  the  
design.  The  machine  then  allows  the  users  to  charge  their  
electronic  gadgets  after  recycling  a  set  amount  of  bottle  
caps.  This  bottle  cap  collection  mechanism  is  highly  
sought  for  as  an  alternative  to  the  usual  processing  of  
bottle  caps.  Bottles  going  into  recycling  are  managed  in  
machines  that  separate  them  from  the  bottle  caps  and  the  
end  result  is  the  disposal  of  the  caps.  The  plastic  of  the  
bottles  is  then  recycled  and  reused  [1].  Therefore,  a  
simple  and  cheap  machine  that  can  collect  the  bottle  caps  
along  with  a  reward  for  the  final  user  will  increase  bottle  
cap  recycling  in  a  significant  manner. 

 

B. Deliverables 
Students  are  required  to  use  knowledge  gained  through  their  

training  in  mechanical  energy  and  integrate  different  tracks  to  
develop  a  machine  and  build  a  prototype  of  the  final  design.  
The  project  work  is  inspired  by  the  “Integrated  Process”  
suggested  by  LEED  certifications  entailing  an  iterative  design  
and  constant  charrettes  amongst  the  team  members.  The  project  
work  is  listed  as  follows: 

1) Energy  modeling  of  the  solar  panel  to  study  the  influence  
of  different  environmental  factors.  Those  include  humidity,  
temperature,  shading  effects  and  angle  of  tilt. 

2) Stress  analysis  to  help  with  design  decisions  and  
maintenance  predictions  based  on  the  resulted  fatigue. 

3) A  study  of  the  environmental  factors  to  optimize  the  
efficiency  of  power  generation.   

4) Material  Selection  based  on  life  cycle  analysis  
(LCA).  LCA  entails  analyzing  the  material  endurance  
starting  at  the  manufacturing  level  and  throughout  the  life  
of  the  machine  until  it  is  destroyed,  recycled  or  reused. 

5) Business  Plan   
 

C. Business  Plan 
The  cost  of  production  per  machine  for  the  ISPB  will  be  

close  to  $1070.  Once  a  production  line  is  in  place,  the  
initial  cost  of  intermediate  goods  will  be  much  less  than  

the  cost  proposed  by  the  initial  estimation;  the  cost  would  
decline  to  about  $900  to  $950.  Assuming  the  Gross  
Marginal  Profit  percentage  is  20%,  the  machine  will  cost  
$1284.  Payback  period  for  the  end  user  will  be  5.499-6  
years  taking  into  consideration  the  electricity  tariff  set  by  
the  Lebanese  Electricity  Company  (EDL). 
 

III. TECHNICAL  AND  NON-TECHNICAL  CONSTRAINTS 

A. Technical  Constraints 
Technical  limitations  facing  the  design  of  the  ISPB  are  listed  as  

follows: 
1) Efficiency  limitations:  the  relatively  low  energy  outputs  of  

bikes  and  solar  panels  are  limiting  factors  for  the  power  
generation  expected  from  the  machine.   

2) Size:  the  power  bank  should  be  sized  appropriately  to  
satisfy  both  indoor  and  outdoor  applications. 

3) Power  Consumption:  Power  generated  by  the  machine  shall  
compensate  more  than  at  least  6  full  charges  for  regular  phones   

4) Heat  Generation:  The  heat  generated  by  the  machine  
and  its  user  should  not  exceed  the  cooling  loads  of  the  
existing  air  conditioning. 

5) Noise  Reduction:    the  noise  level  generated  by  the  
machine  should  be  acceptable  under  human  comfort  
standards  for  indoor  environments. 

B. Non-technical  Constraints   
1) Environmental:  this  work  aims  towards  a  carbon  free  

energy  production  process  to  help  decrease  GHG  emissions.   
2) Economical:  the  power  bank  should  be  sized  appropriately  

to  satisfy  both  indoor  and  outdoor  applications. 
3) Social:  the  machine  should  be  user  friendly  and  accessible  

to  all  classes  of  society.   
4) Heat  Generation:  The  heat  generated  by  the  machine  

and  its  user  should  not  exceed  the  cooling  loads  of  the  
existing  air  conditioning. 

5) Noise  Reduction:  the  noise  level  generated  by  the  
machine  should  be  acceptable  under  standards  of  human  
comfort  in  indoor  environments. 

 

IV. APPLICABLE  STANDARDS 

ASHRAE  55:  Human  thermal  comfort  standards  for  
indoor  air  quality  acceptable  by  80%  of  the  occupants.  
This  guideline  will  be  used  for  the  analysis  of  heat  
generated  by  the  machine  and  its  effects  on  the  cooling  
load  of  the  space. 
American  Society  of  Testing  Materials  (ASTM):  These  

standards  will  be  used  for  analysis  including  emissivity,  
irradiance,  solar  reflectance  and  recyclability. 
ENERGY  STAR:  Hardware  parts  used  should  meet  the  

requirement  of  using  30%  to  75%  less  electricity  than  
standard  equipment. 
Forest  Stewardship  Council  (FSC):  The  wood  used  is  

FSC  certified  ensuring  a  trusted  source  that  use  recycled  
wood. 
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V. METHODOLOGY 

The  research,  design  and  building  process  of  the  machine  
is  divided  into  several  subprojects.  These  include  an  
energy  study  of  the  ISPB,  bottle  cap  recognition  system,  
solar  panel  analysis,  material  selection  including  all  
electrical  parts  and  a  mechanical  design  analysis  for  a  
mechanism  used  to  change  the  tilt  angle  of  the  panel.  A  
bidding  process  is  then  implemented  to  agree  on  design  
decisions  and  to  integrate  the  work  of  all  subprojects. 
 
A. Bottle  cap  recognition  system 

Bottle  caps  are  being  disposed  through  the  conventional  
recycling  process  of  bottles.  Instead  they  can  be  recycled  
and  utilized  as  material  for  other  products  such  as  cars,  
garden  rakes,  storage  containers,  reusable  shopping  bags,  
yarn,  ropes,  brooms  and  even  more  bottle  caps  [7].  Coca  
Cola  has  attempted  this  project  with  its  “hello  happiness”  
machine  that  collects  bottle  caps  in  return  for  time  on  a  
phone  booth.  The  technology  used  in  this  machine  was,  
however,  not  published.  Several  designs  were  therefore  
studied  and  are  listed  as  follows:   

1) Metal  detection:  Mini  Gadgets  MD-RING  Metal  
Detector  Ring  is  a  low  cost  sensor.  This  device  is  able  to  
detect  metals  and  could  be  used  as  the  main  or  as  a  
secondary  recognition  mechanism  [2].   

2) Plastic  detection  by  pattern  recognition:  A  Light  
Emitting  Diode  (LED)  light  is  placed  inside  the  bottle  cap  
processing  chamber  of  the  ISPB  to  illuminate  the  space.  
Plastic  type  identification  number  is  usually  grooved  into  
the  caps  inside  a  triangular  symbol.  Number  2  classifies  
the  only  kind  of  recyclable  caps  [3].  A  high  definition  
camera  is  used  to  capture  a  screenshot  which  then  gets  
processed  using  pattern  recognition  software. 

3) Plastic  detection  by  shape  recognition:  a  high  
definition  camera  takes  two  pictures  of  the  inserted  bottle  
cap  from  the  front  and  the  side  view.  These  pictures  are  
processed  using  software  to  detect  the  shape  of  the  
circular  front  and  the  rectangular  side  of  the  bottle  cap. 

4) Hardness/Friction  constant  test:  a  hardness  detection  
sensor  is  used  to  identify  the  friction  constant  of  the  
inserted  bottle  cap.  This  value  is  then  compared  with  a  
database  of  different  material  hardness  and  categorized  as  
recyclable  plastic  according  to  a  set  range  of  desired  
values.  “Digital  Shore  Tire  Durometer  Plastic  Tester  Meter  
0~100HC”  is  a  high  cost  device  that  measures  the  
hardness  of  plastics  [4]. 
The  pattern  recognition  system  is  the  most  economical  

and  uses  minimum  hardware.  After  processing  and  
recognition,  a  LED  light  turns  on  signifying  the  
acceptance  of  the  bottle  cap.  It  then  passes  through  a  
purely  mechanical  system  constituting  of  a  solenoid  valve.  
The  solenoid  valve  under  a  command  from  the  
recognition  software  sends  the  bottle  cap  down  a  pathway  
that  leads  to  a  collection  tank.  An  ultrasonic  HC-SR04  
range  detection  sensor  is  mounted  on  the  inner  side  of  

the  tank  to  measure  the  level  of  bottle  caps  reached.  A  
signal  is  sent  to  turn  on  a  LED  indicator  to  notify  when  
the  tank  is  full  and  ready  for  pick  up.  The  system  gives  
the  option  of  using  a  power  socket  when  a  certain  
amount  of  bottle  caps  is  inserted  or  when  a  certain  
amount  of  calories  is  burnt  on  the  bikes.  The  calories  
counter  uses  an  optical  encoder  that  measures  the  
rotational  speed  of  the  bike  and  accordingly  an  estimated  
value  of  the  calories  burnt  is  calculated  after  a  set  
amount  of  time.   
 

B. Solar  Panel  Efficiency 
The  main  parameter  determining  the  overall  performance  

of  the  solar  photovoltaic  (PV)  panel  is  the  efficiency.  The  
solar  panel  efficiency  is  generally  expressed  in  the  
following  equation:   

 
 𝜂𝜂  =  Pm  /  (G  ×  A). (1) 
 
𝜂𝜂:  Efficiency  of  the  solar  panel 
Pm:  Maximum  power  output  from  the  panel 
G:  Irradiance  of  the  surface  of  the  panel 
A:  Surface  area  of  the  panel 
 
The  maximum  power  of  the  panel  is  strictly  affected  by  

the  change  in  temperature,  which  will  be  a  major  factor  
of  significance  in  the  design  of  the  ISPB.   

 
 Pm, variable =  (1/Pm)  ×  (dPm  /dT). (2) 
 
T:  operating  temperature 
 
(2)  can  be  rewritten  as 
 

Pm,variable=(1/Voc)×(dVoc/dT)+(1/FF)×(dFF/dT)+(1/Isc)  ×(dIsc/dT) 
 
Voc:  Open  circuit  voltage 
Isc:  Short  circuit  current 
FF:  Fill  Factor,  which  is  the  useful  energy  that  can  be  
gathered  from  the  maximum  power  output 
 
Variables  FF,  Isc  and  Voc  are  all  temperature  dependent  

functions  that  affect  the  maximum  power  generated  by  the  
solar  panel.  All  three  parameters  are  directly  proportional  
to  temperature;  however,  a  decrease  in  temperature  mostly  
affects  FF  and  Voc  only.  The  performance  of  the  solar  
panel  of  the  ISPB  is  evaluated  under  different  
combinations  of  environmental  conditions  and  geometries.  
The  environmental  conditions  studied  include  the  following: 

1) Location:  indoors  versus  outdoors  installations 
2) Seasonal  changes 
3) Presence  and  absence  of  Air  Conditioning 
4) Shading  effects 

Different  design  geometries  were  analyzed  in  reference  to  
figures  3,  4  and  5  in  the  appendix  as  follows: 

1) Solar  panel  support  as  a  triangular  solid. 
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2) Solar  panel  support  as  a  hollow  triangular  solid  with  
both  ends  exposed  to  the  surrounding  atmosphere  such  
that  an  air  flow  is  present  under  the  solar  panel  providing  
a  cooling  effect.  This  geometry  is  preferable  for  indoor  
applications. 

3) Solar  panel  support  as  a  hollow  triangular  solid  with  
both  ends  closed.  This  design  prevents  rain  water  from  
entering  the  system  interior  and  is  preferable  for  outdoor  
applications. 
“On  average  (as  a  general  “rule  of  thumb”)  modern  

photovoltaic  (PV)  solar  panels  will  produce  8-10  watts  per  
square  foot  of  solar  panel  area.  For  example,  a  roof  area  
of  20  feet  by  10  feet  is  200  square-feet  (20  ft.  x  10  ft.).  
This  would  produce,  roughly,  9  watts  per  sq.-ft.,  or  200  
sq.-ft.  x  9  watts/sq.-ft.  =  1,800  watts  (1.8  kW)  of  electric  
power.  One  kilowatt-hour  (1  kWh)  means  an  energy  
source  supplies  1,000  watts  (1  kW)  of  energy  for  one  
hour.  Generally,  a  solar  energy  system  will  provide  output  
for  about  5  hours  per  day.  So,  if  you  have  a  1.8  kW  
system  size  and  it  produces  for  5  hours  a  day,  365  days  
a  year:  This  solar  energy  system  will  produce  3,285  kWh  
in  a  year  (1.8  kW  x  5  hours  x  365  days).”  [12] 

 

   
Figure  1.  Solar  energy  intensity  based  on  geographical  location 

 
Lebanon  is  at  the  border  of  the  most  favorable  belt  of  

angles  having  a  latitude  angle  φ  of  33.2o  based  on  figure  
1.  The  most  favorable  belt  represents  the  regions  in  
which  the  geographical  location  of  the  country  has  the  
best  conditions  for  setting  up  solar  panels,  where  more  
than  90%  of  the  solar  radiation  comes  to  the  solar  panels  
are  direct  radiation,  simply  because  the  regions  on  this  
belt  have  fewer  clouds  than  regions  in  other  belts.  In  fact,  
these  regions  experience  over  3000  hours  of  sunshine  per  
year  [8]. 
If  the  incident  solar  radiation  Sincident  perpendicular  to  the  

sun  is  exactly  the  radiation  that  reaches  the  solar  module  
(panel)  Smodule,  the  maximum  power  possible  is  generated  
in  the  solar  panel.  The  following  equation  relates  Smodule  
with  Sincident  based  on  the  elevation  angle  of  the  sun  α  and  
the  angle  of  tilt  of  the  module  from  the  horizontal  β. 

 
 Smodule  =  Sincident  ×  sin  (α+  β). (4) 

The  energy  received  by  the  panel  is  optimized  when  
α+β=90o.  In  other  words,  tilting  the  module  in  an  angle  
from  the  vertical  that  matches  α  is  the  maximum  possible  
radiation  received  by  the  module.  To  determine  α,  the  
following  equation  is  used: 

 
α  =  90  -  ∅  +  δ.   (5) 

 
where  the  Earth  declination  angle  δ  is  represented  by: 
 

δ  =  23.45  ×  sin  ( 360/365  ×  (284+d) ).         (6)   
 
The  tilt  angle  measured  from  axis  of  rotation  of  Earth  

changes  on  a  daily  basis.  The  day  number  d  is  thus  
essential  in  this  equation  as  it  will  eventually  alter  the  
amount  of  radiation  reaching  the  module  [9].  Changing  
the  angle  of  tilt  constantly  is  a  time  consuming  and  
effort  intensive  process.  Most  rooftop  solar  panels  have  a  
fixed  tilt  angle  hence  losing  system  efficiency  due  to  the  
decreased  radiation  meeting  the  module.  The  ISPB  
compensates  using  a  rotary  mechanism  that  allows  
variation  of  the  angle  of  tilt  of  the  module.  The  
mechanism  is  manually  handled,  and  the  angle  at  which  
the  module  is  set  varies  with  every  season  of  the  year.  
Winter  starts  on  the  21st  of  December  and  ends  on  the  
21st  of  March.  In  other  words,  it  starts  on  the  355th  day  
of  the  year  and  ends  on  the  81st.  The  latitude  angle  φ  is  
33.2o  as  mentioned  earlier.  (5)  and  (6)  are  solved  using  
these  values  resulting  in  a  declination  angle  range  of  [-
23.4o,  0o).  Therefore,  the  sun  angle  α  has  a  range  of  
[33.35o,  56.8o].  The  Solar  Electricity  Handbook  2015  
Edition  states  that  the  best  tilt  angle  for  winter  is  32o  
(close  to  31.55o)  from  the  vertical  [10].  The  angle  of  tilt  
of  the  module  β  is  then  58o.  Other  calculations  are  made  
by  means  of  the  same  logic  and  the  following  table  is  
constructed  that  summarizes  the  setup  the  panel. 
 

TABLE  I 
DECLINATION,  TILT  AND  SUN  ELEVATION  ANGLES 

Season Day  
Number 

Declination Sun  Angle  α Angle  of  
Tilt  β 

Winter 355-81 [-23.4,  0) [33.35,  56.8) [58,34) 
Spring 81-173 [0,  23.45) [56.8,  80.25) [34,10) 

Summer 173-265 [23.45,  -0.61) [80.25,  
56.19) 

[10,34) 

Autumn 265-355 [-0.61,  -23.4) [56.19,  
33.35) 

[34,58) 

 
Figures  3,  4  and  5  in  the  appendix  show  the  behavior  

of  the  direct  solar  radiation  H  on  the  panel  based  on  the  
three  different  angles  of  tilt  of  the  panel  58o,  34o  and  
10o  consecutively  given  the  latitude  angle  of  Lebanon.  
The  energy  output  generated  by  the  solar  panel  is  given  
by  the  following  equation  [11]: 
 

E  =Ep×H×PR     (7) 
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E  =  Energy  in  kWh 
Ep =  Energy  peak  in  kWp 
H  =  Annual  average  solar  radiation  on  tilted  panels  
(shadings  not  included);  refer  to  figures  3,  4  and  5  in  
appendix. 
PR =  Performance  ratio,  coefficient  for  losses  (range  
between  0.5  and  0.9,  default  value  =  0.75)   
 
The  potential  solar  panel  chosen  for  the  ISPB  has  

dimensions  1×1.6  meters,  maximum  power  of  270  Wpeak.  
Taking  the  lowest  H,  the  machine  will  solely  give  us  
energy  output  from  the  solar  module  equal  to  1.215  kWh  
per  day.  This  will  be  equivalent  to  121.5  Watts  per  hour  
(given  that  the  time  span  of  the  sun,  from  sunrise  to  
sunset,  is  10  hours),  which  is  enough  to  charge  7  full  
charges  for  a  single  phone  with  power  rating  of  12  Wh.   
 
C. Human  Powered  Energy  Generation 
A  stationary  bicycle  generator  is  studied  by  the  

Canadian  Center  of  Science  and  Education,  where  the  
motion  of  the  front  wheel  is  connected  to  a  flywheel  and  
rotates  coils  of  wires  in  a  magnetic  field.  The  DC  output  
current  could  be  either  channeled  to  a  battery  bank  or  
converted  to  AC  voltage  for  purpose  of  operating  a  
higher  range  of  electrical  appliances.  Tests  done  on  this  
schematic  presented  a  work  output  of  75W  for  an  
average  one-hour  workout.  On  a  speed  of  25kph  output  
can  reach  up  to  200W  for  a  limited  time.  Devices  that  
can  use  this  energy  draw  little  current  such  as  radios,  
phones,  laptops  and  high  efficiency  fluorescent  lightings.  
A  25W  fluorescent  bulb  can  light  up  to  8  hours  on  
200W  power.  On  this  basis  it  is  deduced  that  the  most  
efficient  use  of  this  technology  is  in  fitness  clubs  and  
gyms  where  more  than  one  exercise  machine  is  used  and  
their  power  output  could  be  stored  in  one  common  
power  bank.     

Figure  2.  Power  vs.  RPM  of  MNS  Power  Generator 
 
The  efficiency  generation  of  the  human  powered  bike  

generators  will  be  studied  with  reference  to  figure  2  
above.  The  MNS  Power  Dynamo  Generator  has  a  

maximum  output  of  300W  power  and  can  be  mounted  to  
any  rotating  shaft.  The  generator  costs  300,000  LBP  and  
its  average  Amp  Hours  during  one  hour  of  use  is  
0.1kWh.  A  typical  operating  time  for  each  bike  is  around  
5  hours  per  day  and  according  to  the  cost  of  electricity  
in  Lebanon,  the  two  gym  bikes  will  save  around  $54.5. 
There  seems  to  be  no  short  term  benefit  for  energy  

produced  mechanically  by  human  power,  but  their  energy  
generation  efficiency  can  go  up  to 94%. Thus  the  
integration  of  such  generators  with  other  sources  of  
energy  is  beneficial  and  helps  decrease  the  plug  load  in  
the  space  where  it  is  installed.   
 

VI. BUDGET  AND  PAYBACK  PERIOD 

A. Budget  Listing 
1) Solar  panel+  Battery  bank  +  invertor:  $800 
2) Dynamo:  $200 
3) Sockets:  $2  per  socket. 
4) Recycling  tank:  could  be  free  if  made  in  

manufacturing  lab  using  scrap  wood. 
5) Outer  cover  of  power  bank:  (cast  iron)  0.15  cents 
6) Valve  opening  mechanism:  $10.   
7) Web  Camera:  $6 
8) LED  light:  $1   
9) Ultrasonic  sensor  hc-sr04:  $1 
10) Interface  data  acquisition  board  (Arduino  or  

raspberry  pie):  $40. 
Total=$1070.15 

B. Payback  Period 
 Dollars  saved  using  solar  power:  

((0.27*0.75*11.5*92*320)/1500)  +  
2*((0.27*0.75*9*91*320)/1500)  +  
((0.27*0.75*6*91*320)/1500) 

 Dollars  saved  using  dynamo=  54.5 
 Payback  period=1070/  (solar  +  bike) 

Peak  rate  tariff,  according  to  EDL,  is  320  LL/kWh.  
According  to  the  previous  calculations,  the  module  of  the  
ISPB  will  save  around  $140.05  in  one  year,  while  the  
two  gym  bikes  will  save  around  $54.5.  Having  a  cost  of  
$1070.15,  we  can  conclude  that  the  payback  period  of  
the  machine  is  5.50  years.1 
 

VII. CONCLUSION 

The synergy of several sources of energy in the ISPB, 
along with the benefits of recycling proved to be a 
beneficial invention that should be considered in the 
market. LEED certified gyms are highly encouraged to 
have views to the outdoors to increase productivity of 
                                                           
1 Analysis done neglects costs of transportation and operation 
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the occupants. The presence of the ISBP in such 
buildings is a significant improvement to the sustainable 
performance of the gym in which it exists. The decrease 
in plug load, the possibility of recycling, and most 
importantly the brief and rapid payback period are 
impressive assets to any gym seeking green 
certifications. 
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NOMENCLATURE 

𝜂𝜂 Efficiency  of  the  solar  panel 
Pm Maximum  power  output  from  the  panel 
G Irradiance  of  the  surface  of  the  panel 
A Surface  area  of  the  panel 
T Operating  temperature 
Voc Open  circuit  voltage 
Isc Short  circuit  current 
FF Fill  Factor,  which  is  the  useful  energy  that  can  

be  gathered  from  the  maximum  power  output 
Sincident Incident  solar  radiation  perpendicular  to  the  sun 
Smodule Solar radiation reaching  the  solar  module   
α Elevation  angle  of  the  sun   
β Angle  of  tilt  of  the  module  from  the  horizontal 
δ Earth  declination  angle 
d The  day  number   
∅ Latitude angle    
E Energy  in  kWh 
Ep Energy  peak  in  kWp 
H Annual  average  solar  radiation  on  tilted  panels  

(shadings  not  included) 
PR Performance  ratio,  coefficient  for  losses  
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APPENDIX 

 

Figure 3. Module power in winter with β = 58o 

 

Figure 4. Module power in spring and autumn with β=34o 
 

Figure 5. Module power in the summer with β=10o 

 
 
 

 
Figure 6. CAD design of the ISPB (top view) 

 
 
 

 
        Figure 7. CAD design of the ISPB (frontal view) 

 
 
 
 
 

 
Figure 8. CAD design of the ISPB (components present inside the machine) 
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Abstract— In this work, efficient methods that can be used to
predict the Lagrangian motion of passive tracers in stochastic
flow fields were developed. These methods were further used for
the inverse Lagrangian prediction problem in which estimation
of the trajectories within a turbulent oceanic flow, given final
positions and description of the flow field, is addressed. Of
particular interest is to define probabilistic inverse maps that
can lead to the estimation of the source location which is critical
in a variety of environmental and safety-related applications,
such as oil spill sources or other search operations. However,
in such applications, one is challenged by huge amounts of
data due to the sheer size of the simulations, as well as the
need to assess the impact of model and data uncertainties. This
work presents an approach using probability-weighted piecewise
particle trajectories in which the domain is binned and the
tracing process is splitted up over the individual assimilation
cycles. A forward model was first developed in which a passive
tracer is seeded at some locations in the Red Sea and the model
was marched forward in time in order to predict the trajectory
and final position of the tracer in a stochastic flow field. This
model was further extended to account for cases where several
tracers are emitted at the same location with different emission
times, as well as tracers emitted at different locations. Finally,
a backward in time trajectory model is presented in which
probabilistic inverse maps leading to estimations of the source
location are defined.

I. INTRODUCTION

Following the tragic Deepwater Horizon oil rig explosion
on April 20, 2010, oil gushed from the bottom of the Gulf
of Mexico at a depth of 1500 m for 87 days before it was
capped. The gushing Mississippi Canyon (MC) 252 oil lead
to a buoyant plume spread over a surface area of about 17,725
km2 [1]. In such a case as well as in many source location
search operations, the temporal evolution of the spatial extent
of the tracer, and a measure of the error of that estimate, will
be needed for the natural resource damage assessment.
This objective may be addressed using model-based estimates
or satellite imaging. However, in the case of oil source
location estimation, these methods lead to considerable
differences and they both exhibit significant variation in the
temporal sequence of oil location maps. This is mainly due to
the fact that in-situ observations are limited by large search
domain and observing error, while high resolution images
of the upper few millimeters of the ocean surface can be
obscured by clouds [2]. As a result, efficient and accurate
methods to determine the source, given the final location, are

required.
One approach can be implemented using the dynamics and
the velocity fields in the current search area. This approach
would try to estimate the source by relying on the given
velocity fields. However, forecasts of currents and surface
flows are themselves sources of uncertainties due to the
inaccuracies in the measurement as well as forecast models
parameterisations. Consequently, tracking oil in such a
stochastic flow field becomes difficult. Many tools from
uncertainty quantification and data assimilation can be used
to address these needs.

In this work, we tackle this problem by working towards
defining probabilistic inverse maps for the case of a passive
tracer. The structure of this paper is as follows: in section II
we define what a passive tracer is. Section III gives a brief
description of the velocity field data set used throughout
this work. In section IV, we present the forward problem
in which the final position and trajectory are seeked given
initial position and velocity field. Section V introduces the
techniques that were used to reduce the computational cost
associated with the sheer amount of data. In section VI, we
provide the methodology followed to address the backward
problem. Section VII presents the results obtained for both
the forward and backward problems. Finally, in section VIII,
we provide concluding remarks and in section IX we discuss
possible extensions of the presented work.

II. PASSIVE TRACER REPRESENTATION

A passive tracer representation of particles involves elimi-
nating any interaction between the tracer and its surrounding
and results in the simple case of a tracer being driven by its
surrounding flow with no inertia. It is of particular importance
since it allows extracting information about the deep circula-
tion which is not readily available from examination of the
velocity or density fields. As a result, we will use passive tracer
representation throughout all our computational simulations.

III. VELOCITY FIELD DESCRIPTION

Throughout our work, we will be only considering passive
tracers in the Red Sea. The flow field data set used in this work
comes from a simulation for MITgcm (MIT general circulation
model) with 10 assimilation cycles over a one month period
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(June 2011) and a spatial resolution of around 4 km.
Over each assimilation cycle, 50 ensemble members are re-
sampled, i.e. at each time step, there are 50 velocity realiza-
tions at a certain point in the domain. As discussed before,
the spread in these realizations comes from the uncertainties
associated with such models as well as errors in data used for
assimilation. As a result, the given velocity field becomes a
stochastic flow field.

IV. FORWARD PROBLEM

In this section, we will start first by formulating our forward
problem. Then, the methodology followed throughout our
work will be presented along with the computational cost
associated with it.

A. Formulation

The forward problem can be formulated as follows:
Given the source location, emission time, and the velocity
field, it is required to find the final location of the tracer.

B. Methodology

Since we are dealing with a passive tracer, the velocity of
the particle will be that of the surrounding flow. The problem
will be initialized by specifying a seed at a certain position
within the domain. Then, for each member of the velocity
field, we will be marching in time using 4th order Runge-Kutta
(RK) scheme interpolating in time and space to the specified
location within the grid. In other words, since we’re using a
Lagrangian transport advection scheme, marching forward in
time requires solving equation (1) below at each time step as
shown.

dr

dt
= u(r, t) (1)

where
u(r, t) = ufluid(r, t)

is a 3D velocity field. Hence:

r(t2)− r(t1) =

t2∫

t1

u(r, t) dt (2)

And the integral is carried out using 4th order RK. The time
step used in our simulations was 3 days over one month period.

C. Computational Cost

The methodology presented before needs to be applied for
every member of the velocity field. As a result, for an ensemble
with n members and m assimilation cycles, the number of
all possible combinations is nm. The Red Sea data used
throughout this work has 50 members with 10 assimilation
cycles. This results in 5010 combinations which leads to a high
computational cost [6]. The need to develop efficient methods
is hence evident. These are discussed in the following section.

V. PROBABILITY MAP COMPUTATION

Instead of tracing quadrillions of individual particles, and
since a single a possible path is not of particular interest, one
approach could be implemented using probability-weighted
bins by which a probability is assigned to each bin according
to the number of particles that reached it from the different
ensemble runs. In the next time step, only a single particle,
weighted by the corresponding bin probability, is traced.
Although individual paths are lost during the process, this
approach- presented by Hoellt et al in [6]- leads to a
probability map that captures the uncertainties associated
with the velocity field.

Specifically, computing the pathline segments is done
as follows:
Given the flow field data set (figure 1(a)), a particle is first
injected at the user-defined seed point (the blue dot in figure
1(b)), then each member of the flow field is used to march
the particle forward for one time step (figure 1(c),(d)&(e)).
Then, the domain is binned (figure 1(f)) and the number of
particles within a bin is used to associate a weight with the
specified bin (figure 1(g)). The last segment of a pathline of
one cycle does not necessarily end in the center of a bin,
consequently, the final position of each pathline is adjusted
to the center of the correponding bin to avoid gaps when
connecting segments of two cycles (figure 1(h)). The weights
of all pathlines are finally summed to get a probability map
of the particle’s position at the specified time step (figure
1(i)) [6].

VI. BACKWARD PROBLEM

In this section, we will start first by formulating our prob-
lem. Then, the methodology followed throughout our work
with the backward problem.

A. Formulation

The backward problem can be formulated as follows:
Given the final position of the tracer and the velocity field, it
is required to determine the source location. However, since
going backward in time is by itself an ill-posed problem, and
adding to this the uncertainties in the velocity field, a proba-
bilistic inverse map will be computed leading to estimates of
the source location.

B. Methodology

In order to tackle the backward problem, we followed the
approach presented hereafter:

Since we’re dealing with passive tracers advected by the
surrounding field, diffusion, and the associated irreversibility
with it, is not present. Hence,in order to march backward in
time, it is enough to invert the velocity field at the tracer’s
position as shown in figure 2. In fact, as presented in the
forward problem formulation, solving the backward problem
requires also solving the Lagrangian advection equation:
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(a) Sample velocity field (b) Inject particle

(c) Integrate particle trajectory (d) Obtain particle trajectories
for 5 members

(e) Final particle positions in 1
cycle for 5 members

(f) Bin the domain

(g) Count particles per bin and
use as weight

(h) Render pathlines with their
weight

(i) Sum the weights of all path-
lines

Fig. 1: Probability map computation using spatial binning
technique

Fig. 2: Inverting the velocity field

Fig. 3: Marching backward in time using approach 1

dr

dt
= u(r, t) (3)

r(t2)− r(t1) =

t2∫

t1

u(r, t) dt (4)

But now, we are given the position at t2, and we seek finding
the position at t1, therefore:

r(t1) = r(t2)−
t2∫

t1

u(r, t) dt (5)

Which is equivalent to:

r(t1) = r(t2) +

t2∫

t1

−u(r, t) dt (6)

Thus, running the backward problem is nothing but running
the forward problem with inverting the velocity fields and
starting from the final time. This approach shown in figure 3
is repeated for each member of the ensemble data and makes
use of the binning probability technique presented before.

VII. RESULTS

After implementing the methodologies presented above nu-
merically in Fortran, the results obtained for both the forward
and backward problems are presented hereafter.
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Fig. 5: Several particles with different locations after 10 time
steps

Fig. 6: Several particles with different locations after 10 time
steps

A. Forward Problem Results

In what follows, results of the forward problem are pre-
sented for 2 cases that vary depending on the number of
tracers, their location, and their emission time used during
the simulation.

1) Case of a single tracer: Results for a single tracer are
presented in figure 4 for different time steps.

2) Case of several tracers at different source locations:
Corresponding results are presented in figure 5.

B. Backward Problem Results

In what follows, results of the backward problem are
presented in figure 6. It was run from the location where the
forward problem lead to the highest probability. Comparing
the results, we see that the backward problem has detected
the source location with high probability.

VIII. CONCLUSION

The prior history and trajectory of a tracer or a spill might
be critical in environmental and safety related applications.
This paper presented an approach that can be used for inverse
Lagrangian particle tracking in which the source location is
seeked given the final position and the velocity fields. The
approach presented overcomes the computational cost associ-
ated with such problems due to the uncertainties associated

with measured and simulated quantities. Specifically, instead
of tracking each path alone, a probability map is computed
that can be used to predict both the forward and backward
motion of particles in an oceanic field.

IX. FUTURE WORK

A. Part 1

We are currently working on applying our advection algo-
rithm on the case of normally distributed velocity ensembles
at every position and compare the results with the following
mathematical reasoning:
For a given particle’s position ri and given time tj

dr

dt
= u(ri, tj) (7)

where
u(ri, tj) = ufluid(ri, tj)

is a 3D velocity field that is normally distributed with mean
and standard deviation vectors:

µ(ri, tj) = (µx(ri, tj), µy(ri, tj), µz(ri, tj))

and

σ(ri, tj) = (σx(ri, tj), σy(ri, tj), σz(ri, tj))respectively.
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(a) t=0;inject particle

(b) t=1 (after 3 days)

(c) t=2 (after 6 days)

(d) t=3 (after 9 days)

(e) t=4 (after 12 days)

(a) t=5 (after 15 days)

(b) t=6 (after 18 days)

(c) t=7 (after 21 days)

(d) t=8 (after 24 days)

Fig. 4: Forward model sample results for different time steps
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Hence

r(tf )− r(tj) =

tf∫

tj

u(ri, tj) dt (8)

equivalently

r(tf ) = u(ri, tj)× (tf − tj) + r(tj) (9)

This r(tf ) will also be normally distributed since it is a linear
transformation of u(ri, tj). Calculating the first and second
moments of r(tf ), we find that it has the following mean and
standard deviation vectors:

µ(ri, tj)× (tf − tj) + r(tj)

and
σ(ri, tj)× (tf − tj)

respectively.

B. Part 2
As previously mentioned, we are dealing with passive

tracers in our work, and there is no need to account for
the physical and chemical processes taking place with
the surrounding environment. However, for future work,
a more realistic representation of an oil spill would be
by incorporating some non-conservative processes such as
coalescence and breakup, bio-degradation, emulsification,
evaporation, and sedimentation.

Diffusion had shown to have no important effect in this
specific work. Yet, for a different case, when working with
another type of particles rather than oil, or when studying
particles motion in the atmosphere for example, the diffusion
there will be much more important and must be accounted
for. The approach of ”Inverting the velocity field” presented
before would be no longer valid once diffusion (or any other
non conservative process) is introduced. Two approaches were
thought of to help solving the problem of diffusing particles.

1) Running instances of the forward problem: Given the
final position at time t2, several instances of the forward model
need to be run at time t1. The issue of where to seed the
forward model becomes important as seeding everywhere (or
at least on a finely resolved grid) ”upstream”, and identifying
the few particles that arrive at the final location, would be
computationally expensive. One solution can be introduced by
limiting the search region to a rather smaller domain by using
a spatial scale obtained from the magnitude of the velocity at
time t2, and the time step, i.e.:

Rsearchregion = ‖V‖ � t (10)

This method might still require high computational cost when
the search regions are themselves large.

2) A combination approach: As seen before, the approach
of ”Inverting the velocity field” cannot be implemented once
nonconservative processes are introduced. In addition to that,
the approach of ”running instances of the forward problem”
might require high computational cost. A good idea would
be then to combine both approaches, i.e by inverting the
mean velocity of the ensemble, the particle can be marched
backward in time, and then a search region is constructed at
the detected position within which multiple instances of the
forward problem are launched, and those leading to the final
location are combined.
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Abstract- Advanced state-of-the-art comprehensive 
predictive techniques applied on patient-specific data have 
been recently becoming inevitable for clinical applications. In 
specific, the use of Computational Fluid Dynamics (CFD) 
methodologies combined with patient specific data (CTA 
images) allows computing in-vivo arterial hemodynamics for 
patient follow up and diagnostic purposes. However, such 
modeling techniques still incur several burdens, starting from 
accurate reconstruction of patient specific arterial system and 
heart complicated dynamics, besides the challenges of 
replicating actual in-vivo patient dependent physiologic 
conditions (pressure and flow waveforms). This research aims 
at developing an advanced 3D numerical tool to model patient 
specific vasculature system which could be later adopted in 
different research investigations to mimic real patient 
hemodynamic distribution, understand various vascular 
diseases prognosis, and aid clinicians in decision-making and 
patients’ following up. The construction of the modeling 
process starts by first acquiring CT scan data of a specific 
patient’s human arterial system. The associated DICOM files 
were then converted into 3D geometric model that was then 
discretized into small control volumes. However, this 3D 
model is disconnected from the patient heart and the 
downstream arterial system. Therefore, to account for these 
upstream and downstream effects, lumped models were 
integrated with the generated 3D physiologic domain. These 
integrated models represent the heart at the inlet section of the 
truncated domain and the downstream arterial system at the 
outlet. The heart was assigned an electric circuit representing 
the function of the left ventricle while the outlet sections of the 
3D physiologic domain were modelled by “Three Element 
Windkessel” electric analog circuits. To predict the blood 
hemodynamics (blood pressure and velocity fields), the set of 
Reynolds-averaged Navier-Stokes equations were applied. The 
finite volume method (FVM) was adopted to solve the 
algebraic discrete form of the conservation equations using 
ANSYS Fluent. In this research, a major contribution has been 
made to couple the lumped heart model to the 3D domain inlet 
section via “one type of boundary condition”, rather than 
shifting between two types of boundary condition formulations 
to model the systolic and diastolic cardiac phases as been done 
in the literature. 

Besides the 3D computational analysis, a reduced 
mathematical model was developed on simple human arterial 
tube models and solutions of pressure and waveforms were 
generated using Matlab code simulated under different 
boundary condition formulations. This step was very essential 
in formulating the problem, understanding the physics and the 
impact of each parameter, and designing a smooth numerical 
coupling between the patient model (artery), upstream (heart 
model) and downstream (3-element WK) models, before 
implementing the concept in the full 3D CFD model.  

Predictions of cardiac properties were presented in terms of 
pressure-volume (PV) loops of the left ventricle, ventricular 
and aortic pressure, and lumen pressure of the arterial system. 
The obtained outcomes of the developed numerical models 
were realistic and compares well with what’s being observed 
clinically. 
Keywords: Human Vascular System, CFD, Finite Volume 
Method, Lumped Model, Windkessel 
I. INTRODUCTION AND LITERATURE SURVEY 
The Human Cardio-Vascular system is a vital system and 
understanding its complex nature and functionality can have 
extremely profound implications in medical research. Blood 
hemodynamic properties can be found using in-vivo techniques, 
but that is relatively expensive, hard to perform, and undoable 
for some parts of the body. Therefore, with the fast growing 
numerical advancements came the idea of building a 
comprehensive model which mimics the inherited physical 
phenomena that occur in human vascular systems. 
Computational modeling of cardiovascular systems has been 
used in studies related to diseased arteries, enhancements of 
medical devices [1][2], and planning of vascular surgeries 
(from therapeutic decision-making to outcome assessments 
[3][4][5]). On this basis, several researches have worked on 
developing computational-based models to be used as an 
algorithmic tool- the ultimate goal being to attain a certain 
level of predictive accuracy, given real patient-specific inputs. 
After rigorous dissection of the work provided in the open 
literature, it was found that the mathematical modeling of the 
human vasculature system was based on combining three 
modeling approaches: lumped, tube, and physiologic modeling.   
Before discussing those approaches, an understanding of the 
basic functioning of the human heart is needed as a prerequisite 
for the terminology used in this paper. The heart consists of 
four main chambers: the left and right atriums, and the left and 
right ventricles (Fig. 1). Newly oxygenated blood coming from 
the lungs enters the heart into the left atrium. During the phase 
called diastole, the mitral valve, which lies between the left 
ventricle and left atrium, opens to make way for the blood into 
the ventricle. Then comes the diastole, during which the aortic 
valve allows the flow out of the heart. This valve separates the 
left ventricle from the aorta, which is the largest artery. From 
the aorta, all arterial branches emerge and extend to feed the 
whole body with oxygenated blood. It is important to note that 
whenever one of the valves mentioned is open, the other is 
closed. Finally, the cardiac cycle drives the blood to circulate 
in a closed loop and a pulse-like form. [6] 
The information provided above may not be a detailed 
explanation on all the chambers and valves, but it is enough to 
understand the methodology of this research.  
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Figure 1. Labeled Model of the Human Heart [7] 

 
The literature presents the lumped approach as a common 
method of modeling the arterial system. Segers et al. [8] have 
assessed the systemic and pulmonary hemodynamics following 
a lumped parameter approach to account for the interaction 
between the heart ventricles and the arteries. In their paper, the 
4 element Windkessel model (4WM) was used to represent the 
system. Many other researchers adopted the simpler 2 element 
Windkessel model (2WM) to estimate aortic variables 
[9][10][11]. The difference between 2, 3 and 4 element circuits 
is the number of electric components utilized. 

 

 
Figure 2. (a) 2-element Windkessel Model (b) 3-element 

Windkessel Model (c) 4-elements Windkessel Model [12] 
 
In all of them, the vein compliance and peripheral resistance 
are represented by a capacitor and resistor, respectively. 
However, in the 3 and 4 element models, an extra resistance 
accounting for the opening and closing of the valves in the 
heart is used, and in the 4 element model, an inductor 
represents blood inertia. [12] Clearly, the more the components, 
the more accurate and the closer the model is to the real 
biologic system.  
Other models have been developed such as the comprehensive 
Guyton model [13] which is a complex and detailed 
representation of most of the main circulatory branching, from 
the aorta to the veins. This, however, requires much more 
advanced studies since only through a thorough analysis of 
each branch would the model be reliable. Therefore, the 
Windkessel circuits, which represent the whole system by a 
few elements and yield accurate results, are enough for this 
work. 
Not many studies use more than one approach to model the 
arterial system. One of the few is that of Kim et al. [14] who 
investigated the heart-arterial interaction by coupling a lumped 
parameter heart circuit and a 3D finite element physiologic 
model. In their study, they consider switching between two 
different boundary conditions at the inlet section, depending on 
the position of the valves. They adopted a weak pressure 
boundary condition when the aortic valve is open, and a zero 

velocity boundary condition when the mitral valve is open (the 
aortic valve is closed). At the outlet, a pressure boundary 
condition is used. In this work, we take it as a challenge to use 
only one type of boundary condition on each side of the 3D 
model. We find out the key is to use an outward mass flow rate 
on the outlet. This enables us to represent the inlet with only a 
pressure function, and therefore simplify the problem and 
avoid divergence and numerical fluctuations. In what follows, 
the research design method, numerical outcomes, and final 
recommendations and conclusions will be presented.  

 

II. RESEARCH DESIGN METHOD 

A. Physical Model (Physiologic Model) Reconstruction and 
Numerical Grid Generation 
 

CT scan data were first acquired for a specific patient from 
the American University of Beirut Medical Center (AUBMC). 
The DICOM files were then entered into Mimics software to 
segment the model and keep the relevant features of the model. 
After then, a 3D reconstructed model was generated, forming 
the basis for the numerical computations (Fig. 3a). A total of 
6,100,588 control elements (Fig. 3b) were then generated to 
numerically model the 3D patient specific physiologic domain. 

 

 
(a) 

 

 
(b) 
Figure 3 (a) Image Segmentation/Reconstruction; (b) 
Numerical Grid Generation. 

CT Scan DICOM Files Image Segmentation in Mimics

Image Reconstruction
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B. Mathematical Modeling 
 

Two different modeling approaches were formulated in this 
research work: In the first part, a full 3D numerical model 
based on computational fluid dynamics (CFD) methodologies 
coupled with lumped heart at inlet and 3-element Windkessel 
Models at outlets was formulated. In the second part, a 
reduced 1D model of an arterial system coupled with lumped 
heart and 3-element Windkessel Models was formulated. In 
what follows, the description of each approach will be 
mathematically and physically discussed. 
 
1) 3D-Dimensional Finite Volume Based Aortic Model 
coupled with lumped heart and 3-element Windkessel 
 

1-a) Three Dimensional Finite Volume Simulations of Blood 
Flow 

 
Blood was assumed to be an incompressible Newtonian fluid 

with density and dynamic viscosity of values of 1050 kg/m3 
and 0.003 Pa.s, respectively. Hemodynamic properties of blood 
(i.e. pressure and velocity fields) are computed by solving the 
set of Navier-Stokes equations (continuity and momentum) 
given by: 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 +  ∇. (𝜕𝜕𝐯𝐯) = 0                                                                            (1) 

𝜕𝜕(𝜕𝜕𝐯𝐯)
𝜕𝜕𝜕𝜕 + ∇. (𝜕𝜕𝐯𝐯𝐯𝐯) = −∇𝑝𝑝 +  ∇. (𝛕𝛕) +  𝐅𝐅𝐛𝐛                                 (2) 

𝛕𝛕 =  𝜇𝜇{∇𝐯𝐯 + (∇𝐯𝐯)𝑇𝑇}                                                                        (3) 

 
1-b) Lumped Parameter Heart Model 
 
To induce the effects of the heart which is not fully modeled 

as done for the patient-specific arterial physiologic model, a 
lumped parameter heart model was coupled to the inlet 
boundary (A) of the aortic model as shown in Fig. 4. In this 
study, the left atrium and ventricle were modeled constituting 
of the left atrial pressure (atrium was modeled as one lumped 
element), mitral valve, atrio-ventricular resistance 
(representing viscous effects of blood flow) and inductance 
(representing inertial effects of blood flow), aortic valve, 
ventriculo-arterial valvular resistance and inductance, and left 
ventricular pressure (modeled also as lumped element). A 
time-varying Elastance function was considered to model the 
left ventricular pressure. The heart physiologic function is 
divided into two main phases, systole and diastole. During 
systole, the left ventricular pressure rises and when it reaches 
above the aortic pressure, the aortic valve opens and enables 
interactions between the left ventricle chamber and arterial 
system. (Fig. 5a). Accordingly, the aortic pressure and flow 
become solution due to the interactions between the lumped 
parameter heart model and the three dimensional finite volume 
model of the aorta. Moreover, the aortic flow is coupled to the 
ventricular volume during which the left ventricle is ejecting 

blood to the aorta. On the other hand, during diastolic phase, 
the aortic valve closes (Fig. 5a), and hence the lumped heart 
model and the three dimensional aortic model are decoupled. 
Therefore, the solution of the ventricular pressure and its 
volume are predicted independently of the three dimensional 
physiologic aortic model and are solely function of the heart 
lumped model parameters. As the left ventricle continue to 
further relax during diastole, its pressure decreases and falls 
below the left atrial pressure upon which the mitral open (Fig. 
5b). and ejects blood to the left ventricle. In this case, the left 
ventricle pressure, volume, and left atrial flow are determined 
solely by the interactions between the left ventricle and left 
atrium. The mitral valve closes (Fig. 5b) after and the cycle 
repeats again. 

 
When the aortic valve is open, the lumped parameter heart 
model is given by: 

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝜕𝜕) = 𝐸𝐸(𝜕𝜕)[𝑉𝑉𝑣𝑣(𝜕𝜕) −  𝑉𝑉0] − 𝑅𝑅𝑉𝑉−𝑎𝑎𝑎𝑎𝑎𝑎𝑄𝑄(𝜕𝜕) −  𝐿𝐿𝑉𝑉−𝑎𝑎𝑎𝑎𝑎𝑎
𝑑𝑑𝑄𝑄(𝜕𝜕)
𝑑𝑑𝜕𝜕        (4) 

When the mitral valve is open, the lumped parameter heart 

model is given by: 

𝑃𝑃𝐿𝐿𝐿𝐿 = 𝐸𝐸(𝜕𝜕)[𝑉𝑉𝑣𝑣(𝜕𝜕) −  𝑉𝑉0] + 𝑅𝑅𝐿𝐿−𝑉𝑉𝑄𝑄𝐿𝐿𝐿𝐿(𝜕𝜕) + 𝐿𝐿𝐿𝐿−𝑉𝑉
𝑑𝑑𝑄𝑄𝐿𝐿𝐿𝐿(𝜕𝜕)

𝑑𝑑𝜕𝜕      (5) 

The ventricular volume and pressure are determined by the 
following equations: 
 
𝑑𝑑𝑉𝑉𝑣𝑣(𝜕𝜕)
𝑑𝑑𝜕𝜕 =  𝑄𝑄𝐿𝐿𝐿𝐿(𝜕𝜕)  −  𝑄𝑄(𝜕𝜕)                                                             (6) 

𝑃𝑃𝑣𝑣(𝜕𝜕) = 𝐸𝐸(𝜕𝜕)[𝑉𝑉𝑣𝑣(𝜕𝜕) −  𝑉𝑉0]                                                             (7) 

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎: the aortic pressure, [mmHg] 
𝑃𝑃𝑣𝑣(𝜕𝜕) : the ventricular pressure, [mmHg] 
𝑃𝑃𝐿𝐿𝐿𝐿 : the left atrium pressure, [mmHg] 
𝐸𝐸(𝜕𝜕): the Elastance function of the left ventricle, [mmHg/cm3] 
𝑉𝑉𝑣𝑣(𝜕𝜕): the ventricular volume, [cm3] 
𝑄𝑄: the aortic volume flow rate, [cm3/s] 
𝑄𝑄𝐿𝐿𝐿𝐿: the left atrial volume flow rate, [cm3/s] 
 
𝑅𝑅𝑉𝑉−𝑎𝑎𝑎𝑎𝑎𝑎, 𝑅𝑅𝐿𝐿−𝑉𝑉, 𝐿𝐿𝑉𝑉−𝑎𝑎𝑎𝑎𝑎𝑎, and 𝐿𝐿𝐿𝐿−𝑉𝑉 :  the aortic and mitral valves 

resistances and inductances, respectively 

The time-varying Elastance model shown Fig. 4a is based on 
the work performed in an isolated heart prepared by Suga and 
Sagawa in the early 1970s, where they analyzed cardiac 
mechanics in the pressure-volume plane [15][16]. They 
recorded hemodynamic data measured both from isovolumic 
(non-ejecting) and ejecting cardiac contractions and found that 
the ‘isochronic’ points (i.e., points recorded after a given time 
from onset of contraction) in the different contractions are 
located on a single line, characterized by its slope and intercept 
with the volume axis. The slope is the ratio of the increase in 
pressure associated with an increase in ventricular volume, and 
hence has the dimension of stiffness or Elastance, 𝐸𝐸(𝜕𝜕). 
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1-c) Three-Element Windkessel Model 
 
Since the 3D physiologic domain (arterial system) is 

truncated at specific locations, the effects from the separated 
downstream physiologic model was accounted for via 3-
elements WK models (Fig. 4a), governed by the following 
differential equation: 

(1 +  𝑍𝑍𝑅𝑅)𝑄𝑄(𝑡𝑡) +  𝐶𝐶𝑍𝑍 𝑑𝑑𝑄𝑄
(𝑡𝑡)
𝑑𝑑𝑡𝑡 = 𝑃𝑃(𝑡𝑡)

𝑅𝑅  +  𝐶𝐶 𝑑𝑑𝑃𝑃(𝑡𝑡)
𝑑𝑑𝑡𝑡                      (8) 

 
 
2) Reduced 1D Arterial Model coupled with lumped heart 
and 3-element Windkessel Models 
 

Before conducting the full 3D simulation using the finite 
volume method in fluent solver, the patient vasculature model 
was simplified to a simple arterial tube model (Fig. 4b) while 
the lumped models including the heart and the 3-element 
Windkessel (WK) models were maintained. The reduced 
model was extensively used to investigate the effect of various 
patient related physiological parameters on blood 
hemodynamics. This step was essential in formulating the 
problem, understanding the physics behind it, the impact of 
each parameter, and ensuring a smooth numerical coupling 
between the patient model (artery) and the upstream (heart 
model) and downstream (3-element WK) model. In this 
mathematical formulation, hemodynamic properties of blood 
(i.e. pressure and velocity fields) are computed by solving the 
set of Navier-Stokes equations (continuity and momentum) 
given in cylindrical coordinates as follows: 

 
𝑑𝑑𝑢𝑢𝑧𝑧(𝑟𝑟)
𝑑𝑑𝑑𝑑 = 0                                                                                       (9) 

−𝑑𝑑𝑃𝑃(𝑑𝑑)
𝑑𝑑𝑑𝑑 +  𝜇𝜇 (1

𝑟𝑟
𝑑𝑑
𝑑𝑑𝑟𝑟 (𝑟𝑟

𝑑𝑑𝑢𝑢𝑧𝑧(𝑟𝑟)
𝑑𝑑𝑟𝑟 )) = 0                                    (10) 

The differential equation (10) is subjected to the following 
boundary conditions: 

 no − slip conditions @ walls 
 𝑑𝑑𝑢𝑢𝑧𝑧

𝑑𝑑𝑑𝑑 ]𝑑𝑑=0 = 0 

 
𝑢𝑢𝑧𝑧 is the axial velocity (m/s), 𝑃𝑃 is the pressure (Pa), and 𝜇𝜇 is 
the dynamic viscosity (Pa.s). 
 
The solution of the velocity field is given by: 

𝑢𝑢𝑧𝑧(𝑟𝑟) =  1
4𝜇𝜇

𝜕𝜕𝑃𝑃
𝜕𝜕𝑑𝑑 (𝑟𝑟2  − 𝑅𝑅2)                                                         (11) 

To obtain the pressure distribution, apply the continuity 
constraint (eq. 9) on eq. 11, 
𝜕𝜕
𝜕𝜕𝑍𝑍 (𝑢𝑢𝑧𝑧) = 0    

𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑑𝑑𝑦𝑦
→        1

4𝜇𝜇
𝜕𝜕2𝑃𝑃
𝜕𝜕𝑑𝑑2 (𝑟𝑟2  − 𝑅𝑅2) = 0                    (12) 

The general set of solutions of eq. (12) is given by 
𝑃𝑃(𝑍𝑍) =  𝐶𝐶3𝑍𝑍 + 𝐶𝐶4                                                                         (13) 
 

The volume flow rate is then computed as follows 

𝑄𝑄 =  ∬𝑣𝑣𝑍𝑍(𝑟𝑟)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. �⃗�𝑛 𝑑𝑑𝑑𝑑                                                                      (14) 

Rearranging the obtained equations, the final solution of the 
flow in the artery could be written as: 

𝑃𝑃1(𝑡𝑡) = 𝑃𝑃2(𝑡𝑡) + 128𝜇𝜇𝜇𝜇
𝜋𝜋𝐷𝐷4 𝑄𝑄(𝑡𝑡)                                                     (15) 

 
Where: 𝑃𝑃1(𝑡𝑡)and 𝑃𝑃2(𝑡𝑡) are the inlet and outlet static pressures 
of the arterial model, respectively and 𝑄𝑄(𝑡𝑡)  is the blood 
volume flow rate. 
 
 

 
(a) 
 

 
(b) 
 

Figure 4. (a) 3D physiologic patient aortic model 
coupled to a heart and 3-element Windkessel models; 
[14] (b) 1D arterial model coupled to a heart and 3-
element Windkessel models. [14] 
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               (c)                                                 (d) 

Figure 5. (a) Aortic Valve [19]; (b) Structure-function 
relationship in aortic valve [17] (c) Diagram of the 
human heart showing the chambers, valves and great 
vessels- by Wapcaplet in Sodiopodi [7]; (d) Normal 
Function of the Mitral Valve [18];  

 

III. NUMERICAL FORMULATION AND COUPLING 

Using the finite volume method (FVM), the governing 
partial differential equations (Equations 1, 2, and 3) are 
integrated over each cell of the numerical domain to form the 
discrete model upon which a set of algebraic equations are 
generated and iteratively solved over each element. The final 
discrete model governing 𝜑𝜑  at every location in the 
computational domain becomes: 
𝑎𝑎𝑃𝑃𝜑𝜑𝑃𝑃 =  ∑ 𝑎𝑎𝐹𝐹𝐶𝐶𝐶𝐶𝜑𝜑𝐹𝐹

𝐹𝐹=𝑁𝑁𝑁𝑁(𝑃𝑃)
+ 𝑏𝑏𝑃𝑃                                                    (16) 

 
Where:  𝑃𝑃 is an arbitrary location of a control element and 𝜑𝜑 is 
a general variable that could be either pressure or velocity. 

 
On the other hand, the forward finite difference scheme was 

used to evaluate the derivative terms appearing in equations. (4, 
5, 6, and 8). The resulting numerical model was obtained, 

(1 +  𝑍𝑍𝑅𝑅)𝑄𝑄
(𝑡𝑡+∆𝑡𝑡) +  𝐶𝐶𝑍𝑍 𝑄𝑄

(𝑡𝑡+∆𝑡𝑡) −  𝑄𝑄(𝑡𝑡)

∆𝑡𝑡

= 𝑃𝑃(𝑡𝑡+∆𝑡𝑡)

𝑅𝑅  +  𝐶𝐶 𝑃𝑃
(𝑡𝑡+∆𝑡𝑡) −  𝑃𝑃(𝑡𝑡)

∆𝑡𝑡                   (17) 

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎(𝑡𝑡+∆𝑡𝑡) = 𝐸𝐸(𝑡𝑡+∆𝑡𝑡)[𝑉𝑉𝑣𝑣(𝑡𝑡+∆𝑡𝑡) −  𝑉𝑉0] − 𝑅𝑅𝑉𝑉−𝑎𝑎𝑎𝑎𝑡𝑡𝑄𝑄(𝑡𝑡+∆𝑡𝑡)

−  𝐿𝐿𝑉𝑉−𝑎𝑎𝑎𝑎𝑡𝑡
𝑄𝑄(𝑡𝑡+∆𝑡𝑡) −  𝑄𝑄(𝑡𝑡)

∆𝑡𝑡                            (18 

𝑃𝑃𝐿𝐿𝐿𝐿 = 𝐸𝐸(𝑡𝑡+∆𝑡𝑡)[𝑉𝑉𝑣𝑣(𝑡𝑡+∆𝑡𝑡) −  𝑉𝑉0] + 𝑅𝑅𝐿𝐿−𝑉𝑉𝑄𝑄𝐿𝐿𝐿𝐿(𝑡𝑡+∆𝑡𝑡)

+  𝐿𝐿𝐿𝐿−𝑉𝑉
𝑄𝑄𝐿𝐿𝐿𝐿(𝑡𝑡+∆𝑡𝑡) −  𝑄𝑄𝐿𝐿𝐿𝐿(𝑡𝑡)

∆𝑡𝑡                        (19) 

𝑉𝑉𝑣𝑣(𝑡𝑡+∆𝑡𝑡) −  𝑉𝑉𝑣𝑣(𝑡𝑡)

∆𝑡𝑡 =  𝑄𝑄𝐿𝐿𝐿𝐿(𝑡𝑡+∆𝑡𝑡)  −  𝑄𝑄(𝑡𝑡+∆𝑡𝑡)                                 (20) 

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎(𝑡𝑡+∆𝑡𝑡) = 𝑃𝑃2
(𝑡𝑡+∆𝑡𝑡) + 128𝜇𝜇𝐿𝐿

𝜋𝜋𝐷𝐷4 𝑄𝑄(𝑡𝑡+∆𝑡𝑡)                                  (21) 

𝑃𝑃𝑣𝑣(𝑡𝑡+∆𝑡𝑡) = 𝐸𝐸(𝑡𝑡+∆𝑡𝑡)[𝑉𝑉𝑣𝑣(𝑡𝑡+∆𝑡𝑡) −  𝑉𝑉0]                                               (22) 

 
Coupling between the lumped heart, physiologic arterial 

system, and WK models was done via an automatic-based 
numerical algorithm. The major contribution in this work has 
been made in the coupling of the lumped heart model to the 3D 
domain inlet section using “one type of boundary conditions” 
rather than shifting between two types of boundary conditions 
(Dirichlet and Neumann) which is extensively used in literature. 
In literature when the aortic valve is closed, a zero velocity 
Dirichlet condition is assigned and when the aortic valve opens 
the boundary condition is switched back to Neumann pressure 
inlet boundary condition [13]. However, in previous works it 
has been shown how the choice of boundary conditions can 
change significantly the velocity and pressure fields [13]. To 
ensure accurate results and to reduce implementation 
complexities, the pressure inlet was modelled as the inlet 
boundary condition throughout the simulation instead of 
shifting between pressure inlet during systole and velocity inlet 
during diastole as previously done. 

Moreover, to avoid fluctuations and divergence and to make 
the solution prediction stable, an under relaxation factor (“alfa”) 
was introduced in the numerical algorithm. This guarantees the 
way to the solution to be smooth and stable, however, it 
decreases a bit the convergence rate. It’s recommended 
whenever using iterative method to control the rate at which 
variables are changing during iterations, it’s also worth 
mentioning that this under-relaxation factor changes the path to 
the solution only and not the discretization [19]. 

 Fig. 6 depicts a portion of a developed Matlab code 
integrated to simulate numerically the problem. Further, 
generic C++ codes for serial and parallel processing were built 
to implement the model represented by equations. (17-22) and 
coupling it to Fluent solver. The Semi Implicit Method (the 
iterative method) for Pressure Linked Equations (SIMPLE) 
algorithm was adopted to resolve the pressure-velocity 
coupling. 

Fig. 6b and 6c show the velocity field of the reduced 1-D 
model (see Fig. 6b) coupled with lumped heart and 3-element 
Windkessel models with specifications of 3.5 mm diameter and 
resistance of 120000. Comparison of the two graphs indicate 
that both simulations match perfectly for different diameters as 
well as for different resistances. Also, the pressure field 
simulated on both CFD and Matlab exhibits similar patterns for 
different diameters and different resistances.   
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Figure 6a. Portion of the integrated numerical 
algorithm in Matlab code. 

 
 
 

 
 

Fig 6b. Velocity field of the reduced 1D arterial 
model coupled with lumped heart and 3-element WK 
Models simulated on CFD. 

 
 

Fig 6c. Velocity field of the reduced 1D Arterial 
Model coupled with lumped heart and 3-element WK 
Models on Matlab. 

 

IV. RESULTS AND DISCUSSIONS 

The parameter values of the lumped parameter heart and 3-
element Windkessel model given in equations. (4, 5, and 8) 
were selected based on measurements from the literature [20] 
[21]. 

 
Results of the cardiac properties were reported for rest 

conditions. Solutions were obtained using a 6,100,588 
elements (control volumes) mesh with a time step size of 1e-3 
sec. The 3D computer based model was simulated using 
parallel processing on a 128 core high performance computer 
(HPC) machine at AUB (CFD Labs). A total of minimum 8 
cardiac cycles were required until the final cardiac properties 
and hemodynamics yielded periodic solutions. Fig. 7 depicts 
the simulated pressure-volume (PV)-loop of the left ventricle 
simulated over 12 cycles. In the results shown in this study, the 
time dependent resistance and inertial effects during the 
closing of the aortic and mitral valves were not accounted for, 
and this has led to modification of the PV-loop shape during 
the isovolumic contraction and relaxation phases. However, 
this issue could be easily resolved by varying the valvular 
resistance during closure phases. Ongoing research is being 
performed to formulate a general time dependent function of 
the mitral and aortic valves to capture the ventricular pressure 
and volume changes during the isovolumic contraction and 
relaxation phases. Note also that PV-loops could have different 
shapes other than a perfect rectangular shape in some cases, for 
instance when valvular diseases exist. Fig. 7b shows the 
pressure-volume loop of the left ventricle for a single cycle 
[14]. To account for the closing of the aortic valve during 
diastole, there is a shift between Neumann boundary conditions 
to Dirichlet boundary conditions (zero velocity) [14]. This 
could be the main reason why there is some discrepancy 
between the two figures (Fig 7a and 7b). 

 
 Fig. 8 shows the aortic and ventricular pressure during 1 
cardiac cycle. This behavior matches well with what is 
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clinically observed, where the left ventricular pressure 
increases slightly above the aortic one during cardiac ejection 
to systemic circulation, and then it drops below it during 
diastolic phase. This simulation gives a computed left 
ventricular pressure ranging from 18 to 125 mmHg and a 
Ventricular pressure ranging from 62 to 125 mmHg (see Fig. 
8a). Fig. 8b shows the pressure and velocity waveforms of the 
left ventricle and aorta extracted from a real physiologic 
patient. By comparing the red and black graphs of 6b with that 
of 6a, these two graphs show very similar results to what we 
got during our simulations (Fig. 8a), where both graphs (8a and 
8b) exhibit a very similar pattern over the whole cycle (0.92 
sec). Fig. 8c on the other hand shows computed pressure 
waveforms of the inlets and outlets for thoracic aorta at rest 
and during exercise [14]. By comparing the thoracic aorta 
pressure curve at rest (Fig. 8c) with the simulated aortic 
pressure (Fig. 8a), the two graphs show similar trends, with 
little to no discrepancies.  
 
Fig. 9 shows the predicted lumen pressure at different flow 
times over 1 cardiac cycle in order to illustrate the varying 
flow features during different phases of the heart mainly: 
systole, diastole and mid-diastole. and it also agrees well with 
what is expected (compared to other literature work and 
physiologic data).  
 
 

 
Figure 7a. Simulated PV-loop  

 
         

 
 

Figure 7b. PV- loop of the left ventricle for a single 
cardiac cycle, [14] 

 
Figure 8a. Simulated Ventricular and Aortic Pressure 
after 12 cycles. 

 
 
 

 
Fig 8b. Pressure and Volumetric changes from a real 
physiologic data during one cardiac cycle [20].  

 
 
 

 
                  

Fig 8c. Computed pressure waveform at the inlet and 
outlet boundaries of thoracic aorta at rest and during 
exercise [14].  
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Figure 6a. Portion of the integrated numerical 
algorithm in Matlab code. 

 
 
 

 
 

Fig 6b. Velocity field of the reduced 1D arterial 
model coupled with lumped heart and 3-element WK 
Models simulated on CFD. 

 
 

Fig 6c. Velocity field of the reduced 1D Arterial 
Model coupled with lumped heart and 3-element WK 
Models on Matlab. 

 

IV. RESULTS AND DISCUSSIONS 

The parameter values of the lumped parameter heart and 3-
element Windkessel model given in equations. (4, 5, and 8) 
were selected based on measurements from the literature [20] 
[21]. 

 
Results of the cardiac properties were reported for rest 

conditions. Solutions were obtained using a 6,100,588 
elements (control volumes) mesh with a time step size of 1e-3 
sec. The 3D computer based model was simulated using 
parallel processing on a 128 core high performance computer 
(HPC) machine at AUB (CFD Labs). A total of minimum 8 
cardiac cycles were required until the final cardiac properties 
and hemodynamics yielded periodic solutions. Fig. 7 depicts 
the simulated pressure-volume (PV)-loop of the left ventricle 
simulated over 12 cycles. In the results shown in this study, the 
time dependent resistance and inertial effects during the 
closing of the aortic and mitral valves were not accounted for, 
and this has led to modification of the PV-loop shape during 
the isovolumic contraction and relaxation phases. However, 
this issue could be easily resolved by varying the valvular 
resistance during closure phases. Ongoing research is being 
performed to formulate a general time dependent function of 
the mitral and aortic valves to capture the ventricular pressure 
and volume changes during the isovolumic contraction and 
relaxation phases. Note also that PV-loops could have different 
shapes other than a perfect rectangular shape in some cases, for 
instance when valvular diseases exist. Fig. 7b shows the 
pressure-volume loop of the left ventricle for a single cycle 
[14]. To account for the closing of the aortic valve during 
diastole, there is a shift between Neumann boundary conditions 
to Dirichlet boundary conditions (zero velocity) [14]. This 
could be the main reason why there is some discrepancy 
between the two figures (Fig 7a and 7b). 

 
 Fig. 8 shows the aortic and ventricular pressure during 1 
cardiac cycle. This behavior matches well with what is 
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Figure 9. Predicted lumen pressure (scale shown in Pascal. 
1mmHg = 133.32 Pa) at different flow time over 1 cardiac 
cycle. 

 

V. CLINICAL TRANSLATION 

The purpose of this project is to build a comprehensive 
integrated lumped-3D computational model that will serve as a 
research tool for several future clinical and biomedical 
engineering applications. This model relates several cardiac 
parameters of specific patient that allows predicting different 
hemodynamic properties including but not limited to pressure, 
velocity distribution and recirculation, wall shear stress, etc.… 
Moreover, it allows understanding the change in aortic flow 
and blood pressure due to the interaction with the cardiac cycle 
and vice versa. This computational-based tool could be 
integrated in different clinical applications to study blood 
hemodynamics in diseased arterial segments (valvular diseases, 
plaque prognosis, heart defects, and peripheral artery diseases), 
enhance the design of medical devices, planning of vascular 
surgeries and in therapeutic decision-making, prediction of 
disease prognosis in human vascular system, design of 
artificial medical devices to sustain failing hearts, grafting 
procedures and diagnostic procedures. 

 

VI. CONCLUSIONS 

An advanced integrated lumped-3D numerical tool was 
developed in this study to model patient specific vasculature 
system. The interaction between the 3D model and the 
upstream and downstream domains is challenging as it arises 
complicated modeling issues at the boundaries. In this research, 
a major contribution has been made to couple the lumped heart 
model to the 3D domain inlet section via “one type of 
boundary condition formulation”, rather than shifting between 
two types of boundary condition formulations to model the 
systolic and diastolic cardiac phases as been done in the 
literature. This project is the first time to be researched in AUB, 
and the promising outcomes and the resulting numerical 
platform will serve as an inevitable tool for future research 

investigations by AUB engineering and medical community. 
This numerical platform could be later translated into practical 
clinical applications that could be adopted in different research 
investigations to mimic real patient hemodynamic distribution, 
understand various vascular diseases prognosis, and aid 
clinicians in decision-making and patients’ following up. This 
project is the first time to be researched in AUB, and the 
resulting numerical platform will serve as an inevitable 
powerful tool for future research and clinical investigations by 
AUB engineering and medical community.  
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Abstract Summary:   

This paper discusses the validation of a Computational Fluid Dynamics (CFD) model to calculate the heat transfer in an industrial 
diesel forced-convection oven. We will investigate the performance of the oven while varying the operating conditions, with and 
without bread in the baking chamber, to reach the most reliable CFD model portraying the actual oven. The Simulations and 
Results are still in progress and will be discussed when finished. 
 

I. INTRODUCTION 

Our project is a well-synchronized combination of Fluid 
Dynamics, Thermodynamics, Heat Transfer, and Design of 
Thermal Systems. The plan is to discuss the validation of a 
Computational Fluid Dynamics (CFD) model to calculate the 
heat transfer in an industrial gas forced-convection oven. 

 
The heat oven we aim to study is not functioning at its 
maximum capacity. Through our study, we aim to provide 
KARAKI, by using a CFD model, the conditions needed to 
minimize diesel fuel input, maximize the heating process, and 
reduce the time needed to bake bread across the baking 
chamber whether placed at the center or at the borders of the 
baking chamber 
 
We intend to guarantee that the technical specifications of our 
final product are met. These specifications include: The heat is 
homogenously spread across the baking chamber reaching 
bread to all locations equally, reaching the optimum conditions 
needed to maintain bread moisture and quality, reducing the 
power requirement. 

  

II. LITERATURE REVIEW 

The study aims on performing a numerical and experimental 
CFD 3D model of an industrial forced convection bread baking 
oven. The 3D model is coupled with an appropriate turbulence 
model, taking into account bread moisture, quality, and 
focusing on the optimization and uniformity of the heating 
process. The oven under study is composed of three main parts, 
a burner, a heat exchanger, and a baking chamber. Our focus 
lies on the CFD modeling of the heat exchanger and the baking 
chamber.  
 
Computational fluid dynamics is tremendously advantageous 
for predicting temperature and velocity fields in an oven. 

Lately, it is evident from the numerous publications of the last 
decade that the use of CFD in food processing studies has 
become a growing movement, particularly in industrial ovens.  
 
In 2000, Verboven et al. [1] discussed isothermal air flow in a 
forced convection oven using the application and 
authentication of CFD modeling. Three years later, Therdthai 
et al. [2] performed a 3D CFD analysis coupled with a moving 
grid approach to examine temperature outlines and flow 
profiles in a continuous industrial baking process. The 2D CFD 
model was later on used with the sliding mesh technique to 
study the oven chamber of a continuous industrial bread baking 
oven [3]. In 2009, Williamson et al. [4] presented the analysis 
and optimization of the design of an innovative gas fired 
radiative burner for industrial tunnel ovens using CFD 
simulation to calculate radiation heat fluxes applied on the 
exterior crust of the food. Recently a CFD model of a bakery 
pilot oven was designed with three heat transfer mechanisms 
measured and combined with turbulent flow [5]. The results 
were compared with experimental values, reporting promising 
equivalence for all three models. 
 
Heating processes adopted in industrial ovens include the bake 
and broil cycle. The broil cycle denotes cooking with heat 
generated only from the top heater while the bake cycle 
denotes cooking with heat generated only from the bottom 
heater. 
 
Mistry et al. [6] uses CFD methodology to study transient 
natural convection heat transfer in an electric oven under two 
different cooking cycles, the Bake and the Broil. Heat loss 
contribution analysis was performed to understand the 
contribution of heat loss through the walls, vent, and glass door 
of the oven. It was concluded that the maximum uncertainty 
between the gas temperature and the thermocouple reading is 9 
%. After a thermal flow field analysis was executed, it was 
observed that the thermal field is similar for both laminar and 
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turbulent flows, thus a laminar approach was used. The core 
results state that the Broil Cycle attains non uniform 
temperature distribution inside the cavity while the Bake Cycle 
reaches uniform temperature distribution inside the cavity. 
Additionally, the dominant mode of heat transfer in a Broil 
cycle is surface to surface radiation between the heater and 
oven walls and between the walls themselves, while that of a 
Bake cycle is radiation heat transfer between the heater and 
oven walls combined with convective heat transfer. Thus in a 
Bake cycle, efficient convective heat transfer leads to 
temperature uniformity in the baking chamber.  
Our study focuses on the experimental and numerical modeling 
of a forced convection industrial oven. Rek et al. [7] states that 
there are three different methods of baking that can be 
classified as classic, fan, and grill. In the classic method, an 
electric heater is placed on both the floor and ceiling and the 
heat transfer is due to natural convection, conduction and 
radiation. In the fan method the air entering the chamber is 
heated before entering and then it’s circulated in the chamber 
by a fan, so the mechanism of heat transfer is forced 
convection. The third method is grill where an electric heater is 
placed on the ceiling and it’s heated to a very high temperature 
so the main mechanism of heat transfer is radiation.  
The oven under study relies on the fan method and the main 
mechanism of heat transfer is forced convection. It’s important 
to note that we will be concerned with the steady state 
condition, thus the equations will be simplified since all the 
time derivatives are zero. The oven is considered to be static i.e. 
the bread enters the oven in a tray and remains in its position 
until the baking process ends. 
Litovchenko [8] discusses the computer simulation of 
equipment in the food industry including heat exchangers, 
pumps and ovens. Software Flow Vision was used to design 
and simulate the movement of liquids and gases in devices 
consisting of four steps. These steps are the development of 3D 
geometry in the CAD programs, the implementation of 
boundary conditions (input, output, wall, etc.), the assignment 
of rheological properties (density, viscosity, emissivity), and 
situating the driving force (velocity, pressure drop, convection, 
elevation).  

 
Rek et al. [9] notes in their evaluation of emissivity that the 
emissivity of food products (in this case biscuits) is not well 
known, so different emissivities were associated to biscuits and 
the corresponding surface temperature variations were 
recorded from which it was noticed that biscuit surface 
emissivity is not of significant effect on their analysis.  
In a different study, hot air is used as the heating medium and 
results for an empty oven as well as for an oven loaded with 
bread. It was concluded that the quantitative aspect of the 
model was limited due to the approximations in model design 
which include: uniform boundary conditions, geometrical 
approximations, variable flow field in oven cavity, K-ε model 
wall function estimates, and limitations of computational grid  
 

refinement [10]. 
 
Also discussed is the experimental and computational fluid 
dynamics (CFD) analysis of thermal air flow distribution in a 
3-zone forced convection bread-baking oven. The oven is 
controlled at different constant temperatures within each zone 
and a CFD model is validated against experimental data. CFD 
results prove that selection of the flow model as well as 
realistic boundary conditions will result in accurate 
temperature predictions [6].  
To ensure bread quality, moisture content should be taken into 
consideration throughout the CFD simulations.   
Mondal [11] studies the quality of bread and crust formation in 
relation to water and how this can be controlled using spraying 
of water at prefixed intervals. It uses CFD modelling for better 
understanding of the process of bread baking (simulating both 
the mass and heat transfer from the bread). In the baking 
process there is a process of simultaneous exchange of heat, 
liquid water, and water between the product and its 
surrounding’s in the baking chamber. The understanding of 
this exchange is very important for the optimization of the 
baking process and will complement the design and 
implementation of advanced control systems for industrial 
ovens.  
 
Knowing that processing is the time needed to cook the food, 
bread is baked when its center reaches a temperature of 90-95 
°C (Cauvain, 2003) noting that the middle section of the bread 
requires the highest time to reach this temperature. The crust 
develops at a temperature of 110 °C. It’s also important to note 
that the moisture rate is very high in the bread at the beginning 
of the baking process (when surface temperature increase 
sharply) and tends to decrease as the baking process progresses. 
After all, temperature distribution plays a major role in the 
quality and the effective bread baking processes.  

  
Khatir [12] uses CFD methodology and an optimization 
framework to analyze the optimization of 3D ovens of different 
sizes and flow conditions for desired features such as 
temperature uniformity.  Temperature uniformity and velocity 
across the width of an industrial bread-baking oven are 
fundamental to ensure even heat circulation to each piece of 
bread. Air flows in the oven are analyzed using steady state 
Reynolds Averaged Navier-Stokes (RANS) equations for 3D 
flow. RANS and turbulence transport and energy equations are 
solved on ANSYS FLUENT 13.0. Grid independency analysis 
is performed along with CFD to obtain values of σT 
(Temperature Function) that are used to undergo temperature 
uniformity assessments. This paper does not incorporate 
moisture content and volume change, only temperature 
distribution. Findings indicate that the greater the value of ΔT 
the lower the optimum core bread temperature and the more 
time it takes to heat the bread. Thus, the optimum ΔT desired 
between the top of the bread and the baking chamber is 10 °C. 
 



566

Moreover, Boulet [5] considers all the mechanisms of heat 
transfer (convection, conduction, and radiation). Major factors 
of interest are the air flow, oven load, humidity and baking 
time. The heat absorption of the product is of prime importance. 
It will be very high at the beginning when there are high 
temperature differences between the bread (that is at room 
temperature) and the fluid in the baking chamber and will 
decrease with time.  

III. METHODOLOGY 

After completing extensive literature review regarding the 
relevant topics related to this project. We visited KARAKI to 
acquire the required dimensions for the heat exchanger and the 
baking oven as well as the fluid properties (attached detailed 
test report in appendix). 

 
1. Mass flow rate of flu gas (kg/s) 0.0020 kg/s 
2. Inlet Temperature of the flu gas 800°C 
3. Blower Speed (rpm: rotation per minute) 1400 rpm 
4. Outlet Temperature of the flu gas 470°C 
5. Material of the heat exchanger AISI 310s 
6. Material of the oven AISI 430 
7. Flu gas material 6%O2, 7%CO2, 5%H2O, 78%N2, 1%NOx,   
2% SOx, and 1% Soot. 
 

The first step of the CFD analysis is drawing the oven on 
SOLIDWORKS. A heat exchanger and a baking chamber 
make up the oven. The heat exchanger is made of an inlet, two 
collectors, twelve tubes, an outlet, and thirty-seven fins on the 
surfaces of the heat exchanger. 

 
SOLIDWORKS Assembly (void drawing):  
 

After completing the SOLIDWORKS drawing, the oven was 
imported to ANSYS FLUENT 16.2. The SOLIDWORKS 
drawing was made of void faces, thus the oven was then filled 
with flu gas (fluid) and the boundaries of the oven were 
covered with solid. 

 
 

The next step of the CFD analysis is meshing the oven. The 
oven was meshed as one complete unit with inlet and outlet 
faces for the heat exchanger and inlet and outlet faces for the 
baking chamber. 

 
The next step is inserting the flu gas, bread, and oven material 
properties in the setup and choosing the features (velocity 
variations, pressure variations, temperature variations, etc.) to 
be evaluated.  

 
Simulations will be made with and without bread in the oven to 
get a better understanding of the oven’s performance. 

 
Simulations & Results are still in progress. 

 
Heat exchanger solid:  

 
Heat exchanger flue gas: 

 
 
Full Assembly: 



567

In the preprocessing stage we worked on understanding the 
physics and theory behind the problem at hand and 
understanding the objective constraints, assumptions to be used, 
the governing equations, and the conservation equations (mass 
conservation, momentum conservation, energy conservation, 
and radiation intensity conservation). 
 
Also to better understand the finite volume theory that lie at the 
base of ANSYS Fluent we worked a simplified version of the 
code using MATLAB.  

 
A significant part of the project deals with meshing the 3D 
computational model. This operation involves subdividing the 
domain to numerous elements and entering the necessary 
boundary conditions, fluid parameters and physical properties 
underlying the problem such as the flow rates and fluid 
characteristics of both fume gases and the air entering the 
baking chamber.  

 
Then there is the processing stage (which is in progress) once 
the meshing process is complete.	 This process is repeated 
iteratively until convergence and until the required accuracy is 
achieved (this process is time and computationally consuming). 

 
Finally, there is the post-processing stage (to be completed) 
where the data generated by the CFD software is compared 
with experimental data to evaluate the validity of the CFD 
model. In this stage the experimental data collection is of 
prime importance for validation where the temperature, 
humidity and other factors must be measured at certain specific 
locations in the oven. 

 

IV. EXPERIMENTAL PROCESS 

The experimental investigation of the heat transfer in the oven 
represents all the temperature profile at the inlet and outlet at 
different circumstances. The measurements have been recorded 
with the assistance of KARAKI Company; they provided us 
with the required equipment for the experiment as well as the 
appropriate setup.  The measurements include the oven internal 
and external temperatures at consecutive 2 mins time intervals. 
In the attached appendix there are full details of the 
temperature at each time in addition to all the details and the 
operating conditions of the Oven and the Burner.  
 
In addition we have analyzed the oven performance by 
measuring the energy rate at the input and output, and the 
baking energy rate to get the efficiency of the baking oven and 
the overall production capacity. Moreover we have measured 
the fuel consumption, fuel density and flow rate at different 
stages of the baking process.  

V. RESULTS 

Simulations & Results are still in progress and will be   
presented in the poster. 
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1

Manufacturer: "KARAKI"

Address:

Model: CUTE Oven

Type: Oil Fired Oven X Electrical Oven

Serial Number:

Site: "KARAKI" Factory (Choueifat) Date: 26-Feb-16

OIL FIRED

30⁰C
270⁰C
240⁰C

20 minutes

RIELLO 40
431T1

G3
Thermal power - output

Fuel
Electrical supply

Motor
Capacitor

Ignition transformer
pump

Absorbed electrical power
Flu gas exhaust section cm2

Combustion gas Velocity m/s
Flow m3/h

Fuel injector capacity
Fuel injector pressure

Fuel Consumption for pre heating
Fuel specific energy

Fuel Energy Consumption
(combustion analyser test results)

Exhaust flu temperature
Flame temperature

Staring Time: 15:56 burner ON Ambient temperature 20⁰C Notes
Time Oven internal temperature Oven external temperature
15:56 30⁰C 21.2⁰C  →  24.2⁰C
15:58 44⁰C 21.2⁰C  →  24.2⁰C
16:00 70⁰C 21.2⁰C  →  24.2⁰C
16:02 101⁰C 21.2⁰C  →  24.2⁰C
16:04 131⁰C 21.8⁰C  →  25.0⁰C
16:06 159⁰C 21.8⁰C  →  25.0⁰C
16:08 186⁰C 21.8⁰C  →  25.2⁰C
16:10 210⁰C 21.8⁰C  →  25.2⁰C
16:12 232⁰C 21.9⁰C  →  25.6⁰C
16:14 253⁰C 21.9⁰C  →  25.6⁰C
16:16 270⁰C 21.9⁰C  →  25.8⁰C Burner OFF
16:18 277⁰C 22.0⁰C  →  26.0⁰C
16:20 270⁰C 22.0⁰C  →  26.0⁰C
16:22 266⁰C 21.2⁰C  →  24.2⁰C Burner ON

5'000 g Flour
2'500 g Water

Total: 7'500 g Dough
Dough were divided into 150 loafs

Each loaf weight is 50 g

Ambient temperature 20 ⁰C
Staring Time @ 15:56  Oven door closed

Time Oven Internal temperature
17:03 265 ⁰C
17:06 271 ⁰C
17:06 Time Interval Setting: 10 minutes
17:11 Exhaust fan ON
17:16 Oven door opening and trolley pulling

Fuel consumption for baking 175 g
Fuel specific energy 48 MJ/Kg

Fuel Energy Consumption 8.4 MJ ≡ 2.3 KWh
Dough inserted weight 7'500 gram

Ten Steel plates total weight 17'800 gram
Fuel Energy Consumption per KG of dough 307 watt-hour/Kg

 Time Interval 2 hours

rockwool:
 80 mm thickness
70 Kg/m3 density

Proper thermal insulation

5-Oven baking test

Notes

Burner OFF

3-Pre-Heating Temperature 
gradient

1- Oven

Oven Test

The door glazing temperature increases 
from 21.2⁰C to 56⁰C during testing

4-Dough composition:

470⁰C
800⁰C

14 bars maximun
842 g

48 MJ/Kg
40 MJ ≡ 11.2 KWh

6 % O2

0.115 KW
113 cm2
0.78 m/s
32 m3/h

0.65 gallon/hour

Amrousieh-Choweifat (Industrial Area)
Lebanon

2- Burner

Pre-heating starting tempearture
Pre-Heating tempearture setting

Pre-Heating tempearture difference

Brand

Pre-Heating time

19 - 35 KW   -    1.6 - 3 Kg/h
Gas oil, max. viscosity at 20⁰C:  6 mm2/s  (1.5 ⁰E)

Type
Model

CUTE OVEN

Burner ON

Oven Door opening and insertion of 
7'500 g of dough

Single phase, 230 ±  10%  ~  50HZ
Run current  0.7 A  -  2850 rpm   -   298 rad/s

4 µF
Secondary 8 KV  -  16 mA

Pressure   7  -  15 bar

6-Idle Energy
"KARAKI" Beta Engineering Oven Test
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Oven Test

Idle energy fuel consumption average (gram/h) 540
Fuel specific energy 48 MJ/Kg

Fuel Energy Consumption per hour 26 MJ ≡ 7.2 KWh

Measured Energy Input Rate KW 22 KW
Measured Energy Input Rate BTU/h 75'134 BTU

Pre-heat Temperature 270 ⁰C
Pre-heat Time 20 minutes

Pre-heat Energy 40 MJ ≡ 11.2 KWh ≡  38'216 BTU
Baking Energy Rate @ 270 ⁰C (KW) 13.8 KW

Baking Energy Rate @ 270 ⁰C (BTU/h) 47'130 BTU/h
Idle Energy Rate @ 270 ⁰C (KW) 7.2 KW

Idle Energy Rate @ 270 ⁰C (BTU/h) 24'590 BTU/h

Baking Energy Efficiency (%) 67%
Taking into consideration 

that a pre-heat occurs each 
two hours

Production Capacity (Kg/h) 45 Kg/hour
Production Capacity (lb/h) 99 lb/hour

Baking process For pre-heating process Procedure

Fuel combustion flue gas (m3/liter) 10.4 10.4

Fuel consumption average per hour (gram/h) 1,296 2,526

Fuel consumption (supposing that a pre-heating occurs each 
2 hours):

pre-heating: 842 g fuel /20 min
Baking energy: 175 g fuel / 10 min

==> fuel consumption g/h =
(842 +175*10) / 2 hours = 1'296 g/h

Fuel density (gram/liter) 832 832
Fuel consumption average per hour (liters/h) 1.56 3.04 measured

Volumetric flow rate of Flue gas m3/h 16.2 31.58 Calculated

Density of flue gas @ 470 ⁰C (Kg/m3) 0.435
Mass flow rate of flu gas Kg/h 7.05 Calculated

Mass flow rate of flu gas Kg/s 0.0020 Calculated

Blower fan dimensions L x W (cm) 18.5 x 15.5 cm
Blower fan section cm2 287 cm2

Blower fan air speed m/s 18 m/s
Blower fan volumetric flow m3/h 1'733 m3/h

RPM 1390
Power (KW) 0.75

6 % O2
7 % CO2
0 % CO

5 % H2O
78 % N2
1 % Nox
2 % SOx

1 % Soots

Description Reference
Infra-red thermometer 3M
Combustion Analyzer UEI - C75
Energy check meter VOLTCRAFT 3000

Digital Thermometer 
-50⁰C to +300⁰C

TP3001

Standards

ASTM F2093: Standard test method for 
performance of rack ovens

General principles for design - Risk 
assessment and risk reduction

11- Instruments Used during test:

10-Flu gas material
(combustion analyser test 

results)
These figures are partially measured and assumed

8-Mass flow rate of flue gas 
Kg/s:

9-Blower fan air speed and 
volume:

7-Summary of CUTE Rack 
Oven performance:

6-Idle Energy

"KARAKI" Beta Engineering Oven Test
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Abstract-3D printing allows the production of three 

dimensional solid objects including various prototypes, end user 
products, biomaterials, tissues, and organs. Implementing 3D 
printing in medical applications is currently a challenge that 
promises to highly impact the future of medicine. The aim of this 
project is to integrate 3D printing of bones, cell culturing and 
artificial muscle fabrication to produce a prototype of a human 
hand. The fabricated hand is to be composed of three main 
components resembling the three main constituents of a hand: the 
bones, muscles and skin. The prototype is the first step towards a 
fully 3D printed functional one that allows amputees to regain 
their lost limb with an identical and natural one.  

  

I. INTRODUCTION 

3D printing has provided a new platform where it is 
possible to transform virtual designs into physical 3D objects. 
These objects, whether prototypes or functional parts, have 
been integrated within many scientific studies [1]. All areas of 
medicine have also adopted this new platform to enhance 
quality of life of patients. The different uses of this technology 
can be seen in cardiology [2], blood vessels engineering [3], 
and prosthetics [1]. Another interesting and useful application 
is the 3D printing of bones. For example , the technology was 
applied to print a physical 3D temporal bone model from a 
computed tomography CT image [4]. 

In this project, we aim to use this technology to produce a 
real-life duplicate of the hand of an amputee. In order to 
achieve this goal, a CT image of a hand will be first obtained, 
mirrored and segmented using an appropriate CAD software to 
prepare it for 3D printing. After printing the bones and 
connecting them using cartilage-like material, fabricated 
electromagnetic muscles will be attached to their periphery to 
facilitate their movement. Before the final phase is initiated, 
the skeletal hand will be covered with an elastomer to take the 
shape of a real-life hand. Finally, 3D skin cell culturing will be 
performed in order to produce multiple skin layers that attach 
to the chosen elastomer. 

The use and complexity of 3D printing in medical 
applications has been expanding with the development of 
possible 3D printing applications. For instance, integrating cell 
cultures with 3D printed scaffolds to closely mimic real-life 
bone function and structure have been done before [5]. 
However, due to the limited available facilities and materials, 
we had to resort to 3D printing of bones using non-
biocompatible. The use and complexity of 3D printing in 
medical applications has been expanding with the development 

of possible 3D printing applications. For instance, integrating 
cell cultures with 3D printed scaffolds to closely mimic real-
life bone function and structure have been done before [5]. 
However, due to the limited available facilities and materials, 
we had to resort to 3D printing of bones using non-
biocompatible material in our prototype. In what comes next, 
the methods used to produce the 3D prototype are explained in 
detail.  

 

II. MEHODOLOGY 

To construct the 3D printed hand, the process was divided 
into three phases, discussed below in order: (1) bones (and 
cartilage), (2) muscles, and (3) skin (and mold). 

 
A. BONES 
 
The production of the printed bones begins with a 

computerized tomography (CT) scan of a hand. As advised by 
two radiologists at the American University of Beirut Medical 
Center, the optimal CT image is obtained when the hand is in a 
flat position. Moreover, previous scans for medical purposes 
were all also taken in that position [6, 7]. The CT scan was 
taken at the American University of Beirut Medical Center 
with a resolution of 0.625 mm. Even though this resolution is 
not ideal for our application, the radiologist reconstructed it 
with a resolution of 0.4 mm, which was enough to capture the 
cartilage between the bones (seen as empty gaps between the 
different phalanges in figure 1). This scan provides an accurate 
imaging of the needed tissues and allows us to transfer this 
image to a biomedical CAD software. In this case, MIMICS 
was used for the analysis, segmentation and surface finishing 
of the bones. A preview of the segmentation of the bones is 
shown in figure 1. 

The model is then exported to a stereolithography (.stl) file 
to be printed. The advantage of STL is that it facilitates the 
geometry by reducing it to its initial components. However, the 
object loses some of its resolution because triangles are used to 
represent the geometry [8]. This disadvantage can be fixed by 
secondary image manipulation in order to create well-defined 
contours [9]. After software processing is done, the image is 
transferred to a 3D printer which prints the bones using a 
thermoplastic polymer: acrylonitrile butadiene styrene (ABS). 
Previous use of ABS as a bone replacement material showed 
satisfactory results based on the feedback of surgeons on its 
anatomic characteristics [9]. The properties of the ABS 
composition that will be used are shown in Table 1. The 3D 
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printer is ProJet 3510 SD with a resolution of 375x375x790 
DPI (xyz), layers of 32μm thickness, and an accuracy of 0.025-
0.05 mm. 

The bones are then separated and cleaned from the wax 
produced by the 3D printer. To avoid contamination and in 
preparation for the next step, the bones are rubbed with 
isopropyl alcohol. When the bones are ready, specific grade of 
silicone ( is used as articular cartilage to reduce the friction at 
joints between the phalanges of the fingers, and simultaneously 
adheres them appropriately. To make sure that the bones are 
stationary during the process in order to avoid any cracks in the 
connection, a fixture is used to keep them in place while the 
silicone cures. Multiple alternative materials and grades of 
silicone have been tested, and the optimal adhesive/cartilage-
like grade of silicone was used. 
 

 
Table 1: Properties of the ABS plastic used in 3D printing 

 

 
Figure 1: CAD image of the   Figure 2: ABS printed bones                   
hand obtained from a CT scan 
 

B. MUSCLES 
 

When the skeletal hand is obtained, the fabricated muscles 
must be inserted and connected to facilitate the movement of 
the fingers. Two different methods are tested for this purpose: 
a mechanical approach and a magnetic approach. The idea of 
using electricity as a motion initiator is inspired by the fact that 
the human body already possesses the ability to generate a 
certain voltage. However, this voltage requires amplification in 
order to match the power sources (6-12V) required for the 

mechanical and electromagnetic muscles, which is out of the 
scope of this project.  

The mechanical approach includes the use of servo-motors 
attached to each finger through nylon fishing lines and 
controlled through an Arduino. The advantage of using a 
servomotor is the fact that the position of the shaft is known 
and regulated using an encoder that supplies feedback [10], 
which is suitable for mimicking the selective grip of the hand. 
A servo motor should be capable of holding a given load (its 
maximal power should be larger than the peak power required 
for the task), satisfying the volume and weight criteria [11].  

For this project, the team opted for an E-flite super sub-
micro s60 servo, due to its light weight (6.0 g) and small size. 
This servo requires a voltage of 5V, which means that once 
connected to the body, an amplifier should be integrated in 
order to increase the human body’s voltage (10-100 mV) to 5V. 
This servo has a torque of 0.9 Kg-cm. 
 

 
Figure 3: An E-flite super sub-micro S60 drvo motor [12] 

 
The servo is connected to both a power supply (the black 

wire connected to the negative pole and the red wire to the 
positive pole) and a data acquisition device (the NI myDaq by 
connecting the orange wire to pin 5 of the DIO pins) while 
control is done using  a LabView program. 

Once the program runs, the servo motor shaft goes back to 
position 0, and when the knob is turned, the shaft turns along. 
The maximum turn is reached once the knob is fully turned and 
the shaft has made a 180 degree angle.  

This method ensures precise and controlled movement and 
a good torque for the future use of the fingers. 
 

The second magnetic method offers the advantage of 
remote actuation. It involves attaching the bones to a cobalt rod 
(also using nylon fishing lines) centered in an electromagnet 
formed by winding an enamel coated copper wire around an 
iron rod, such that when a current passes through the coil, it 
attracts the cobalt rod causing the fingers to bend. An iron core 
serves to magnify the magnetic field up to one hundred times 
more than a coil without a core, and several experiments were 
done prior to choosing iron as the core material, including steel 
and lead. Before fixing the muscles in place, any moving wire 
or rod is inserted in a tube in order to prevent any interference 
from the added layers that hinders motion.  For optimal 
performance, the power delivered should be available in high 
currents but low voltage reducing the magnet’s resistance [13]. 
Studies show that the most favorable coil configuration is that 

Property Condition Specification 
Density ASTM D4164 1.02 
Tensile strength ASTM D638 42.4 
Tensile modulus ASTM D638 1463 
Elongation at break ASTM D638 6.83 
Flexural strength ASTM D638 49 
Heat distortion 
temperature 

ASTM D648 at 
0.45MPa 56 
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of a solenoid electromagnet, as it can operate at larger 
distances than other configurations [14]. After a series of 
experiments, two final configurations were tested taking into 
account the size limitations: 1,500 turns of a 1mm coil wound 
around a 10cm long iron rod (diameter=6mm), and 7,000 turns 
of a 0.1mm coil wound around a 13cm long iron rod 
(diameter=6mm). The coil with the larger diameter showed 
slightly better results and is recommended for use. As for the 
power source, different voltages and currents were tested to 
ensure a good range and strength of the electromagnet 
(knowing that increasing the current while decreasing the 
voltage increases the efficiency of the electromagnet), and the 
most suitable values were a voltage of 5.8V and a current of 
0.97A that resulted in a range of 1.5cm. Adding a neodymium 
magnet to the cobalt rod increases the range to 4cm and is 
highly recommended. The force required to bend the finger 
was also measured by gradually adding weights and observing 
the bending pattern of the finger and the mold. The results 
showed, using Newton’s Second Law, that a force of 5N is 
enough for a good grip. 

 

 
Figure 4: Two types of electromagnets fabricated- 0.1mm 

diameter to the left and 1mm diameter to the right 
 
The magnetic field is calculated using the following 

equation:  
B= µNI/2πr 
 

where B is the magnetic field, N is the number of turns of 
the coil, r is the radial distance and µ is the permeability of free 
space. Thus, as implied from the formula, through increasing 
the number of turns and the current, and decreasing the radial 
distance of the turns, it is possible to obtain a very strong 
magnetic field that is capable of carrying very high loads. 

The nylon fishing lines serve as tendon replacements in 
structure and function. Two different configurations were 
tested, depending on the attachment of the fishing line to the 
fingers, specifically the phalanges. A compromise between the 

available space and the attainable degrees of freedom of the 
fingers had to be made. On one hand, providing the maximum 
degrees of freedom for the movement of the fingers, or 
attaching a nylon line to each phalange, secures natural-like 
movement. However, the feasibility of attaching the lines on 
all the phalanges is aesthetically complex and mechanically 
difficult. On the other hand, attaching one line to each finger 
consumes less space, but provides only one degree of freedom.  

Three methods of attachment between the bones and the 
tendon-like lines were also tested. The first method requires 
drilling the bones to insert the lines in the hole, which could 
lead to weakening of the bones. The second method involves 
inserting the lines into the silicone cartilage before it dries; 
however, this could hinder motion. The third and most feasible 
method is to simply tie the lines around the phalanges. Since 
knots made by nylon lines are known to be unstable and loose, 
silicone will be added to secure stability and adhesion. 

 
 
C. SKIN 

 
After the muscles are fully connected and protected, the 

structure must be covered with a mold that replaces the tissues 
of the hand (e.g. fat). In order for the mold to adopt the shape 
of a hand, a cast will be formed using alginate. Alginate 
powder is thoroughly mixed with water with a ratio of 4:1 
(water weight to alginate powder weight); this ratio is usually 
indicated on the package. The hand is wetted and immediately 
placed in the mixture maintaining the required open and flat 
position of the fingers. After around 10 minutes, the alginate 
solidifies and the hand is removed carefully, revealing the 
exact shape the mold needs to take. Next, the skeletal hand 
along with the attached muscles are inserted into the cast and 
precisely laid down, after which silicone is poured in to fill in 
the remaining volume. Silicone is left to dry guaranteeing 
satisfactory mimicry of the texture, dimensions and volume of 
the hand. Another layer composed of an FDA approved 
elastomer (medical rubber) is added to the mold which 
prevents any cell leakage from the final layer to penetrate 
through the lower layers.  

As for the final layer, skin fibroblasts are cultured on 
different meshes and in various methods to determine the most 
reliable combination. Previous studies have shown that a 
PLGA (poly(DL-lactic-co-glycolic-acid)) mesh is an efficient 
scaffold for the culturing of fibroblasts; however, combining 
the mesh with collagen results in a higher success and 
proliferation rate [15]. The two types of meshes tested are 
prolene polypropylene meshes and PLGA meshes. 
Polypropylene meshes were tested due to their availability, low 
cost, and similarity to PLGA meshes. Since the available 
meshes have a large pore size,As for the final layer, skin 
fibroblasts are cultured on different meshes and in various 
methods to determine the most reliable combination. Previous 
studies have shown that a PLGA (poly(DL-lactic-co-glycolic-
acid)) mesh is an efficient scaffold for the culturing of 
fibroblasts; however, combining the mesh with collagen results 
in a higher success and proliferation rate [14]. The two types of 
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meshes tested are prolene polypropylene meshes and PLGA 
meshes. Polypropylene meshes were tested due to their 
availability, low cost, and similarity to PLGA meshes. Since 
the available meshes have a large pore size, which allows the 
cells to seep through, the meshes will either be placed on top of 
each other so that the pores become relatively blocked, or the 
cells will be mixed with collagen prior to being added to the 
mesh. Finally, the cultured skin is sewn onto the hand, 
providing a final protective and aesthetic layer. 
 

III. RESULTS AND DISCUSSION 

After evaluating the alternative approaches mentioned in 
the methodology section, the most suitable approach for each 
layer will now be discussed in detail. 

The printed ABS bones are to be placed on a fixture made 
from a modeling compound that holds the bones in place. 
Silicone is then added in between them and slightly extended 
to their periphery to increase adherence. The grade of silicone 
was chosen due to its flexibility as well as its relative 
adherence strength, knowing that silicone is not the best 
adhesive material. 

As for the optimal muscle configuration, although 
servomotors provide a more precise motion and higher 
stability; the existence of a rotating shaft in the hand is very 
inconvenient (due to produced noises and vibrations) and 
sensitive. Thus, the servomotor needs to be engulfed in a 
protective box which requires space and defies the purpose of 
the hand being as close to reality as possible. On the other 
hand, using the electromagnet provides the hand with the 
ability to carry high loads through increasing the number of 
turns of the coil. In addition, it requires less space and provides 
smooth movements. The challenge resides in increasing the 
effective range of the magnetic field while maintaining a 
reasonable size in order to be able to operate it at larger 
distances; in other words, to increase the distance of the 
magnetic pull and thus finger bending. Solutions include 
increasing the diameter of the coil and changing the 
electromagnet’s geometry. The decision between the two 
methods is made depending on the plausibility of the challenge 
presented above. It is worth noting that currently, electroactive 
polymers are under research and are great candidates for 
artificial muscle in the future. 

A different grade of silicone, along with an alginate cast, 
will be used as a mold since it does not adhere to the other 
layers, preventing interference. The mold also possesses 
texture and flexibility properties similar to that of a real life 
hand. Finally, the decision regarding which method and mesh 
to use for skin cell culturing will depend on the results of the 
experiments which are still under the process. Maintaining the 
skin requires keeping the hand in an incubator, but since this is 
only a prototype, this issue will not be addressed. However, in 
real life, after the hand is fabricated and covered with the skin 
layer, its attachment to an arm will allow the culture to grow 
and become one with the person’s own skin. 
 

IV. CONCLUSION 

Although the end product is a prototype, it will still serve 
as one of the starting points for wholly 3D printed hands in the 
future. Merging three different fields of biomedical 
engineering accentuates both the novelty of the project and the 
challenges faced. The fully functional system, comprised of 3D 
printed and synthetic musculoskeletal components protected 
with a layer of cultured skin, leaves room for possible 
advancement and development. For instance, multiple 
breakthroughs have provided the ability to integrate 3D 
printing with living cells.  

In short, a hand comprised of 3D printed bones, muscles, 
and skin can be fully biocompatible and functional. The 
potential progression of the project is based on the 
development of 3D printing and its applications, particularly in 
the biomedical field. 
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I. EXECUTIVE SUMMARY 

The operation and cost of waste sorting at the sorting 
plants is a major problem with respect to environment and cost. 
This report describes and evaluates a possible solution using 
auto-waste- sorter for the home use. The report is intended to 
provide a background about the waste problem based on 
surveys and statistical data and how our project, the auto-
waste-sorter, is going to contribute to the solution, the design of 
this machine is going to be discussed in details later in this 
report. 

Many studies attempting to solve this problem showed 
that sorting at home would result in a much more efficient 
recycling process. Numerous attempts at initiating an “at home” 
recycling program have been made by Sukleen. They have 
proposed distributing recycling bins and trash bags every 
month to households and collecting them frequently, but these 
attempts were not successful due to the unresponsiveness of the 
Lebanese people. 

Although the waste is sorted at the sorting plant after 
the garbage is collected in huge mount, this method is 
inefficient, because it only sorts a few percentage of the 
recyclable material. With the use of the auto-waste sorter, this 
will help sorting material at home before reaching the 
dumpster.  
. 
 
 

II. INTRODUCTION 

On the global scale hundreds of thousands of tons of 
garbage are produced every day, for example in Beirut and 
Mount Lebanon solely produce 3500 ton/day. With the 
increasing awareness of environmental impact of burying 
such amount of garbage underground, the world has turned in 
the early 1990’s to the recycling, to reduce the impact on the 
environment and to benefit economically from the recyclable 
material. But the problem was how to sort these materials? At 
first it started using huge machines and labors to sort, then 
later households started sorting at home, thus the cities started 
providing the households with a recycling bin, this was only 
in the advanced countries like United States and Europe. 
However in the third world this doesn’t exist, for example in 

Lebanon households doesn’t sort at home, and the garbage 
collector (Sukleen) sorts only 10% and compost only 10 % of 
the amount collected thus the remaining 80% goes to the 
landfills. Even in the advanced countries, not all garbage is 
sorted due to the huge variety of waste and the time 
consumption of the process. 
 

A. Motivation 
With this current situation the only solution is to start 

sorting at home where the mixing of garbage starts, 
however who guaranties the accuracy of this process? For 
example if we provide the households with a three recycle 
bins of each material, do we guarantee that they will sort at 
home? According to the sorting plant manager at Sukleen, 
he said “we tried to provide 3 bins to the households to sort 
at home, but they were irresponsive”. In addition, people 
are lazy in nature, they do not care about this issue unless a 
governmental regulation imposes sorting at home, and if 
imposed it is very hard to control. Therefore the only 
solution is an Auto-Waste- Sorter that does the job 
accurately at home. 
 

III. DESIRED NEEDS 

With this solution, sorting at the plant is eliminated 
and the cost of garbage collection is reduced. In addition, it 
provides new energy sources and, without doubt, saves 
resources due to efficient recycling, which leads to a cleaner 
and healthier environment. 

 

 

IV. PROPOSED SOLUTION/METHODOLOGY 

The main challenge in our project is to find a way to 
identify all different kinds of trash. Therefore, step one would 
be coming up with a solution to the identification task. 

This solution is based on the theory of natural frequency. In 
fact, each sound wave is a result of an object’s vibration. 
Vibration could be due to any disturbance of an object; in our 
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case, it is the collision of the object with the bottom of the 
trashcan. When this object vibrates, it tends to do so at a 
particular frequency know as the natural frequency of the object, 
which is mainly dependent on the intrinsic properties of the 
object in question and slightly affected by a variety of factors 
such as the shape, defects, temperature and humidity. If the 
vibration of the object is significant, meaning that its collision 
was powerful, the amplitude of this natural frequency will be 
high enough to be detected. 

 

V. PROGRESS DESCRIPTION 

Our design is based on a translational system. We 
choose this type of system because it is very easy to 
manufacture. The body material is Plexiglas. We will use only 
a glue to join 2 parts and this will make our design easy to 
manufacture. A microphone sensor place on the plate will 
identify the 3 main waste materials: 

 

The object is dropped to the plate at constant altitude. 
Based on material selection, the plate will be lifted upward to 
the corresponding material compartment. Power is transmitted 
to the plate by a motor through a pulley-belt system. Next, the 
squeegee will drop the object through the corresponding 
material compartment and it will remove any sticky material 
from the plate. This mechanical design would be common to 
the main design and the one alternative design. 

Our preliminary electrical system design that is used 
to identify the objects’ material consists of:  

1-directional microphone: is used to detect object’s material 
from its impulsive sound. 

2- Microprocessor: MYDAQ would be our processor.  

3-Programming: Labview is used for 
programming

 

Fig. 1 (above) ( Showing the resulting frequencies and the total 
bandwidth produced due to collision) 

 
 

 

 
 
 
 
 
 
            Fig.2(showing the developed program) 
 
 
 
 

A. Design Alternative   
 

It would be the same of the preliminary 
design, but we will add two more sensors in 
order to minimize the error as much as 
possible, these sensors are: 1- Inductive sensor 
to detect metals 2- capacitive to detect water 
containing objects (organic). 
   

A. Preliminary Implementation 

After completing the mechanical design, we will start 
building our model to test its functionality and feasibility. Based 
on this preliminary implementation we would be able to identify 
the errors and modify our design accordingly. In addition, in this 
phase we will test the functionality of each electrical component 
especially sensors and motors, because the response time of 
these components are of supreme importance for our project, 
because we are intending to make our system as fast as possible. 

 

A. Preliminary Testing 

This phase was the most important one; because we were able to 
decide which system we have to use in order to make our 
project as efficient as possible. At first we have tested the 
functionality of the inductive sensor to check its reliability in 
identifying the metallic objects and we have found that it is 
100% reliable. Second we have tested the capacitive sensor, we 
have found that this sensor detects any water containing object 
like fruits, but this sensor did not meet our expectations to 
differentiate between organics, plastics and metals, because the 
plastic and metallic containers sometimes might contain water 
that are left over after the consumption. Therefore this setup is 
not reliable enough to perform the job. 

 

 After obtaining the result explained above we have 
switched our design for object’s material identification to use 
microphone, MYDAQ and Labview Program. We have conducted 
several experiments on the microphone setup, and we came up with 
very promising results. The experiments showed that the microphone 
setup is able to identify the objects’ material thrown with an error of 
approximately 15%. The results are shown in the table below, noting 
that we will conduct more experiments on the microphone setup to 
improve the error through programming and tuning. The table below 
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shows some experimental data with an approximate of 15% based on 
experiments done: 

 
 
 

 
 
 
 
 
 
 
 
 

VI. COST 

VII. BUDGET 

Components Quantity Cost 

Capacitive Sensor 1 $50 

Inductive Sensor 1 $50 

Microphones 1 $100 

Reed Switch Sensor 1 $5 

Stepper Motor 2 $20 

Container 1 $20 

Electronic components .… $50 

Power Supply (Transformer) 1 $10 

Belt and Pulley Setup  $50 

Gears 3 $30 

Machine Elements …. $50 

Seals …. $5 

Testing …. $200 

Total  $640 

 
 
 

These quantities are based on a tentative design. 
 

VI. CONCLUSION 

This invention is an opportunity for us to welcome a 
better world, where the environment and the resources 
are kept safe and available. It brings more back more 
benefits, which definitely compensate for the cost. For 
future progresses, coupling more sensors will yield a 
better, and much more effective integrated system. 

 

 



577

The Development of a 3D Low Computational Cost Non-Invasive Tool 
to Predict Disease Functional Significance in Coronary Arteries 

 
Iyad Fayssal, PhD Candidate 

Mechanical Engineering Department, American University of Beirut, Riad El-Solh / Beirut 1107 2020 
iaf04@mail.aub.edu 

 
 

Abstract- Recently, non-invasive predictive techniques for 
diagnosing ischemia in diseased coronary arteries have shown to be 
promising, however not yet fully formulated and validated. Few 
studies based on coupling lumped-parameter coronary models of 
the downstream vascular bed with patient specific 3D CT scan data 
have been recently reported to evaluate coronary computed 
tomographic angiography-FFR. Though these studies “claiming” 
to be “non-invasive”, however, on the contrary are not. Such 
models, though comprehensive, require invasive measurements of 
patients’ time-dependent pressure and blood flow waveforms to 
tune the lumped-elements of the coupled downstream coronary 
impedance. Hence, these approaches can’t be translated into future 
clinical practices. In this research, the problem has been viewed 
from a different perspective, not reported on previously. A new 
boundary condition has been formulated and coupled to a 3D 
computational model to account for the myocardial blood flow 
demand by a downstream vascular bed. This boundary condition 
relates different patient dependent parameters which can be non-
invasively extracted for each patient. The current formulation 
allows a “purely” non-invasive diagnosis of ischemia for suspected 
patients with coronary artery disease under steady state conditions 
rather than conducting full transient simulations, while preserving 
the same level of accuracy. This further allows computing the level 
of ischemia with minimum time and thus translating it into future 
clinical practices. The solution methodology starts by constructing 
the geometry of the diseased artery via image processing 
techniques. The physical domain is then decomposed into small 
elements forming the basis of the numerical platform. While 
previous studies have adopted allometric scaling laws to quantify 
total coronary flow and myocardial resistance, an effort was put in 
this study to develop a new comprehensive physical-based 
approach to quantify the arterial-venous impedance at the outlet 
boundary of the truncated diseased vessel. This starts by 
quantifying the total baseline coronary hypothetical artery flow to 
the left myocardium following different approaches. The specific 
coronary artery flow for each artery is then computed based on 
geometric characteristics of the target vessel to be simulated. Then, 
the arterial-venous impedance of the modeled vessel is computed 
based on the central pressure, taking into account the reduction of 
arterial-venous impedance during maximal hyperemia. The set of 
conservation equations with the developed boundary condition 
formulation are then solved numerically via a collocated pressure-
based finite volume method following a segregated approach. To 
validate the designed numerical method, available experimental 
data for dog patients were considered. Predictions of normalized 
blood volume flow rates in healthy and diseased left circumflex 
arteries were compared with 240 experiments performed on 12, 17 
to 40kg, black Labrador dogs simulated under rest and maximal 
hyperemic conditions. Similar behavior was obtained between the 
numerical and experimental results (computed R2 values for a 
selected single dog model were 0.9290 and 0.9504 for rest and 
hyperemic conditions respectively). For all dog models, third order 
polynomials were initially fitted to the numerical normalized mean 
flow predictions for each simulated single dog, with R2 values 
ranged from 0.9376 to 0.9850 and 0.9804 to 0.9847 for rest and 

hyperemic conditions respectively. A single average correlation 
was then obtained for each of the rest and hyperemic simulated 
cases in order to compare with those generated by the study of 
Gould et al. The computed R2 values of the obtained average 
numerical based correlations were 0.8809 and 0.9733 for the rest 
and hyperemic conditions respectively. Extensive investigations 
were then done on the validated dog models and constructed 
idealized and actual human single and branch arterial models by 
varying various physiologic parameters. A criterion was then 
developed to identify patients prone to higher levels of ischemia. As 
a summary, the future significant value of the designed method lie 
in its potential to (1) replace the traditional experimental method 
which is based on intrusive process and (2) be done at low 
computational cost. The numerical tests performed on dog patients 
and human arterial models have proven viability and were 
promising towards translating the developed method into future 
clinical, research and educational applications. 

Keywords: ischemia, coronary arteries, non-invasive, finite volume 
method, impedance. 

I. INTRODUCTION 

Coronary heart disease is considered one of the leading causes 
for human death worldwide. In 2004, heart syndromes claimed 
approximately 7.2 million lives, which represented 12.2% of the 
world deceased population, with about 82 % of these deaths 
occurring in low and middle-income countries [1]. A 
widespread heart disease is the coronary artery disease (CAD), 
which results from an insufficient supply of oxygen to cardiac 
tissue beds. CAD is typically caused by the excessive 
accumulation of atheromatous plaques and fatty deposits within 
certain regions of the arteries leading to a restriction of blood 
flow. Several techniques have been existing for detecting CAD. 
The most widely adopted one is the invasive coronary 
catheterization (Cath) procedure that provides 2-D images of 
coronary arteries showing diseased segments and lesions from 
which a geometric estimate of the obstruction (% stenosis 
diameter) is obtained. However, Cardiac Cath, the backbone of 
diagnosing CAD for decades, suffers a certain degree of 
operator subjectivity in estimating the extent of the disease and 
its physiologic importance. More pertinently, the percent 
stenosis may often misestimate the true functional dependent 
myocardial perfusion effect of a certain lesion and hence the 
need for intervention. Computed Tomographic Angiography 
(CTA) is another adopted technique that clinicians use in 
assessing non-invasively the severity of CAD relying only on 
geometric characterization of images without discerning 
whether a stenosis causes ischemia or not. Accordingly, relying 
only on anatomic measures captured via angiography or 
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coronary computed tomographic angiography (CCTA) does not 
reflect the in-vivo functional hemodynamic significance of the 
stenosis [2]. Such difficulties in characterizing the possibility for 
myocardial ischemia relying only on CTA or 2-D Cath images 
alone suggested the need to look for additional physiological 
parameters that aid in detecting the hemodynamic significance 
of CAD. In-vivo measurements of fractional flow reserve (FFR), 
an indicatory index developed by Pijls and De Bruyne [3], was 
shown to correlate with the disease physiologic importance. 
This is the solely physiological parameter used to determine 
whether the stenosis impedes oxygen delivery to the heart 
muscle (ischemia) by measuring the ratio of the mean distal to 
mean proximal pressure across the stenosed region. Diseased 
coronary arteries with FFR values ≤0.8 (FFR = 0.8 means 80% 
of the blood flow that should be crossing a healthy artery is 
crossing the stenosed artery) are considered prone to ischemia 
and require percutaneous coronary intervention (PCI). This 
technique used in coronary catheterization is considered as a 
measure of lesion-specific ischemia, providing the fact that the 
diagnostic performance of such a parameter still unexplored 
deeply. Moreover, this measuring technique is costly, time 
consuming and incurs complicated procedures as it requires 
invasive intervention through a costly pressure-sensor guide-
wire in the diseased artery and administration of a vasodilator 
for inducing hyperemia. Therefore, this invasive technique is 
still not widely adopted in clinical practice (as reported in the 
recent US CathPCI Registry [4], less than 10% of stenosed 
arteries were evaluated by FFR). Because of that, non-invasive 
comprehensive predictive techniques involving advanced 
numerical methods have recently gained attention. In specific, 
the use of Computational Fluid Dynamics (CFD) techniques 
combined with patient specific data has shown promising, “yet 
unresolved”, outcomes in predicting in vivo hemodynamics for 
future diagnostic purposes [5, 6]. With the state-of-the-art 
developments in computer technology, such numerical 
techniques are expected to become essential tools in future 
clinical applications by providing an incremental value to stand-
alone coronary imaging on one hand and in-vivo FFR on the 
other. Recently, coronary computed tomographic angiography–
FFR (CCTA-FFR) has been developed as a non-invasive tool 
for functional assessment of the coronary tree. This technique 
relies on applying CFD coupled with lumped models to capture 
the systemic circulation and coronary microcirculation [7, 8]. In 
the study presented by Taylor et al. [8], the implemented types 
of boundary conditions including the lumped-parameter heart 
model, the Windkessel model, and the lumped-parameter 
coronary models are patient dependent and requires invasive 
measurements of flow properties (time-dependent pressure and 
blood flow waveforms) to tune the lumped elements presented 
in their boundary condition formulation. This is totally 
comprehensive in terms of the physical definition of the problem; 
however, “for designing a generic non-invasive tool for 
ischemia prediction”, such approach could not be clinically 
adopted as it requires pre-knowledge of the transient pressure 
and flow waveforms in a healthy situation for the specific patient. 

Similar to the study of Taylor et al. [8], Min et al. [9] 
investigated the diagnostic accuracy of noninvasive FFRCT on 
238 patients for the purpose of detecting ischemia-causing 
stenosis. In their study, FFR-CT was computed from acquired 
CTA images and compared to a reference FFR measured 
invasively. Calculations were performed for the full left and 
right arterial trees, thus increasing the computational solution 
cost. Similar studies are found in [10-12]. Morris et al. [13] 
developed a computer model to predict myocardial fractional 
flow reserve for nineteen patients with stable coronary artery 
disease. In addition to the implementation of the lumped 
Windkessel model, transient simulations were performed to 
compare with measured FFR. Besides the limitation of the 
patient dependent lumped model, the adoption of a transient 
analysis resulted again in a high computational cost. Papafaklis 
et al. [14] presented an approach for virtual functional 
assessment index (vFAI) of coronary stenoses, using three-
dimensional quantitative coronary angiography (3D-QCA) and 
blood flow simulation. However, their approach requires two 
simulations to be performed at two different imposed values of 
the volume flow rate to compute the unknown coefficients of 
pressure loss due to viscous friction and due to flow separation. 
In addition, their suggested method was limited to a medium-
sized population and requires several computational steps for 
assessment. Moreover, their method doesn’t provide a direct 
assessment of ischemia level, but rather, pre-specified uniform 
flow values were used; thus the mass and functional capacity of 
the distal myocardial bed which affect coronary flow were not 
incorporated into their model. 

In this research, the problem has been viewed from a different 
perspective, not reported on previously. A new boundary 
condition has been formulated and coupled to a 3D 
computational model to account for the myocardial blood flow 
demand by a downstream vascular bed. This boundary condition 
relates different patient dependent parameters which can be non-
invasively extracted for each patient. The current formulation 
allows a “purely” non-invasive diagnosis of ischemia for 
suspected patients with coronary artery disease under steady 
state conditions rather than conducting full transient simulations, 
while preserving the same level of accuracy. This further allows 
computing the level of ischemia with minimum time and thus 
translating it into future clinical practices. 

II. METHODOLOGY 

A. Physical Model Construction 
In an actual situation, the solution process starts by 

constructing the geometry of the artery using image processing 
techniques. In this study, simulations were performed on real 
patient models and idealized geometries of arterial segments 
(healthy and diseased branch and single arterial models are 
considered) constructed using actual “physiological” 
dimensions of human coronary arteries (Fig. 1). Though arteries 
with the highest degree of stenosis severity (the ones with 
Maximum %DS > 80 %) is rarely encountered in clinical 
applications, they were used to show the theoretical capability 
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of the developed model in predicting extreme situations. Branch 
arterial models are also considered, constructed from human 
anatomical physiological dimensions. 

 
(a) 

 
(b) 

Figure 1. (a) Geometries of the simulated idealized healthy (hypothetical) and 
diseased arteries; (b) Reconstructed geometries of real patient coronary arteries. 
 
B. Governing Equations 

To predict the level of ischemia in a diseased artery, blood 
hemodynamic properties (i.e. pressure and velocity fields) are 
first computed by solving the Reynolds-averaged Navier-Stokes 
equations (continuity and momentum) given by 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 +  ∇. (𝜕𝜕𝐯𝐯) = 0                                                                            (1) 

𝜕𝜕(𝜕𝜕𝐯𝐯)
𝜕𝜕𝜕𝜕 +  ∇. (𝜕𝜕𝐯𝐯𝐯𝐯) = −∇𝑝𝑝 + ∇. (𝛕𝛕 +  𝛕𝛕𝐑𝐑) +  𝐅𝐅𝐛𝐛                      (2) 

Where 𝐯𝐯, 𝑝𝑝, 𝜕𝜕, and 𝐅𝐅𝐛𝐛  represent the velocity vector, pressure, 
density, and body force per unit volume, respectively. 𝛕𝛕 is the 
deviatoric stress tensor, which, for a Newtonian fluid is 
expressed as 

𝛕𝛕 =  𝜇𝜇{∇𝐯𝐯 + (∇𝐯𝐯)𝑇𝑇} − 2
3 𝜇𝜇(∇. 𝐯𝐯)𝐈𝐈                                               (3) 

𝛕𝛕𝐑𝐑 is the Reynolds stress tensor which within the Boussinesq 
hypothesis can be written as 

𝛕𝛕𝐑𝐑 =  𝜇𝜇𝑇𝑇{∇𝐯𝐯 + (∇𝐯𝐯)𝑇𝑇} − 2
3 𝜇𝜇𝑇𝑇(𝜕𝜕𝜌𝜌 +  ∇. 𝐯𝐯)𝐈𝐈                             (4) 

Where 𝜇𝜇𝑇𝑇  is the turbulent viscosity computed using the shear 
stress transport turbulence model of Menter (i.e. 𝜌𝜌 − 𝜔𝜔 𝑆𝑆𝑆𝑆𝑆𝑆). 
C. Materials and Boundary Conditions 

Results reported in this paper are generated by modeling 
blood as an incompressible Newtonian fluid with density of 
1050 kg/m3 and dynamic viscosity of 0.003 Pa.s. An objective 
of this work is to estimate the level of ischemia by performing 
computations in the diseased artery only without including other 
arterial connections. This should be reflected by the solution 
process and starts by truncating the domain of interest at specific 
locations and separating it from the upstream zone and 
downstream vascular beds. To account for downstream effects, 
a new boundary condition physics-based model is developed 

and coupled to the three-dimensional domain at the outlet 
boundary. Even though the hemodynamics of human 
vasculature is a 3D complex and time dependent phenomenon, 
however, the level of ischemia in a suspected patient could be 
estimated from steady state conditions (further computational-
based evidences will be supported in other section of this 
manuscript). The interpretation of this goes to the fact that the 
total blood volume flow rate supplied to a vascular bed during a 
specific duration (T) is equal to the integral of the instantaneous 
blood flow rate supplied to the vascular bed over a period T. In 
other words, is the vascular bed receiving the required blood 
volume flow rate to avoid ischemia? This is independent of 
weather this amount is received as an average value or 
continuously over a period T. This concept is mathematically 
expressed by the following relation: 

�̅�𝑄 =  1
𝑆𝑆 ∫ 𝑄𝑄(𝜕𝜕)𝑑𝑑𝜕𝜕

𝑡𝑡=𝑇𝑇

𝑡𝑡=0
                                                                       (5) 

The lumped model relating the static pressure and mean blood 
volume flow rate crossing the outlet boundary is then expressed 
by 
𝑃𝑃𝑠𝑠𝑡𝑡𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠,𝑜𝑜𝑜𝑜𝑡𝑡𝑜𝑜𝑜𝑜𝑡𝑡 − 𝑃𝑃𝑣𝑣  =  𝑅𝑅𝑠𝑠−𝑣𝑣�̅�𝑄                                                        (6) 
Where 𝑅𝑅𝑠𝑠−𝑣𝑣  represents the arterial-venous resistance of the 
truncated downstream vascular bed of the modeled vessel and 
𝑃𝑃𝑣𝑣 is the venous pressure. 
 
Quantification of total left ventricular myocardium coronary 
flow (𝑄𝑄𝑇𝑇,ℎ), specific coronary artery flow (�̅�𝑄), and arterial-
venous resistance (𝑅𝑅𝑠𝑠−𝑣𝑣) 

While previous studies have adopted allometric scaling laws 
to quantify total coronary flow and myocardial resistance, an 
effort was put in this study to develop a new comprehensive 
physical-based approach to quantify the arterial-venous 
resistance, 𝑅𝑅𝑠𝑠−𝑣𝑣, at the outlet boundary of the truncated diseased 
vessel. This starts by quantifying the total baseline coronary 
hypothetical artery flow to the left myocardium, (𝑄𝑄𝑇𝑇,ℎ ). The 
specific coronary artery flow ( �̅�𝑄 ) for each artery is then 
computed based on geometric properties of the target vessel to 
be simulated. Then, according to the patient central pressure, the 
corresponding arterial-venous resistance, 𝑅𝑅𝑠𝑠−𝑣𝑣, of the modeled 
vessel is computed, taking into account the reduction due to 
maximal hyperemic conditions. Several mathematical models 
were developed to quantify the arterial-venous resistance at 
maximal hyperemia given as, 

𝑅𝑅𝑠𝑠−𝑣𝑣 =  [𝑃𝑃𝑠𝑠𝑜𝑜𝑐𝑐𝑡𝑡𝑐𝑐𝑠𝑠𝑜𝑜/𝐹𝐹𝑓𝑓(𝑎𝑎1𝑋𝑋1, 𝑎𝑎2𝑋𝑋2, … . . , 𝑎𝑎15𝑋𝑋15)]   x 1
ℎ𝑓𝑓         (7) 

ℎ𝑓𝑓 is the hyperemic factor, considered generally to be between 
0.2 and 0.3 [15]). 𝐹𝐹𝑓𝑓  are functions developed to quantify the 
specific coronary blood flow demand.  𝑋𝑋𝑠𝑠  are patient related 
parameters, including for instance left ventricular geometric 
properties, blood hemoglobin level (Hgb), patient’s weight and 
height, etc… 𝑎𝑎𝑠𝑠 could take a value of 0 or 1 depending on the 
mathematical formulation of the function to be used. The inlet 
section of the domain is modeled using a total pressure 
formulation, with the static pressure computed as 
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𝑝𝑝𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑝𝑝𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠𝑡𝑡 − 1
2 𝜌𝜌𝐯𝐯. 𝐯𝐯                                                             (8) 

Coupling these prescribed inflow and outflow conditions to 
the 3D domain, allows characterizing the myocardial perfusion 
of the modeled vessel from a single simulation. In the context of 
this paper, this boundary condition formulation will be 
sometimes referred to “scenario #0”. 
D. Numerical Solution Procedure 

The set of conservation equations (Eqs. 1-4) subject to the 
boundary conditions (Eqs. 6-8) discussed above is solved 
numerically via a collocated pressure-based finite volume 
method following a segregated approach. Solutions are obtained 
by subdividing the computational domain into a finite number 
of elements, each associated with a grid point placed at its 
centroid. The partial differential equations are first integrated 
over each element and with the aid of the divergence theorem, 
the volume integral of the convection and diffusion fluxes are 
transformed into surface integrals along the element faces. Then, 
fluxes are approximated and transformed into algebraic relations 
using interpolation profiles. The diffusion flux is discretized 
using a linear profile, while the second order upwind scheme is 
adopted for the discretization of the convection flux and is 
applied in the context of the NVSF methodology [16] and 
implemented using the deferred correction approach of Khosla 
and Rubin [17]. For the transient simulations, the unsteady term 
is discretized using a two-step Adam-Bashforth method leading 
to a second order implicit transient scheme. The integral value 
of the source term over an element is evaluated by assuming the 
source at the cell center to be equal to the mean value over the 
whole element. The resulting system of algebraic equations is 
then solved using an iterative algebraic solver [18, 19]. To 
evaluate the pressure field, a pressure correction is defined and 
a pressure correction equation is derived by combining the 
momentum and continuity equations as in the SIMPLE 
procedure of Patankar [19]. A collocated grid is used and 
checkerboard pressure and velocity fields are suppressed 
through the use of the Rhie-Chow interpolation technique [18, 
21]. The model at the outflow boundary (i.e. scenario #0) is 
carefully implemented to damp spurious numerical reflections 
into the three-dimensional computational domain and reduce the 
calculation time needed to achieve a stable converged solution. 
Numerical experimentations indicated that under relaxing the 
pressure at outlet greatly enhances numerical stability and 
accelerates convergence. 

III. NUMERICAL MODEL VALIDATION 

Predictions of normalized blood volume flow rates in healthy 
and diseased left circumflex arteries were obtained based on 240 
experiments performed on 12, 17 to 40kg, black Labrador dogs 
from the experimental study of Gould et al. [22] simulated under 
rest and hyperemic conditions. Fig. 2 demonstrates the 
normalized mean flow predictions for a single dog mapped over 
the measured values of Gould et al. [22]. For the hyperemic flow 
predictions, results were multiplied by the hyperemic factor 
corresponding to increase after Hypaque injection. Similar 

behavior was obtained between the numerical and experimental 
results (computed R2 values were 0.9290 and 0.9504 for rest and 
hyperemic conditions respectively) where the normal hyperemic 
response become blunted when the %DS reached 35 percent 
narrowing and decreased markedly before the resting flow was 
affected (changes in resting mean flow from the hypothetical 
value was reported when %DS became more than 80%). 

 
Figure 2. Predicted normalized mean flow for a single dog mapped over the 
measured data of Gould et al. [22]. For hyperemic flow, results were multiplied 
by the hyperemic factor as shown in figure. 

To validate the situation for all dogs, third order polynomials 
were initially fitted to the numerical normalized mean flow 
predictions for each simulated single dog for rest and hyperemic 
conditions (Fig. 3), with R2 values ranged from 0.9376 to 0.9850 
and 0.9804 to 0.9847 for rest and hyperemic conditions 
respectively. A single average correlation was then obtained for 
each of the rest and hyperemic simulated cases in order to 
compare with those generated by the study of Gould et al. [22]. 
The computed R2 values of the obtained average numerical 
based correlations were 0.8809 and 0.9733 for the rest and 
hyperemic conditions respectively. 

 
Figure 3. Comparison between the predicted average normalized mean flow and 
experimental ones for all dogs under rest and hyperemic conditions (Refer to 
solid lines in figure). 

IV. NUMERICAL OUTCOMES 

The capability of the developed numerical methodology to 
predict ischemia was first tested on idealized single healthy and 
stenosed arterial segments and branch models with diseased 
arterial segment (Numerical simulations were also conducted on 
actual patient coronary arteries that will be presented in later 
section of this paper). The criterion used to assess the 
performance of the model was based on comparing the ratios 
𝑃𝑃𝑑𝑑/𝑃𝑃𝑠𝑠  and 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ , where 𝑃𝑃𝑠𝑠  is the proximal pressure to the 
stenosis, 𝑃𝑃𝑑𝑑 is the distal pressure, 𝑄𝑄𝑠𝑠 is the volumetric flow rate 
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in the diseased segment, and 𝑄𝑄ℎ is the volumetric flow rate in 
the hypothetical (healthy) situation. Scenario #0 of boundary 
condition is applied and the models were primarily simulated 
under steady state conditions for rest and hyperemic conditions. 
A. Idealized Healthy and Stenosed Arterial Segments 

The left anterior descending (LAD) artery is the most 
commonly occluded of the coronary arteries. It provides the 
major blood supply to the interventricular septum. For that 
purpose, idealized healthy (hypothetical) LAD and stenosed 
arterial segments with plaque profiles of increasing stenosis 
severity were simulated under rest and hyperemic conditions 
and over a mean pressure range from 70 to 130 mmHg. The 
physical dimensions of the simulated arterial geometries are 
shown in Fig 1. The arterial-venous resistance 𝑅𝑅𝑎𝑎−𝑣𝑣 was set at 
120000 and 26664.4 dynes.s/cm5 to induce the rest and 
hyperemic responses respectively. The ratio of blood volumetric 
flow rate in a stenosed artery to that of a hypothetical healthy 
arterial segment (𝑄𝑄𝑠𝑠/𝑄𝑄ℎ) was compared with the ratio of distal 
pressure (𝑃𝑃𝑑𝑑) to proximal one (𝑃𝑃𝑎𝑎) in the stenosed artery (𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎) 
for rest and hyperemic conditions. An excellent agreement was 
obtained (Fig. 4). Thus, the mathematical model and 
implemented type of boundary conditions have revealed 
reliability in predicting ischemia in diseased arteries. This 
confirms well with the experimental measurements obtained by 
Pijls and De Bruyne [3] and the capability of the developed 
numerical methodology and the implemented inflow and 
outflow boundary conditions in estimating the level of ischemia 
in diseased coronary arteries. However, it should be noted that 
the equality (𝑄𝑄𝑠𝑠/𝑄𝑄ℎ =  𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎) was satisfied due to the fact that 
pressure drop in a healthy (hypothetical) situation is negligible 
(A mathematical proof of this issue was developed in this study 
based on fluid dynamics theory, and extensive simulations were 
done to provide physical evidences; however, for compactness 
it will not be presented in this manuscript). The advantage of the 
numerical (non-invasive) model will be shed light on in a later 
section of this manuscript. It will be shown in the following 
section (Effect of Boundary Conditions Formulation) that these 
outcomes doesn’t always hold on when applying different types 
of boundary conditions formulations. 

      
Figure 4. Graph shows the correlation between the predicted 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 and 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ 
ratios for all simulated cases. 

B. Effect of Boundary Condition Formulation 
In this section, a light is shed on the effect of boundary 

conditions formulation on solution prediction. The main purpose 
of this section is to provide computational-based evidences on 
the importance of choosing a correct boundary condition 

formulation that accurately capture in-vivo real situations. Two 
different scenarios of boundary conditions formulations that are 
generally adopted in most theoretical investigations of blood 
hemodynamics were investigated and applied on single healthy 
and stenosed arterial segments. For compactness, only a brief 
description of each type of boundary condition and resulting 
predictions will be presented. 

Scenario #1: Fixed pressure outlet combined with total 
pressure formulation at inlet 

In this scenario, a fixed outlet pressure is adopted combined 
with a total pressure formulation at the inlet sections of the 
simulated domains. Two idealized single arterial segments of 
respective lumen diameters of 3.3 and 4.1 mm and %DS from 0 
to 90 % were simulated. The total pressure at the inlet sections 
of the simulated arteries was fixed at 12,100 Pa while the outlet 
sections were modeled with a fixed pressure outlet with values 
of 12,000, 9,000, and 6000 Pa (These values were chosen based 
on the known physiologic range that the mean pressure could 
fall within for all possible situations of healthy and/or diseased 
coronary arteries). Results depicted in Fig. 5 show discrepancies 
between the ratios 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎  and 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ as compared to the 
outcomes obtained from scenario #0. This boundary condition 
formulation (Scenario #1) was shown to overestimate the level 
of ischemia in diseased arteries (only the level of ischemia in 
diseased arteries with %DS < 12% were well estimated by this 
scenario for rest and hyperemic conditions). The predictions 
obtained by this scenario do not account for the downstream 
effects induced from the myocardium resistance which always 
force the pressure to decrease in association with blood volume 
flow rate reduction. Therefore, “apparently”, this scenario could 
not be adopted as a “direct assessment tool” for ischemia in 
human coronary arteries, though it’s possible that this scenario 
could inherit a non-linear virtual assessor of ischemia, left 
questioned for future possible investigations. 

 
Figure 5. 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ vs 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 when applying scenario #1 of boundary condition 

formulation. 

Scenario #2: Pre-specified mass flow rate and static 
pressure at inlet combined with a zero diffusion flux outflow 
model 

In this scenario, pre-specified mass flow rate and static 
pressure were adopted to model the inlet section of the domain 
combined with a zero diffusion flux model considered at the 
simulated domains’ outlet sections. Two idealized single arterial 
segments of respective lumen diameters of 3.3 and 4.1 mm 
and %DS from 0 to 90 % were simulated. For the arteries of 
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flow rate in a diseased artery will be predicted for same imposed 
demand conditions and their corresponding values will depend on the 
stenosis severity. On the other hand, for steady simulations at mean 
conditions, the time dependent impedance function is replaced by a 
fixed arterial-venous resistance (𝑅𝑅𝑎𝑎−𝑣𝑣 ) and averaged values of the 
hypothetical time dependent pressure and blood volume flow rate are 
considered based on the mean value theorem of integrals. The arterial-
venous resistance, 𝑅𝑅𝑎𝑎−𝑣𝑣, and total inlet pressure were then evaluated 
based on the computed mean pressure and volume flow rate. The ratio 
𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎  and FFR (𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎  = FFR at hyperemic conditions) computed 
from the transient simulation was compared to that obtained from a 
steady state simulation. Predictions of 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 from transient and steady 
state mean conditions were conformed for rest and hyperemic 
conditions. Extensive simulations were performed on large number of 
arteries, however, for compactness, results for one selected diseased 
LAD artery will be reported. Under rest conditions, the predicted ratio 
𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 for the simulated diseased artery was 0.9554 when performing 
a transient simulation, while it was 0.957 under steady state mean 
conditions (Fig. 8 and 9). Under hyperemic conditions, the predicted 
ratio 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎  was 0.868 and 0.865 under transient and steady state 
simulations, respectively. The required total number of iterations to 
simulate a hyperemic case of 1 period (T = 0.5s) was 50,000 (not 
considering here the transient effects that were deleted) while it took 
less than 14000 iterations to simulate the model under mean conditions. 

 

    

     
Figure 8. Variations of predicted proximal (Pa) and distal (Pd) pressures during 
rest and hyperemic conditions for a stenosed artery computed via transient 
simulation. 

 

 
Figure 9. Pressure map (mmHg) showing predicted proximal (𝑃𝑃𝑎𝑎) and distal (𝑃𝑃𝑑𝑑) 
pressures during rest and hyperemic conditions for a diseased artery computed 
via steady state simulation. 

In what have been presented in this section, the average value 
of the pressure that was used in the steady state simulations was 
computed based on the mean value theorem of integrals. In this 
study, several approaches were also evaluated to compute an 

average value of the inlet pressure by knowing few parameters 
that could be non-invasively retrieved for each suspected patient. 
7 mathematical relations based on the mean arterial pressure 
(MAP) were used to compute the average inlet pressure (Fig. 10) 
and impedance at the outlet of the 3D truncated domain (These 
were referred to as, MAP #1, MAP #2, … MAP # 7, in the 
context of this manuscript). Extensive simulations steady state 
simulations were conducted and the performance of each 
mathematical relation was assessed by comparing the level of 
ischemia with the original one predicted by the full transient 
simulation; for compactness only one set of results is presented. 
Results in Fig. 11 are presented for a diseased artery of 57.1 % 
DS. The predictions obtained by all mathematical relations were 
reliable when comparing 𝐹𝐹𝐹𝐹𝑅𝑅  values with the ones obtained by 
transient simulations under rest and hyperemic conditions. For 
rest conditions, all 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎   ratios simulated in steady state 
environment were found to match well with that of the transient 
simulation with maximum relative error of 0.733% obtained by 
MAP #7. Under hyperemic conditions, MAP formulations # 5 
and #7 have the highest relative error of 1.17 and 1.744% 
respectively, while all other formulations resulted in a maximum 
relative error of 0.69 % by MAP #4. According to the above 
findings, the established outcomes demonstrate promising 
significance towards adopting this strategy in practical clinical 
applications. 

   
Figure 10. Computed average pressure by different MAP relations for (a) rest 
Conditions and (b) hyperemic conditions. 

 
(a) 

 
(b) 

Figure 11. Predicted 𝐹𝐹𝐹𝐹𝑅𝑅 by differen MAP relations for (a) rest Conditions 
and (b) hyperemic conditions. 
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lumen diameter of 3.3 mm, pre-specified mass flow rate values 
of 0.001150804 and 0.004830245 kg/s were set at the inlet with 
static pressure fixed at 100 mmHg. These mass flow rate values 
were obtained from the rest and hyperemic conditions for a 
healthy case using Scenario #0 and were used in the current 
scenario as “pre-specified” values to simulate the healthy and 
diseased cases. Similar setup was considered for the other 
artereis. Since mass flow rates were pre-specified, then same 
mass flow rate will cross the healthy and diseased arteries. 
Accordingly, the ratios 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ will remain fixed and could not 
be compared with 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎. The predicted ratios of 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 obtained 
by scenarios #0 and #2 were then considered for comparison. 
Under rest conditions, Scenario #2 was capable of predicting 
ischemia level for diseased arteries of %DS ≤ 70% and 80% 
for arteries of 3.3 mm and 4.1 mm lumen diameters, respectively 
(Fig. 6a), while it fails to accomplish that for the other cases. On 
the other hand, under hyperemic conditions, the performance of 
this scenario decreased compared to the outcomes obtained from 
the rest conditions. As shown in Fig. 6b, this scenario was 
capable of predicting ischemia level for diseased arteries 
of %DS ≤ 40% and 50% for arteries of 3.3 mm and 4.1 mm 
lumen diameters, respectively, while it over predicted it for the 
other cases. The reason why Scenario #2 acts much more better 
than Scenario #1 in most of the simulated cases is that a fully 
developed flow assumption at the outlet section of the domain is 
valid and thus inherits the physical condition of Scenario #0; 
however, one disadvantage of this scenario is that it doesn’t 
allow to evaluate the loss in blood volume flow rate (ischemia 
level) due to the use of pre-specified mass flow rate values at the 
inlet section of the domain and over predicts ischemia. 

          
                      (a)                                               (b) 
Figure 6. 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ vs 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 when applying scenario #2 of boundary condition 
formulation. (a) Rest Conditions; (b) Hyperemic Conditions. 

C. Branched Arterial Models 
Even though one of the goals in this paper is to isolate the 

diseased arterial segment and simulate it separately, numerical 
investigations were also performed on healthy and stenosed 
branch arterial models to validate the performance of the 
developed methodology in capturing the level of ischemia in 
interconnected arterial branches. Fig. 7 shows the predicted 
pressure color code map for healthy and stenosed branch models 
respectively simulated under rest and hyperemic conditions. 
Predictions of blood volume flow rate crossing the branch 
arterial segments were mapped over the pressure contours. The 
developed method has proven high performance in estimating 
the cardiac perfusion and its capability to predict hemodynamic 
characteristics. Under rest conditions, the pressure and blood 

volume flow rate distribution were barely affected in the 
stenosed branch (Fig. 7b) compared to the hypothetical (healthy) 
branch model (Fig. 7a), with the ratios 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ and 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎  were 
matched (𝑄𝑄𝑠𝑠/𝑄𝑄ℎ = 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎  = 0.984). On the other hand, blood 
volume flow rate has dropped by 10% from the healthy situation 
in the stenosed segment (left artery) of the arterial branch when 
simulated under hyperemic conditions accompanied by a 
difference in pre and post stenotic pressures, with the ratio of 
distal (𝑃𝑃𝑑𝑑) to proximal (𝑃𝑃𝑎𝑎) pressure in the diseased segment 
(𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 =  82.11 ⁄ 92.76 = 0.8852) matches well the ratio of 
blood volume flow rate in that segment of the branch to that of 
the healthy situation (𝑄𝑄𝑠𝑠/𝑄𝑄ℎ =   188.2905 ⁄ 209.1747 ≅ 0.9). 

  
                           (a)                                                 (b) 
Figure 7. (a) Pressure map and predicted blood flow rates for a healthy branch; 
(b) Pressure map and predicted blood flow rates for a stenosed branch. 

V. STRATEGIES FOR FUTURE CLINICAL APPLICATIONS 

Reducing computational cost in biomedical applications 
while preserving the accuracy of the solution prediction is a 
challenging issue and indispensable for future clinical 
applications. However, the success in achieving this target 
greatly reflects the adoption of the method and translating it into 
practical clinical applications. Two effective strategies were 
developed in this study for the sake of reducing computational 
run time for solution prediction. The first strategy is based on 
simulating the diseased artery under specified mean conditions 
(i.e. performing steady state analysis) rather than conducting a 
full transient simulation. The second strategy is based on 
isolating the diseased arterial segment under investigation from 
its branch model and simulating it separately while retrieving 
the accuracy of results (i.e. level of ischemia) as if it was 
connected to its main branch model. 
A. From Full Transient to Mean Condition Simulation 

The first strategy to reducing computational run time cost is shifting 
towards simulating the arterial segment under mean conditions rather 
than undergoing detailed transient simulations. In order to prove the 
validity of the concept, transient and steady state (steady state = under 
mean conditions) simulations were performed for healthy and diseased 
arterial segments under rest and hyperemic conditions. Time dependent 
inflow and outflow boundary conditions were applied to simulate the 
transient hemodynamics, while computed averaged inflow and outflow 
boundary conditions were adopted for the steady state simulations. A 
newly time dependent impedance function was introduced to model the 
effects of the downstream vascular bed on the truncated domain. This 
impedance function is considered a characteristic function of the blood 
flow demand required by the vascular bed and thus is used for all 
simulated healthy and stenosed arterial models under rest and 
hyperemic conditions. The pressure distribution and blood volume 
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flow rate in a diseased artery will be predicted for same imposed 
demand conditions and their corresponding values will depend on the 
stenosis severity. On the other hand, for steady simulations at mean 
conditions, the time dependent impedance function is replaced by a 
fixed arterial-venous resistance (𝑅𝑅𝑎𝑎−𝑣𝑣 ) and averaged values of the 
hypothetical time dependent pressure and blood volume flow rate are 
considered based on the mean value theorem of integrals. The arterial-
venous resistance, 𝑅𝑅𝑎𝑎−𝑣𝑣, and total inlet pressure were then evaluated 
based on the computed mean pressure and volume flow rate. The ratio 
𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎  and FFR (𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎  = FFR at hyperemic conditions) computed 
from the transient simulation was compared to that obtained from a 
steady state simulation. Predictions of 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 from transient and steady 
state mean conditions were conformed for rest and hyperemic 
conditions. Extensive simulations were performed on large number of 
arteries, however, for compactness, results for one selected diseased 
LAD artery will be reported. Under rest conditions, the predicted ratio 
𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 for the simulated diseased artery was 0.9554 when performing 
a transient simulation, while it was 0.957 under steady state mean 
conditions (Fig. 8 and 9). Under hyperemic conditions, the predicted 
ratio 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎  was 0.868 and 0.865 under transient and steady state 
simulations, respectively. The required total number of iterations to 
simulate a hyperemic case of 1 period (T = 0.5s) was 50,000 (not 
considering here the transient effects that were deleted) while it took 
less than 14000 iterations to simulate the model under mean conditions. 

 

    

     
Figure 8. Variations of predicted proximal (Pa) and distal (Pd) pressures during 
rest and hyperemic conditions for a stenosed artery computed via transient 
simulation. 

 

 
Figure 9. Pressure map (mmHg) showing predicted proximal (𝑃𝑃𝑎𝑎) and distal (𝑃𝑃𝑑𝑑) 
pressures during rest and hyperemic conditions for a diseased artery computed 
via steady state simulation. 

In what have been presented in this section, the average value 
of the pressure that was used in the steady state simulations was 
computed based on the mean value theorem of integrals. In this 
study, several approaches were also evaluated to compute an 

average value of the inlet pressure by knowing few parameters 
that could be non-invasively retrieved for each suspected patient. 
7 mathematical relations based on the mean arterial pressure 
(MAP) were used to compute the average inlet pressure (Fig. 10) 
and impedance at the outlet of the 3D truncated domain (These 
were referred to as, MAP #1, MAP #2, … MAP # 7, in the 
context of this manuscript). Extensive simulations steady state 
simulations were conducted and the performance of each 
mathematical relation was assessed by comparing the level of 
ischemia with the original one predicted by the full transient 
simulation; for compactness only one set of results is presented. 
Results in Fig. 11 are presented for a diseased artery of 57.1 % 
DS. The predictions obtained by all mathematical relations were 
reliable when comparing 𝐹𝐹𝐹𝐹𝑅𝑅  values with the ones obtained by 
transient simulations under rest and hyperemic conditions. For 
rest conditions, all 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎   ratios simulated in steady state 
environment were found to match well with that of the transient 
simulation with maximum relative error of 0.733% obtained by 
MAP #7. Under hyperemic conditions, MAP formulations # 5 
and #7 have the highest relative error of 1.17 and 1.744% 
respectively, while all other formulations resulted in a maximum 
relative error of 0.69 % by MAP #4. According to the above 
findings, the established outcomes demonstrate promising 
significance towards adopting this strategy in practical clinical 
applications. 

   
Figure 10. Computed average pressure by different MAP relations for (a) rest 
Conditions and (b) hyperemic conditions. 

 
(a) 

 
(b) 

Figure 11. Predicted 𝐹𝐹𝐹𝐹𝑅𝑅 by differen MAP relations for (a) rest Conditions 
and (b) hyperemic conditions. 
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B. Isolating the Diseased Arterial Segment 
The second strategy to reduce the computational run time cost 

is based on isolating the arterial segment under investigation 
from its branch model (Fig. 12) and simulating it separately 
while retrieving the accuracy of the targeted outcome (ischemia 
level or FFR) as if it was connected to its original branch model. 

 
Figure 12. Arterial Isolation Strategy. 
 

 Though the intention is to lower computational cost, however, 
it was found that the ratio 𝑃𝑃𝑑𝑑/𝑃𝑃𝑎𝑎 of a certain lesion depends on 
whether only one segment is diseased in a branch or is 
simultaneously found with another diseased segment. Thus, this 
requires isolating the diseased segment from its original branch 
model and simulating it separately to quantify its level of 
ischemia and its effects on the downstream vascular bed. Further 
scientific evidence is depicted in Fig. 13. As shown in the figure, 
same geometric lesion found in a downstream artery of a branch 
model has, apparently, a different disease functional 
significance when found simultaneously with another upstream 
geometric lesion. For the single downstream diseased segment 
in the branch, the predicted FFR (0.91) value correspond to the 
actual one and is causing a loss in cardiac perfusion by 10%. On 
the other hand, when this diseased segment is found at the same 
time with another upstream diseased artery, the predicted FFR 
value of the downstream stenosed artery is increased to 0.965. 
This reading correspond to the apparent FFR and not the actual 
(real) one and it appears that this lesion is less significant; hence 
could not be relied on for decision making. It should be also 
noted that relying on the pressure gradient of each lesion will 
allow only “qualitatively” assessing which lesion is more 
significant than the other, but one cannot “quantitatively” guess 
the actual FFR for each lesion, unless simulated independently 
to remove the effects of multiple-lesions interference. This is 
among the driving factors to isolate the diseased artery and 
simulating it separately. 

 
Figure 13. Same geometric lesion found in a downstream artery of a branch 
model has, apparently, a different disease functional significance when found 
simultaneously with another upstream geometric lesion. 

VI. CRITERION TO IDENTIFY PATIENTS PRONE TO HIGHER 
LEVEL OF ISCHEMIA 

An investigation was performed to determine the criterion that 
identify patients prone to higher levels of ischemia using the 
results of the previously validated dog models in this study. 
Based on the achieved outcomes presented in this manuscript, 
predictions have shown, for fixed downstream vascular 
impedance and inlet total pressure, arteries with minimum 
lumen diameter assumed minimum FFR. On the other hand, for 
a fixed lumen diameter and inlet total pressure, arteries with 
lower downstream vascular impedance achieved higher 
ischemia levels. Moreover, arteries with same lumen diameter 
and fixed downstream vascular impedance are prone to higher 
levels of ischemia when simulated under higher total inlet 
pressure conditions. Fig. 14 depicts the product of the LC 
diameter (D) and computed downstream myocardial impedance 
(R) for the 12 dogs simulated under rest and hyperemic 
conditions. Predictions of 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ ratios obtained under rest and 
hyperemic conditions for different inlet total pressure values (P 
= 90, 120, and 150 mmHg) were mapped over the product R*D 
in the same figure. Based on the inherited observations, Dog #2 
has the minimum product of R*D while Dog #5 has the 
maximum one. The computed 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ  ratios for Dog #2 for 
different %DS were the lowest with respect to that obtained for 
the other dog patients for rest and hyperemic conditions. For 
instance, the predicted 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ ratios for Dog #2 were 0.9858 and 
0.876 when simulated under mean total inlet pressure of 90 
mmHg and %DS of 60% for rest and hyperemic conditions 
respectively. On the other hand, the computed 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ ratios for 
Dog #5 were the highest among all dog patients for all disease 
geometric severity and rest and hyperemic conditions. Further, 
for same dog patient, the predicted ratio decreased with the 
increase of total inlet pressure (Fig. 14). In addition, the ratio 
𝑄𝑄𝑠𝑠/𝑄𝑄ℎ was shown to be more sensitive to the changes of the 
imposed value of the total inlet pressure for dog patients with 
the lowest R*D product (for example Dogs #2, 8, 9, and 12), 
while it was less sensitive for dog patients with high R*D 
product (for example Dogs #5 and 7). According to the 
aforementioned analysis, patients with minimum R*D/P factor 
possess the least 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ  ratios and hence are prone to higher 
levels of ischemia. This criterion to identify patients prone to 
higher levels of ischemia was shown to be independent of the 
patient’s body mass, arterial diameter (when considered solely), 
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and rest and hyperemic myocardial blood flow demand (when 
considered solely). For instance, Dogs # 2 and 9 possess almost 
same body mass, however, different ischemia levels (𝑄𝑄𝑠𝑠/𝑄𝑄ℎ = 
0.849 and 0.888 for Dogs #2 and 9 respectively, simulated under 
hyperemic conditions at inlet total pressure of 120 mmHg) as 
depicted in Fig. 15. Moreover, Dogs # 2 and 12 have almost 
same hyperemic myocardial blood flow demand and LC 
diameter, however, possess different ischemia level (Fig. 15). 

 
(a) 

 
(b) 

Figure 14. The product of the LC diameter (D) and computed downstream 
myocardial impedance (R) for the 12 dogs simulated under rest and hyperemic 
conditions. The figure also shows the variation of 𝑄𝑄𝑠𝑠/𝑄𝑄ℎ ratio for all dog models. 
 

 

 
Figure 15. (a) Body weight, LC diameter and variation of Qs/Qh ratio for all dog 
models; (b) rest and hyperemic myocardial blood flow demand and variation of 
Qs/Qh ratio for all dog models. 

VII. FUTURE PROSPECTS 

An analytical model was developed to show a reason of the 
extent level of ischemia dependency in a diseased segment on 
the imposed inlet total pressure. The model relates blood volume 
flow rate to the total pressure at inlet section of the modeled 
domain and all other geometric and physiologic parameters. The 
model was developed for idealized healthy and stenosed arterial 

segments of uniform cross sectional area and then generalized 
for an arterial segment of non-uniform cross sectional area, by 
applying the conservation laws of continuity and momentum. 
Extensive mathematical derivations were performed to generate 
the model prototype; for compactness issues, the details of 
which and test cases will not be presented in this manuscript. 
The final outcome of the derived model is expressed by: 

𝜕𝜕𝑄𝑄
𝜕𝜕𝑃𝑃𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,𝑖𝑖𝑖𝑖𝑇𝑇𝑖𝑖𝑇𝑇

=  
1

√𝑐𝑐1 + 𝑐𝑐2𝑐𝑐3
                                                          (9) 
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𝑐𝑐3 =  [𝑃𝑃𝑣𝑣 + 𝜇𝜇
𝜕𝜕𝑣𝑣𝑍𝑍

𝜕𝜕𝑍𝑍
|

𝑖𝑖𝑖𝑖𝑇𝑇𝑖𝑖𝑇𝑇
− 𝑃𝑃𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,𝑖𝑖𝑖𝑖𝑇𝑇𝑖𝑖𝑇𝑇]                                     (12) 

𝐹𝐹𝑖𝑖
′ and 𝐹𝐹𝑖𝑖

′′ are characteristic non-linear functions depending on 
geometries of arterial segment and stenosis; 𝑅𝑅𝑎𝑎−𝑣𝑣 is the arterial 
venous resistance; 𝑃𝑃𝑣𝑣 is the venous pressure at the vascular bed; 
𝜇𝜇 𝜕𝜕𝑣𝑣𝑍𝑍

𝜕𝜕𝜕𝜕 |
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

 is the normal stress at the inlet section of the modeled 

artery; 𝑃𝑃𝑇𝑇𝑇𝑇𝑖𝑖𝑎𝑎𝑖𝑖,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  is the total pressure imposed at the inlet 
section of the simulated artery; 𝜌𝜌 and 𝜇𝜇 are the blood density 
and viscosity respectively; 𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  is the inlet artery cross 
sectional area. 

VI. CONCLUSIONS 
A new boundary condition has been formulated and coupled 

to a 3D computational model to account for the myocardial 
blood flow demand by a downstream vascular bed. The model 
relates different patient dependent parameters which can be non-
invasively extracted for each patient. The current formulation 
allows a “purely” non-invasive diagnosis of ischemia for 
suspected patients with coronary artery disease under steady 
state conditions rather than conducting full transient simulations, 
while preserving the same level of accuracy. The designed 
numerical method was validated with available experimental 
data for dog patients. The future significant value of the 
designed method lies in its potential to (1) replace the traditional 
experimental method which is based on intrusive process and (2) 
be done at low computational cost. The numerical tests 
performed on dog patients and human arterial models have 
proven viability and were promising towards translating the 
developed method into clinical, research and educational 
applications. The aforementioned findings can significantly 
impact the applicability of this method and the clinical practice 
at large. 
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Abstract- Motorcycle helmets are required to protect the 
vulnerable head and maximize shock absorption upon impact. 
This research presents a new and plausible bio-inspired design
affined to the foam liner material and structure in helmets. The 
proposed liner design is inspired from animal horn
microstructure and tubule arrangement. An innovative drop-
testing apparatus is presented with a spring-winch system for 
experimental testing. The aim is to validate the new design by 
meeting the ECE 22.05 standard for motorbike helmets using 
peak acceleration and HIC criteria, as well as confirming 
experimental results with finite-element simulations.

Keywords- foam-liner, helmet, shock absorption, brain trauma, 
acceleration curve, bio-inspired, drop test, finite element analysis, 
Head Injury Criterion (HIC)

I. INTRODUCTION

The human head is profoundly vulnerable to multi-
directional impacts and injuries mainly triggered by 
motorcycle accidents. Motorcycle helmets are considered the 
best preventive method for head injuries to date [1]. While 
helmets provide remarkable mitigation of head injuries, it 
proves crucial to assess the energy-absorbing capacities of 
foam liners in commercial helmets. Helmets typically consist of 
two parts: the outer shell and inner foam liner, such that the padding 
foam in contact with the wearer’s head is not considered [2]. The shell 
is usually composed of an outer thermoplastic, acrylonitrile butadiene 
styrene (ABS), polycarbonate shell, or composite material such as 
fiberglass and Kevlar. Polymer foam liners are most commonly used 
for the inner liner such as expanded polystyrene (EPS) and expanded 
polypropylene (EPP) ranging from 30-40mm in thickness, and absorb 
the most impact energy (30-50%) [3], [4]. EPS, which is a closed-
cell low weight foam, is used most commonly as the foam liner 
in helmets, and absorbs impact energy by permanent crushing 
and deformation [4]. This deems it impractical for multi-
impact applications. That is why a new design is proposed to 
accommodate the multi-shock nature of head-to-helmet-to-
ground collisions. Such a design would take structural features 
of cattle horn and equine hoof structures to improve 
crashworthiness.

Understanding the amount of protection required for foam 
liners calls for understanding mechanisms of head injury and 
tolerance levels allowed in the head. Head injury is defined as 
“temporary or permanent damage to one or more of the head 

components from a blow or accident”[5]. It includes four main 
components: brain Injury (BI), skull fracture, neck injury, and 
scalp damage. Brain injury takes precedence over other types 
of fractures/injuries based on statistics by Otte et al. and H H 
Hurt Jr et al. The first mechanism of BI is concussion due to 
linear acceleration, which produces pressure gradients in the 
brain and accounts for diffuse or focal traumatic brain injury. 
Angular acceleration and acute subdural hematoma (ASDH) is 
the second mechanism that occurs due to stretching and tearing 
of veins leading to a clot between the surface of the brain and 
Dura Matter. Thereby the liner design is to mitigate the effects 
of linear and rotational acceleration of the head upon impact.

The first aim is to test experimentally a commercially 
available motorcycle helmet used by the Lebanese civil 
defense to check for peak linear acceleration shown in Figure 1.

Figure 1. Motorcycle helmet sample used by civil defense individuals in 
Lebanon 

New material and bio-inspired structural designs would then be 
investigated using finite element simulations to come up with a 
proposed liner design. This is backed with reference to the 
impressive behavior of horns when subject to radial loading, 
whose structure can be mimicked to reduce rotational effects 
upon impact [6]. The final product is implementing the liner 
design in commercially available motorcycle helmets and
comparing the energy absorbing capacities. 
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II. MATERIALS AND STRUCTURES

A. Bio-inspired Design

Cattle horns, rhinoceros horns, and equine hooves are known 
to offer great shock absorbance for applications involving 
linear and rotational impact. The horn structure, much like that 
of the motorcycle helmet is composed of two layers: an outer
porous “shell” of α-keratin, and inner soft tissue.  Keratin is a 
fibrous, structural protein found in hair, nails, claws, and 
hooves [7]. Horns appear to be arranged in a lamellar structure
(2–5 µm keratin lamellae in thickness) of keratin sheets (1-
2mm in thickness). The lamellar structures are organized in the 
radial direction with inter-laminar tubules (40-500 µm in 
diameter) dispersed between the lamellae, extending along the 
length of the horn as hollow tubules as it grows. The horn 
structure is shown in Figure 2 and is reproduced from J. 
McKittrick et al. [7].

Figure 2. Oriented keratin filament structure interspersed in a protein-matrix of 
a sheep horn reproduced from J.McKittrick et al.

Tombolato et al. show that sheep horns exhibit gradient 
porosity in the horn structure, varying from 8-12% at the distal 
regions to about 0% at the interior surfaces, similar to what is 
observed in hooves. They concluded in their study that the 
compression in the radial direction has the lowest elastic 
modulus and yield strength in comparison with transverse and 
longitudinal directions, allowing for more compression in the 
tubules and more energy absorbance, owing to the highest 
toughness. The radial configuration that allows for most energy 
absorbance in compression is shown in Figure 2.

Accordingly, the proposed bio-inspired design consists of 
choosing solid material foam and designing it in a sheet slices 
of varying porosity from 0% near the head to about 10% near 
the outer shell oriented in the radial direction of the helmet as 
shown in Figure 3.

Figure 3. Proposed Design Schematic

B. Foam Liner Material

EPS is used frequently as the liner material in helmets due 
to its lightweight and high-energy absorbance capability as it 
gets permanently crushed, acting like a damper. EPS also 
comes in various densities. Cui et al. worked on a multi-
layered foam liner of different densities for equestrian helmets
[8]. Four layers were considered and different combinations of 
densities of EPS liner (25, 50, 64, and 80kg/m3) were tested 
against the commercially available EPS of density 64kg/m3 to 
compare energy absorbance. The final proposed design based 
on test results consisted of manufacturing the foams in
decreasing density outwards. However, one disadvantage is 
that stresses may be localized at the layer boundaries due to the 
variation in material properties between the different densities,
which may lead to crack propagation at these interfaces unless 
particular care is taken during manufacturing.

Other material have been used in foam liner as well such as
polyurethane or polyvinylchloride (PVC) foam [9]. Most 
recently, Micro agglomerated cork (MAC) has been suggested 
as a substitute material for multiple impacts due to its spring-
like viscoelastic nature. MAC has an advantage over natural 
cork as it consists granules (0.5 to 2mm) with binding agents 
leading to more uniform properties and more ease in 
machining. A composite of EPS and cork (20-40%) MAC in a
linearly packed structure or parallel structure with MAC 
cylinders in EPS (24-29%) showed best properties in shock 
absorption [10]. One disadvantage of MAC is that it is denser 
than EPS, but adding a porous structure may help reduce the 
weight.

III. METHODOLOGY

A. Apparatus

Our testing apparatus is based on drop, spring-loaded 
mechanism. Although testing standards require a drop tower 
3m in length to reach speeds of 7.5m/s upon impact of the head 
and helmet, the distance of the drop has been decreased for 
ease of manufacture and transportation, replacing it with a 
spring to maintain the required speed upon impact. The 
mechanism consists of a heavy bottom base where a flat anvil
of diameter 14cm is welded to it, an upper ceiling, four guiding 
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columns (3cm diameter), a drop plate, spring, and pulling
winch and release mechanism. To minimize the weight of the 
drop plate where the head form and helmet will be attached, it 
is convenient to design it in a shape to reduce volume shown in 
Figure 4. The pulling mechanism is a manual ratchet-pulley 
mechanism that can withstand 2 tons of pulling with release 
clamps.

Figure 4. Drop Testing Apparatus without the head form

B. Experimental Procedure

The experimental assessment will be conducted based on the 
United Nations Economic Commission for Europe Standard
for motorcycle helmets ECE 22.05 requiring an impact speed 
of 7.5m/s and peak linear acceleration less than 275g 
(gravitational force) and head impact criterion (HIC) below 
2400. The HIC is the maximum value obtained from the linear 
acceleration curve upon impact taking into account duration of 
impact (10-15ms) as shown in equation (1) [11].

𝐻𝐻𝐻𝐻𝐻𝐻 = [( !
!!!!!

) 𝑎𝑎 𝑡𝑡  𝑑𝑑𝑑𝑑 ]!!
!!

!.!
(𝑡𝑡! − 𝑡𝑡!) (1)  

Where a(t) is linear acceleration (g) and t1 and t2 are the 
bounds of total impact duration.

The ECE 22.05 standard also requires a tri-axial 
accelerometer withstanding a maximum acceleration of 2000g 
and mass below 50g. For our application, Slam Stick X from 
Midé would be used that can measure up to 500g, weighs 40g, 
and has a sampling rate of 10KHz (up to 20KHz). A photo-gate 
velocity sensor is used near the anvil to validate that the impact 
velocity reaches 7.5m/s. Furthermore, a metallic “ISO-J” head-
form as per the standard, and considered the near average sized 

head, is manufactured at the American University of Beirut
(AUB) workshops through CNC machining. For the purpose of 
acceleration measurement and in order to meet head injury 
tolerance levels, the accelerometer is placed at the center-of-
gravity of the head-form.

C. Spring Requirements for impact

Upon testing, we aim to achieve an impact speed of 7-10 m/s. 
Our apparatus will have a stiff spring mounted on the top 
surface so that the desired impact speed is achieved without 
dropping the head-from a large height. 
The dynamics for the process can be described in the following 
two equations (2) and (3):[12]

!
!

𝑚𝑚.𝑉𝑉! = 𝑚𝑚.𝑔𝑔. (ℎ + 𝑥𝑥) + !
!

𝑘𝑘. 𝑥𝑥! (2)

The required stiffness can be easily calculated by rearranging 
the equation:

𝑘𝑘 = !.!!!!!.!.(!!!)
!!

(3)

	
Where m is the mass of the helmet, head-form, and plate 
combined, V is the impact velocity, h is the drop height, k is the 
spring stiffness, and x is the compressed spring length.

Standards allow a maximum head-form weight of 4.84 kg.
In our case, the combined weight of the fat plate and head form 
is found to be 6 kg. The added weight is to make the 
experiment closer to real life situations where the mass of the 
body is taken into account. For experimental purposes however, 
the head-form would separate from the flat plate upon impact
thereby decreasing the mass upon impact. The drop height h is 
set to be 1.1m and a constraint is imposed on the compressed 
spring displacement to be at most 10 cm.

If the desired velocities are 7 m/s and 10 m/s, we calculate 
the stiffness k to be 15.2 kN/m and 45.8 kN/m.
And spring having stiffness 30 kN/m is made suitable for the 
apparatus by adjusting the compressed length. In this case, the 
compressed length is to be 7 cm and 12 cm to reach 7 m/s and 
10 m/s impact speed.
Our spring specifications:

• Wire diameter (d): 1cm
• Outer diameter (D): 9.3 cm
• Number of turns (N): 4.5 turns
• Material: Iron (G=80 GPa)
• Free length : 25 cm

Equation (4) is used to calculate the stiffness of the available 
spring to be about 30KN/m [12].

𝑘𝑘 = !.!!

!.!.!!
= 27.6 𝑘𝑘𝑘𝑘/𝑚𝑚 (4)
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D. Head form Manufacturing

The head form is to be made of metal according to ECE 
22.05, and is selected to be made of alloyed high strength 
aluminum “ALUMEC” of density 2830 kg/m3 and tensile 
strength of 575 N/mm2 for plate thickness of 50mm. The head 
form mass criterion is 4.7±0.14g. A completely solid head
form would be too heavy approaching 11kg given the density. 
That is why a hollow design was constructed using 
“Rhinoceros” of 1cm thickness, with two halves to be joined at 
the center of mass with an accelerometer casing. Furthermore, 
the head form is drawn according to a reference line near the 
top of the head and symmetric reference points situated at a 
distance from the reference line. The criterion for the ISO J 
head form is provided in Appendix A. One of the two head 
form halves can be seen in Figure 5, it’s cumulative mass is 
4.038kg.

Figure 5. Head form left half, CAD drawing on the left and manufactured 
model on the right.

IV. PRELIMINARY RESULTS

Four samples of EPS (𝜌𝜌=26.3kg/m3) and MAC (𝜌𝜌 =213kg/m3)
were tested using the universal testing machine (UTM) under
compression Figure 6.

Figure 6. UTM specimens before (left) and after compression (right) : MAC 
(top) and EPS(bottom)

The experimental stress and strain curves were obtained and 
shown in Figure 7.

Figure 7.MAC (top) and EPS(bottom) Stress-Strain Tensile Test Curves

The significance of experimental testing is to be able to model 
both EPS and MAC on ABAQUS accurately through models 
in the FEA software, where the stress-strain curve can be 
obtained by hydrostatic compression simulation and compared 
against the experimental results.

EPS will be modeled using “crushable foam” proposed by
Gibson and Ashby satisfying the following equations: 

For stage I: elastic (𝜎𝜎 < 𝜎𝜎!"  𝑜𝑜𝑜𝑜 𝜎𝜎!)

𝜎𝜎 = 𝐸𝐸𝐸𝐸 + !!!
!!!!!

(5)
where
𝜎𝜎 𝑎𝑎𝑎𝑎𝑎𝑎 𝜖𝜖 are the engineering stress and strain respectively.  𝐸𝐸 
is the elastic modulus (MPa), 𝑃𝑃! is the cell internal pressure 
taken as atmospheric pressure (about 1MPa), and R is the 
relative foam density which is obtained by dividing foam 
density of EPS over polymer density of its constituent beads.

For stage II: purely plastic (𝜎𝜎 ≥ 𝜎𝜎!"  𝑜𝑜𝑜𝑜 𝜎𝜎!)
𝜎𝜎 = 𝜎𝜎! +

!!!
!!!!!

(6)
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For stage III: Densification 
𝜎𝜎 = !!

!
( !!
!!!!

)! + !!!
!!!!!

(7)

where D and m are constants typically equal to 2.3 and 1 
respectively and 𝜖𝜖! is densification strain expressed by Gibson 
and Ashby as: 𝜖𝜖! = 0.9(1 − 1.4𝑅𝑅 + 0.4𝑅𝑅!)
Note that some models take !!!

!!!!!
to be negligible

MAC can also be modeled using the “hyper foam” model in 
ABAQUS library as done by Fernandes et al.[13].

Preliminary testing was also conducted on the police helmet 
that was impacted at a speed of 7.3 m/s at the crown region. 
The peak acceleration was recorded at 265g <275g deeming it
to be safe, however upon taking a second impact, the 
accelerometer saturated above 500g. The crushing of the EPS 
foam at the crown region can be seen in Figure 8.

Figure 8. EPS liner crushed (right) at crown region after impact

V. FUTURE DIRECTIONS

Conducting a second impact test on the police helmet in a 
different helmet orientation where EPS is not densified to 
obtain the peak acceleration curve and deduce HIC is require to 
deduce safety of the police helmet. Furthermore, 3D scanning 
of a helmet would be conducted to introduce it to ABAQUS 
along with the head form to impact test it against the proposed 
configurations in Figure 9.

Figure 9. Proposed Series configurations for FEA (80% EPS in white and 20% 
MAC in orange)
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Appendix A: Reference ISO J Head form 
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Abstract-The rights, obligations, and responsibilities of the 
parties to a construction contract are described in the conditions 
of contract through both the general and particular conditions. 
These provisions need to be well comprehended and administered 
by contract administrators, working with each of the parties. 
Notice provisions are viewed as main contractual provisions, as 
these, in general, preserve the right of knowledge by either party 
about events arising during the construction phase and serve to 
highlight the following or consequent actions in response to such 
events. Under certain clauses, notices are sometimes regulated by 
time bars for their timely issuance; one well-known example is the 
notice of intention to submit a claim for an additional 
compensation or an extension of time upon encountering certain 
events during the course of construction. Yet, if the notice is not 
served within the regulated period set by the contract conditions, 
the contractor, under many jurisdictions, loses his right for such a 
claim. 

Contract administrators encounter various events that 
necessitate the issuance of notices, all in accordance with contract 
stipulations. The problem is that contract administrators often 
deal with notices in a negligent way, thereby exposing the contract 
to major risks. This is because of the lack of material that explains 
the notice provisions and their importance. The objective of this 
paper is to look into the wide range of notices and study their 
relevant provisions. For that purpose, the globally used 1999 
standard contract conditions, issued by the International 
Federation of Consulting Engineers (FIDIC), are examined, 
filtered and analyzed for the purpose of giving full information 
and guidelines about notices. 

I. INTRODUCTION

The increase in size and complexity of construction projects 
and the fact that, the budget agreed on, the completion time 
and the scope of work tends to change, are main reasons that 
make the construction contract one of the complex contracts to 
be administered [1]. In recent years, employers are increasingly 
forcing the improvement of management procedures on 
construction sites [2] to maintain successful completion of 
projects and to avoid or resolve claims and other events that 
affect the work progress. Consequently, the contract document 
has been the initiative step towards constituting efficient 
project management procedures and fair distribution of project 

risks for a better relation and less adversarial approach between 
parties to construction project [2]. 

Construction contracts include general and specific 
conditions in which contractual and legal obligations are 
imposed on parties to agreement. These conditions describe the 
rights, duties and responsibilities of the parties throughout the 
construction phase. The standard forms of contracts are being 
highly adhered recently, seeking the balanced conditions that 
they are meant to establish. Yet the crucial duty is held upon 
managing these contractual conditions and provisions included. 
Administering the contract and its terms is equally important 
for the success of the project. This is where the role of contract 
administrator appeals. 

Today, multiple parties constitute the team required to 
follow up work on site and its relevant requirements under the 
contract. The contract administration team is required to have 
sufficient knowledge of the contract document. They evaluate 
any event on site that might require a certain act to be 
established under the contract conditions. The provisions 
included in the contract conditions describe how to address 
these events. Therefore, full compliance with these provisions 
is important to maintain and ensure project’s execution and 
completion is in conformance with quality, time and budget 
requirements. 

Notice provisions form an integral part of the contractual 
requirements under the contract. They describe the form of 
communication between the owner, engineer and contractor, 
and how and when knowledge shall be communicated about 
different situations [3]. Notices are directly related to the 
procedural measures of the construction project, in which they 
cover the performance, methods and practices required when 
there are submittals, payments, testing, variations, defects, and 
unforeseen events or actions that may lead to claims for 
extension of time and/or money.  

Therefore, ultimately notice provisions, along with other 
provisions described in the construction contract, shall be 
referred to almost on daily basis in the construction phase; 
Contract administrators along with the efficient cooperation 
with the staff on site shall be well comprehended with the 
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Abstract-The rights, obligations, and responsibilities of the 
parties to a construction contract are described in the conditions 
of contract through both the general and particular conditions. 
These provisions need to be well comprehended and administered 
by contract administrators, working with each of the parties. 
Notice provisions are viewed as main contractual provisions, as 
these, in general, preserve the right of knowledge by either party 
about events arising during the construction phase and serve to 
highlight the following or consequent actions in response to such 
events. Under certain clauses, notices are sometimes regulated by 
time bars for their timely issuance; one well-known example is the 
notice of intention to submit a claim for an additional 
compensation or an extension of time upon encountering certain 
events during the course of construction. Yet, if the notice is not 
served within the regulated period set by the contract conditions, 
the contractor, under many jurisdictions, loses his right for such a 
claim. 

Contract administrators encounter various events that 
necessitate the issuance of notices, all in accordance with contract 
stipulations. The problem is that contract administrators often 
deal with notices in a negligent way, thereby exposing the contract 
to major risks. This is because of the lack of material that explains 
the notice provisions and their importance. The objective of this 
paper is to look into the wide range of notices and study their 
relevant provisions. For that purpose, the globally used 1999 
standard contract conditions, issued by the International 
Federation of Consulting Engineers (FIDIC), are examined, 
filtered and analyzed for the purpose of giving full information 
and guidelines about notices. 

I. INTRODUCTION

The increase in size and complexity of construction projects 
and the fact that, the budget agreed on, the completion time 
and the scope of work tends to change, are main reasons that 
make the construction contract one of the complex contracts to 
be administered [1]. In recent years, employers are increasingly 
forcing the improvement of management procedures on 
construction sites [2] to maintain successful completion of 
projects and to avoid or resolve claims and other events that 
affect the work progress. Consequently, the contract document 
has been the initiative step towards constituting efficient 
project management procedures and fair distribution of project 

risks for a better relation and less adversarial approach between 
parties to construction project [2]. 

Construction contracts include general and specific 
conditions in which contractual and legal obligations are 
imposed on parties to agreement. These conditions describe the 
rights, duties and responsibilities of the parties throughout the 
construction phase. The standard forms of contracts are being 
highly adhered recently, seeking the balanced conditions that 
they are meant to establish. Yet the crucial duty is held upon 
managing these contractual conditions and provisions included. 
Administering the contract and its terms is equally important 
for the success of the project. This is where the role of contract 
administrator appeals. 

Today, multiple parties constitute the team required to 
follow up work on site and its relevant requirements under the 
contract. The contract administration team is required to have 
sufficient knowledge of the contract document. They evaluate 
any event on site that might require a certain act to be 
established under the contract conditions. The provisions 
included in the contract conditions describe how to address 
these events. Therefore, full compliance with these provisions 
is important to maintain and ensure project’s execution and 
completion is in conformance with quality, time and budget 
requirements. 

Notice provisions form an integral part of the contractual 
requirements under the contract. They describe the form of 
communication between the owner, engineer and contractor, 
and how and when knowledge shall be communicated about 
different situations [3]. Notices are directly related to the 
procedural measures of the construction project, in which they 
cover the performance, methods and practices required when 
there are submittals, payments, testing, variations, defects, and 
unforeseen events or actions that may lead to claims for 
extension of time and/or money.  

Therefore, ultimately notice provisions, along with other 
provisions described in the construction contract, shall be 
referred to almost on daily basis in the construction phase; 
Contract administrators along with the efficient cooperation 
with the staff on site shall be well comprehended with the 

circumstances that warrants the need to issue notices to 
preserve the contractual obligations and protect all parties’ 
rights for knowledge, judgement, and action.  

It is of great importance that parties know about the highly 
beneficial aspects of issuing notices and especially notices that 
are condition precedents under certain clauses. These notices 
serve all parties interests and protect them as long as they are 
properly complied with [4].  

II. PROBLEM STATEMENT

Going through previous researches, notice provisions have 
been tackled mainly from a limited perspective as in 
connection to contractor’s claim notice. Notice provisions 
related to claims are discussed within published literature since 
early 80s [3]. This is because failure to issue the notice of a 
claim within the time stipulated in the contract is being 
vulnerable to dismissal of the claim [5].

Yet still, the material covering these requirements is vague 
or incomplete, and notice provisions are simply presented 
superficially [3]. Therefore, the question is in what other 
situations during the construction phase are notices required?  
What are the different provisions and time periods that governs 
the issuance of these notices? And what can be said about the 
notices and their mechanism? 

III. OBJECTIVE AND METHODOLOGY

The objective of this paper is to (1) create a complete image 
of notices found under the 1999 FIDIC general conditions, (2) 
analyze the different types of notices and what is common 
between them, (3) help unveil the implied thinking or rationale 
governing how time barring has been decided on, and (4) 
present guidelines about notices that help contract 
administrators fulfill their duties under the contracts. This is 
done according to a five-step methodology: 

1. Reviewing the FIDIC clauses to filter out the clauses and 
provisions that prescribe the need for issuing notices; 

2. Deducing descriptors to help classify the notices called for 
under the filtered clauses; 

3. Documenting the filtered notice provisions in a 
classification matrix using the deduced descriptors; 

4. Analyzing the classification matrix in depth in order to 
reveal the underlying needs for such notice provisions; and 

5. Drawing conclusions as to the importance of satisfying 
notices requirements and providing guidelines to serve in 
betterment of contract administrators’ work. 

IV. NOTICES UNDER THE FIDIC 1999 CLAUSES

A. FIDIC clauses and filtered notice 
The twenty clauses, in the general conditions of the 1999 

FIDIC construction contract, are examined for the purpose of 
relating which of these clauses call out for notices within their 
sub-clauses. Table I shows the results of filtering out the sub-
clauses.

Table 1 Number of notices filtered out from the 20 clauses of the 1999 
Clauses

Clause 1 General provisions 5 
Clause 2 The Employer 4 
Clause 3 The Engineer 3 
Clause 4 The Contractor 14 
Clause 5 Nominated Subcontractors 2 
Clause 6 Staff and Labour 0 
Clause 7 Plant, Material and Workmanship 7 
Clause 8 Commencement, Delays and 

Suspension 12 

Clause 9 Tests on Completion 4 
Clause 10 Employer’s Taking Over 5 
Clause 11 Defects Liability 6 
Clause 12 Measurement and Evaluation 3 
Clause 13 Variations and Adjustments 2 
Clause 14 Contract Price and Payment 1 
Clause 15 Termination by Employer 5 
Clause 16 Suspension and termination by 

Contractor 3

Clause 17 Risk and Responsibility 3 
Clause 18 Insurance 5 
Clause 19 Force Majeure 5 
Clause 20 Claims, Dispute and Arbitration 2 

TOTAL Number of notices 91 

As shown in the above table all clauses call out for issuing a 
number of notices except for clause 6 [Staff and Labour]. This 
reveals that notices are connected to all related aspects of the 
construction phase and process. The highest number of notices 
called for are in reference to Clause 4 [The Contractor] where 
14 notices are requested under this clause. It is followed by 
Clause 8 for the commencement, delays ad suspension of 
works.  

The 91 notices found need to be classified and analyzed for 
the purpose of understanding all their aspects.  

B. Descriptors used to help with the analysis 
Two types of descriptors have been used for the purpose of 

understanding related information about notices and analyzing 
them afterwards: (1) The expressed descriptors; which are 
extracted and explicitly stated within the sub-clauses of the 
FIDIC general conditions. These include:  

1.Context 
2.Party issuing and party receiving notice, 
3.Notice prerequisite(s), 
4.Time bar, 
5.Subsequent action, party responsible for the 

subsequent action and its time bar; and 
6.Notice description. 

The second type (2) is the deduced descriptors and they 
include: 
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1. Type of notice, 
2. Works’ relevant aspects, 
3. Notice/Event sequence, and 
4. Structured or non-structured notices. 

Type of notice describes the nature of the notice and context 
related to it, whether it is only an informing notice, attention 
notice or even a causation/alarm notice stating that there is a 
cause that might lead to a claim or a progress issue and so on. 
14 different types of notices were found each expressing the 
language included in the notice.  

The second deduced descriptor is the work relevant aspect. It 
is used to classify notices in relation to which type of work it is 
correlated to: is it design related, site work related, 
administrative, financial, etc. Also 14 work sections were 
found connected to notices.  

The third descriptor is the sequence between the notice and 
the event related to it. The notice could either precede the event, 
follows it, or be related to two events which is a dual-event 
notice. Dual-event notice has to be either: 

 Preceded by an event which triggers issuing this 
notice and followed by a time period for the notice 
event to be effective, e.g.: Termination Notice (Sub-
Clause 16.2); or 

 Preceded by an event which triggers issuing this 
notice and followed by a time barred event described 
in the notice itself. 
e.g.: Failure to Remedy Defects (Sub-Clause 11.4): 
Contractor fails to remedy defects Employer fixes a 
date for the defect to be remedied by giving notice 
Contractor is expected to remedy defect within the 
time bar stipulated in the notice. 

The forth descriptor is whether the notice is structured or 
non-structured. This helps in identifying the notices that are 
related to a chain of events, notices, or time bars and therefore 
are called structured. The situations in which the notice is 
specified as structured are as follows: 

 It is preceded by another notice and/or a regulated 
period,  
e.g.:  Termination Notice (Sub-Clause 16.2); 

 It sets itself a regulated period for the required 
subsequent action, 
e.g.:  Delayed Drawings or Instructions (Sub-
Clause 1.9); or 

 It alters itself the regulated period already set for the 
subsequent action, 
e.g.:  Contractor’s Claim (Sub-Clause 20.1). 

C. Classification Matrix 
The classification matrix was constructed and all relevant 

information were plugged in. Each row in the matrix is a 
separate notice described under its corresponding sub-clause. 
The columns are the descriptors selected to help reveal 
common information about notices; and using the filter mode 
in the excel spreadsheet where the matrix is formulated, 

statistical results are produced in which the analysis is based 
upon. 

The following figures Fig.1 to Fig.4 show the four deduced 
descriptors and their count according to the frequency of 
repetition within the sub-clauses.  

Figure 1 Notices’ types and their count

Figure 2 Notices' work relevant aspect and their count

Figure 4 Number of structured and non-structured notices 

Figure 3 Notice/Event sequence and their count
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V. ANALYSIS OF THE NOTICES MATRIX

In reference to the descriptors and the classification matrix, a 
detailed analysis is carried out in order to reveal the importance 
of notices and what are some rationale behind them. 

Party issuing Notice 
Out of the ninety-one notices extracted from the FIDIC sub-

clauses, the results showed that: 
 29 are related to the employer 
 56 are related to the contractor 
 28 are related to the engineer 

This proves that notices are not only a burden on the 
contractor as often deduced; instead, this shows that under 
balanced conditions of the contract, the responsibilities and 
duties are distributed among parties. The high number of 
notices issued by the contractor though, shall be explained in 
respect that his team is the party executing the work and 
therefore most events are to be encountered under his 
knowledge.  

Time Periods for Notices 
As for the time periods stipulated under the sub-clauses, we 

analyzed two types of descriptions to these periods, one 
qualitative numerical and the second is qualitative non-
numerical. Sixty-one notices have a time period stipulated as 
follows: 

 22 notices’ time bars are non-numerical: those include 
9 stating that the notice shall be given promptly and 
the other 13 are to be issued as soon as practicable. 
From the analysis of the FIDIC contractual language, 
‘promptly’ is concluded to be the shortest time 
duration possible; and ‘as soon as practicable’ is less 
than 28 days.  

 39 notices are regulated with time periods which 
range from 24hrs-period to 42-days period. Whenever 
notices are time regulated with numerical values, 
these should be well comprehended and ‘noticed’ by 
contract administrators.  

Time periods set for notices under the contract help organize 
the construction works and parties’ actions. The majority of 
time regulated notices are found to be set for profound 
situations, for instance: program rejection notice, notice of 
force majeure, notice of disagreeing the records for works 
measured, right to access, taking-over the works, etc. these 
represent important milestones in the project timeline and 
therefore regulating their issuance represents a vital norm in 
project management. 

Type of Notices 
    Classification of notices according to their type helped in 
giving a clear idea in what sense each party shall deal with the 
notice. So when notice is referred to as an attention notice, 
which is the case of the majority of notices other than claim 
notices, then it is related to a certain event that need to be 
carefully dealt with as it would affect the progress of work 

and/or has a negative impact on the project as a whole. 
Examples on these: 

 Under sub-clause 1.8 [Care and Supply of 
Documents]: “If a Party becomes aware of an error 
or defect of a technical nature in a document which 
was prepared for use in executing the Works, the 
Party shall promptly give notice to the other Party of 
such error or defect.” Defect in such documents has a 
major effect on the project, and therefore failure by 
any of the parties whom became aware of this error or 
defect will have an undesirable effect on the execution 
of the works.  

 Under sub-clause 3.4 [Replacement of the Engineer]:
“If the Employer intends to replace the Engineer, the 
Employer shall, not less than 42 days before the 
intended date of replacement, give notice to the 
Contractor of the name, address and relevant 
experience of the intended replacement Engineer.” 
This is another attention notice with a regulated 
period of 42 days, where the employer gives attention 
to the contractor through a notice, that he intends to 
replace the engineer.   

In addition to attention notices, claim notices, which are very 
popular in the construction industry, need to have more focus 
on. The spread sheet matrix (a sample of the matrix is followed 
in the appendix) explains more about these notices which are a 
major issue as they often lead to disputes.  

Works relevant aspect 
The aspect of works described in fig. 2 reveal that notices 

cover all aspects related to the project, from relation to 
financial issues, site works, contractual issues and so on. 
Parties shall know about the aspects related to notices in order 
to specify on what level these notices shall be dealt with and 
who is concerned to know about them, for instance: design 
team, staff on site, accountants, etc. The highest value 
encountered for works aspect is site related notices. This 
implies that contract administrators have an important role in 
connecting with parties found on site daily to follow up the 
works and evaluate the situations with respect to issuing 
notices.

Notice/event sequence 
This descriptor helped in identifying the relation between the 

notice and the event triggering its issuance. Therefore, the 
contractor, engineer, and employer may want to know in which 
circumstances the notice shall precede the event or 
corresponding action; in which events notice follows a certain 
action; and in what sense sometimes the notice is connected to 
dual events. 

Structured and Non-Structured notices 
Another main specification for the notices is whether they 

are structured or not. Some notices have a sequence of events 
relating to them and therefore are at a level of sophistication 
and need to be understood well. One important example is the 
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notice of termination which in case it is not well met, there is a 
breach of contract. 

VI. GENERAL GUIDELINES

According to the above classification matrix and analysis, 
we can deduce the following guidelines and recommendations: 

1.  All parties included within the construction project, 
weather the owner, engineer, or contractor, shall be 
aware of the events that necessitates issuing notices 
according to the contract document. Therefore, before 
going through with the works, the contract document 
and conditions shall be analyzed as per the suggested 
form of matrix so that each party will know its 
obligations, rights, and duties. 

2. For the contractor, the causation/alarm notices that 
lead to claims under sub-clause 20.1 should be of 
great importance, and their corresponding provisions 
shall be well comprehended. These include the 
following sub-clauses: 

 "1.9 [Delayed Drawings or Instructions]" 
 "2.1[Right of Access to The Site]" 
 "4.7 [Setting Out]" 
 "4.12 [Unforeseeable Physical Conditions]" 
 "4.24 [Fossils]" 
 "7.4 [Testing]" 
 "8.4 [Extension of Time for Completion]" 
 "8.9 [Consequences of Suspension]" 
 "10.2 [Taking Over of Parts of the Work]" 
 "10.3 [Interference with Tests On Completion]" 
 "13.7 [Adjustments for Changes in Legislation]" 
 "16.1[Contractor's Entitlement to Suspend Work]" 
 "17.4 [Consequences of Employer's Risks]" 
 "18.1 [General Requirements for Insurances]" 
 "19.4 [Consequences of Force Majeure]"  

3. For the Engineer, other than his main role as to 
determinations under sub-clause 3.5, he shall be 
responsible for notices of commencing, inspecting, 
accepting, and measuring of works in addition to 
following up with works’ execution and scheduling. 
Interim payment certificate and its corresponding 
notice of not issuing it is also a duty for the Engineer. 

4. As for the Employer, from the analysis of the matrix, 
his role in issuing notices himself is related to the 
following: financial arrangements, replacement of the 
engineer, and notice of termination. Notices related to 
remedying defects may be issued by the employer or 
on his behalf. Finally, the notices that could be issued 
by the employer or engineer are claim notices related 
to sub-clause 2.5 [Employer’s Claims] and one notice 
for the authorized personnel notice. 

VII. CONCLUSION

The information revealed from this study are helpful for all 
parties included in the projects from the contract management 
level to the daily staff on site where events are likely to occur 
and someone has to be informed about it. Notices as discussed 
above, cover the project’s works throughout its different stages, 
from commencement date and until the contract close-out. 
Notices are an important contractual and procedural tool for a 
successful project completion where parties communicate 
together and share their intensions, do their obligations, and 
preserve their rights under the contract. In conclusion, we hope 
this research provide guidance to practitioners and improve the 
way contracts are being dealt with towards a profound 
understanding of their requirements. 

VIII. FURTHER STUDIES

From the importance of the information revealed in the 
structured notices, ongoing efforts are being done to produce 
figures for these notices. This will help enrich this study 
further and help contract administrators visualize the series of 
events and time periods related to notices.  
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notice of termination which in case it is not well met, there is a 
breach of contract. 

VI. GENERAL GUIDELINES

According to the above classification matrix and analysis, 
we can deduce the following guidelines and recommendations: 

1.  All parties included within the construction project, 
weather the owner, engineer, or contractor, shall be 
aware of the events that necessitates issuing notices 
according to the contract document. Therefore, before 
going through with the works, the contract document 
and conditions shall be analyzed as per the suggested 
form of matrix so that each party will know its 
obligations, rights, and duties. 

2. For the contractor, the causation/alarm notices that 
lead to claims under sub-clause 20.1 should be of 
great importance, and their corresponding provisions 
shall be well comprehended. These include the 
following sub-clauses: 

 "1.9 [Delayed Drawings or Instructions]" 
 "2.1[Right of Access to The Site]" 
 "4.7 [Setting Out]" 
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3. For the Engineer, other than his main role as to 
determinations under sub-clause 3.5, he shall be 
responsible for notices of commencing, inspecting, 
accepting, and measuring of works in addition to 
following up with works’ execution and scheduling. 
Interim payment certificate and its corresponding 
notice of not issuing it is also a duty for the Engineer. 

4. As for the Employer, from the analysis of the matrix, 
his role in issuing notices himself is related to the 
following: financial arrangements, replacement of the 
engineer, and notice of termination. Notices related to 
remedying defects may be issued by the employer or 
on his behalf. Finally, the notices that could be issued 
by the employer or engineer are claim notices related 
to sub-clause 2.5 [Employer’s Claims] and one notice 
for the authorized personnel notice. 

VII. CONCLUSION

The information revealed from this study are helpful for all 
parties included in the projects from the contract management 
level to the daily staff on site where events are likely to occur 
and someone has to be informed about it. Notices as discussed 
above, cover the project’s works throughout its different stages, 
from commencement date and until the contract close-out. 
Notices are an important contractual and procedural tool for a 
successful project completion where parties communicate 
together and share their intensions, do their obligations, and 
preserve their rights under the contract. In conclusion, we hope 
this research provide guidance to practitioners and improve the 
way contracts are being dealt with towards a profound 
understanding of their requirements. 

VIII. FURTHER STUDIES

From the importance of the information revealed in the 
structured notices, ongoing efforts are being done to produce 
figures for these notices. This will help enrich this study 
further and help contract administrators visualize the series of 
events and time periods related to notices.  
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FIDIC 1999 APPENDIX Spring 2016

Sub‐
clause  Clause Title Context/Reason Notice Action

Notice 
Count

Party Issuing Notice
Party Receiving 

Notice
Prerequisite(s) Event(s) Notice Time Bar Subsequent Action

Party Responsible for 
Subsequent Action

Time Bar for the 
Subsequent Action Notice Description Type of Notice Works' Relevant Aspects Notice/Event Sequence

Structured or Non‐
structured Notice

Notes on Notice‐Event Sequence and 
Structured Notices

1

1.3 Communications

Whenever these Conditions provide for the giving 
or issuing of approvals, certificates, consents, 
determinations, notices and requests, these 
communications shall be:
(a) in writing and delivered by hand (against 
receipt), sent by mail or courier, or transmitted 
using any of the agreed systems of electronic 
transmission as stated in the Appendix to Tender; 
and
(b) delivered, sent or transmitted to the address 
for the recipient's communications as stated in 
the Appendix to Tender. However,...

…, if the recipient gives notice of another 
address, communications shall thereafter be 
delivered accordingly.

1 Party   Other Party _
Change in communication address 

becomes effective.
Not specified

 Communications shall thereafter be delivered 
accordingly.

All Parties Not specified
Notice of Change of 
Communication 

Address  
Information Notice Administrative Event‐preceding Notice Non‐structured Notice

Notice is issued after which 
communications shall be delivered  to the 

new informed address.

1.8
Care and Supply of 

Documents

If a Party becomes aware of an error or defect of 
a technical nature in a document which was 
prepared for use in executing the Works, …

 …, the Party shall promptly give notice to the 
other Party of such error or defect.

2  Party   other Party _
Party becoming aware of the error 

or defect.
Promptly 

Concerned Party is expected to react to the notice 
(implied).

Party   _
Notice of a Technical 

Error or Defect 
Attention Notice Design Event‐succeeding Notice Non‐structured Notice

Party becomes aware of the defect then 
gives notice.

Whenever the Works are likely to be delayed or 
disrupted if any necessary drawing or instruction 
is not issued to the Contractor within a particular 
time, which shall be reasonable, …

..., the Contractor shall give notice to the 
Engineer.
The notice shall include details of the necessary 
drawing or instruction, details of why & by when 
it should be issued, and details of the nature and 
amount of the delay or disruption likely to be 
suffered if it is late.

3 Contractor Engineer _
Contractor becoming aware of the 

disruption or expected delay.
Not specified

The Engineer is expected to react within the time bar 
set in the Contractor's Notice.

Engineer
Notice sets Time 
Bar (Nested)

Notice of Needed 
Additional Drawings or 

Instruction
Causation/Alarm Notice Design Event‐succeeding Notice Structured Notice

Notice is issued after the awareness of the 
Contractor of a delayed drawing or 

instruction which might affect the works. 
Notice is structured relative to the time 
stipulated in the notice itself for the 

subsequent action.

If the Contractor suffers delay and/or incurs Cost 
as a result of failure of the Engineer to issue the 
notified drawing or instruction within a time 
which is reasonable and is specified in the notice 
with supporting details, …

…, the Contractor shall give a further notice to 
the Engineer and shall be entitled subject to Sub‐
Clause 20.1 [Contractor's Claims ] to:
(a) an extension of time for any such delay, if 
completion is or will be delayed, under Sub‐
Clause 8.4 [Extension of  Time for Completion], 
and 
(b) payment of any such Cost plus reasonable 
profit, which shall be included in the Contract 
Price.

4 Contractor Engineer
Notice of 'Needed 

Additional Drawings or 
Instruction

Failure by the Engineer to issue 
the notified drawings or 

instruction within the reasonable 
time specified in the notice.

As soon as 
practicable and

 ≤ 28 days

Within 42 days after the Contractor became aware 
(or should have become aware) of the event or 
circumstance giving rise to the claim, or within such 
other period as may be proposed by the Contractor 
and approved by the Engineer, the Contractor shall 
send to the Engineer a fully detailed claim which 
includes full supporting particulars of the basis of the 
claim and of the extension of time and/or additional 
payment claimed.

Contractor
Period remaining 
out of the 42 days

Incurred Delay/Cost 
Notice

Claim Notice Design Event‐succeeding Notice Structured Notice

Notice is issued after the failure of the 
Engineer to act within the time stipulated 
in the first‐tier notice and therefore delay 

has been reached.
Notice is structured since it is preceded by 
a notice and time period and its issuance 

alters the regulated period for the 
subsequent action; i.e. the remaining 
duration for the particulars to be 

submitted.

1.14
Joint and Several 

Liability

If the Contractor constitutes (under applicable 
Laws) a joint venture, consortium or other 
unincorporated grouping of two or more 
persons, …

…, these persons shall notify the Employer of 
their leader who shall have authority to bind the 
Contractor and each of these persons.

5 Contractor Employer _ Constituting the joint venture. Not specified
The Leader shall have authority to bind the 
Contractor and each of these persons.

Leader Not specified
Notice of a Joint 
Venture Personnel 

Information Notice Personnel Event‐succeeding Notice Non‐structured Notice
Notice is issued following the event of 

constituting a joint venture or consortium 
by the Contractor.

2

2.1
Right of Access to 

the Site

The Employer shall give the Contractor right of 
access to, and possession of, all parts of the Site 
within the time (or times) stated in the Appendix 
to Tender.
If no such time is stated in the Appendix to 
Tender, the Employer shall give the Contractor 
right of access to, and possession of, the Site 
within such times as may be required to enable 
the Contractor to proceed in accordance with the 
programme submitted under Sub‐Clause 8.3 
[Programme ].
If the Contractor suffers delay and/or incurs Cost 
as a result of this failure to give any such right or 
possession within such time, ...

..., the Contractor shall give notice to the 
Engineer and shall be entitled subject to Sub‐
Clause 20.1 [Contractor's  Claims ] to:
(a) an extension of time for any such delay, if 
completion is or will be delayed, under Sub‐
Clause 8.4 [Extension of Time for Completion], 
and
(b) payment of any such Cost plus reasonable 
profit, which shall be included in the Contract 
Price.

6 Contractor  Si _
Failure by the Employer to give the 
Contractor right of access to all 

parts of the site.

As soon as 
practicable and

 ≤ 28 days

The Contractor shall send to the Engineer a fully 
detailed claim which includes full supporting 
particulars of the basis of the claim and of the 
extension of time and/or additional payment 
claimed.
However, if and to the extent that the Employer's 
failure was caused by any error or delay by the 
Contractor, including an error in, or delay in the 
submission of, any of the Contractor's Documents, 
the Contractor shall not be entitled to such extension 
of time, Cost or profit.

Contractor
Period remaining 
out of the 42 days

Incurred Delay/Cost 
Notice

Claim Notice Site Accessibility Event‐succeeding Notice Structured Notice

Notice is issued after the failure of the 
Employer to give any such right or 

possession within such time as stated in 
Appendix or related to proceed in 
accordance with the programme.

Notice is structured since it alters  the 
regulated period set for the subsequent 

action (particulars submission).

[The Contractor requires to know about the 
Employer's financial arrangements possibly in 
connection with delayed payments by Employer].

[The Contractor /notifies the Employer of a/ 
request to provide] reasonable evidence that 
financial arrangements have been made and are 
being maintained.

7 Contractor  Employer _
Delayed payment or other 

financially related event has taken 
place.

Not specified

The Employer shall submit, within 28 days after 
receiving any request from the Contractor, 
reasonable evidence that financial arrangements 
have been made and are being maintained which will 
enable the Employer to pay the Contract Price (as 
estimated at that time)in accordance with Clause 14 
[Contract Price and Payment ].

Employer ≤ 28 days

Request for Evidence 
on Employer's 

Financial 
Arrangements

Request Notice Financial Event‐succeeding Notice Structured Notice

Notice is issued as a result of delayed 
payment or at any time the Contractor 

needs to check on the Employer's 
financial arrangements.

Notice is structured  as it sets a time bar 
for the subsequent action. This 

request/notice may be issued after the 
elapsing of the 56 days duration required 

under Sub‐Clause 14.7 where the 
Employer shall pay to the Contractor the 
amount certified in the Interim Payment 

Certificate.

If the Employer intends to make any material 
change to his financial arrangements, …

…,  the Employer shall give notice to the 
Contractor with detailed particulars.

8 Employer Contractor _
The Employer makes changes in 

financial arrangements.
Not specified

The Contractor is updated on the Employer's 
financial arrangements.

Contractor _
Notice of Material 
Change in Financial 

Arrangements
Attention Notice Financial Event‐preceding Notice Non‐structured Notice

The notice shall precede the event of 
making changes to financial 

arrangements.

Delayed Drawings 
or Instructions

2.4

The Employer

Employer's 
Financial 

Arrangements

General Provisions

1.9
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Sub‐
clause  Clause Title Context/Reason Notice Action

Notice 
Count

Party Issuing Notice
Party Receiving 

Notice
Prerequisite(s) Event(s) Notice Time Bar Subsequent Action

Party Responsible for 
Subsequent Action

Time Bar for the 
Subsequent Action Notice Description Type of Notice Works' Relevant Aspects Notice/Event Sequence

Structured or Non‐
structured Notice

Notes on Notice‐Event Sequence and 
Structured Notices

1

1.3 Communications

Whenever these Conditions provide for the giving 
or issuing of approvals, certificates, consents, 
determinations, notices and requests, these 
communications shall be:
(a) in writing and delivered by hand (against 
receipt), sent by mail or courier, or transmitted 
using any of the agreed systems of electronic 
transmission as stated in the Appendix to Tender; 
and
(b) delivered, sent or transmitted to the address 
for the recipient's communications as stated in 
the Appendix to Tender. However,...

…, if the recipient gives notice of another 
address, communications shall thereafter be 
delivered accordingly.

1 Party   Other Party _
Change in communication address 

becomes effective.
Not specified

 Communications shall thereafter be delivered 
accordingly.

All Parties Not specified
Notice of Change of 
Communication 

Address  
Information Notice Administrative Event‐preceding Notice Non‐structured Notice

Notice is issued after which 
communications shall be delivered  to the 

new informed address.

1.8
Care and Supply of 

Documents

If a Party becomes aware of an error or defect of 
a technical nature in a document which was 
prepared for use in executing the Works, …

 …, the Party shall promptly give notice to the 
other Party of such error or defect.

2  Party   other Party _
Party becoming aware of the error 

or defect.
Promptly 

Concerned Party is expected to react to the notice 
(implied).

Party   _
Notice of a Technical 

Error or Defect 
Attention Notice Design Event‐succeeding Notice Non‐structured Notice

Party becomes aware of the defect then 
gives notice.

Whenever the Works are likely to be delayed or 
disrupted if any necessary drawing or instruction 
is not issued to the Contractor within a particular 
time, which shall be reasonable, …

..., the Contractor shall give notice to the 
Engineer.
The notice shall include details of the necessary 
drawing or instruction, details of why & by when 
it should be issued, and details of the nature and 
amount of the delay or disruption likely to be 
suffered if it is late.

3 Contractor Engineer _
Contractor becoming aware of the 

disruption or expected delay.
Not specified

The Engineer is expected to react within the time bar 
set in the Contractor's Notice.

Engineer
Notice sets Time 
Bar (Nested)

Notice of Needed 
Additional Drawings or 

Instruction
Causation/Alarm Notice Design Event‐succeeding Notice Structured Notice

Notice is issued after the awareness of the 
Contractor of a delayed drawing or 

instruction which might affect the works. 
Notice is structured relative to the time 
stipulated in the notice itself for the 

subsequent action.

If the Contractor suffers delay and/or incurs Cost 
as a result of failure of the Engineer to issue the 
notified drawing or instruction within a time 
which is reasonable and is specified in the notice 
with supporting details, …

…, the Contractor shall give a further notice to 
the Engineer and shall be entitled subject to Sub‐
Clause 20.1 [Contractor's Claims ] to:
(a) an extension of time for any such delay, if 
completion is or will be delayed, under Sub‐
Clause 8.4 [Extension of  Time for Completion], 
and 
(b) payment of any such Cost plus reasonable 
profit, which shall be included in the Contract 
Price.

4 Contractor Engineer
Notice of 'Needed 

Additional Drawings or 
Instruction

Failure by the Engineer to issue 
the notified drawings or 

instruction within the reasonable 
time specified in the notice.

As soon as 
practicable and

 ≤ 28 days

Within 42 days after the Contractor became aware 
(or should have become aware) of the event or 
circumstance giving rise to the claim, or within such 
other period as may be proposed by the Contractor 
and approved by the Engineer, the Contractor shall 
send to the Engineer a fully detailed claim which 
includes full supporting particulars of the basis of the 
claim and of the extension of time and/or additional 
payment claimed.

Contractor
Period remaining 
out of the 42 days

Incurred Delay/Cost 
Notice

Claim Notice Design Event‐succeeding Notice Structured Notice

Notice is issued after the failure of the 
Engineer to act within the time stipulated 
in the first‐tier notice and therefore delay 

has been reached.
Notice is structured since it is preceded by 
a notice and time period and its issuance 

alters the regulated period for the 
subsequent action; i.e. the remaining 
duration for the particulars to be 

submitted.

1.14
Joint and Several 

Liability

If the Contractor constitutes (under applicable 
Laws) a joint venture, consortium or other 
unincorporated grouping of two or more 
persons, …

…, these persons shall notify the Employer of 
their leader who shall have authority to bind the 
Contractor and each of these persons.

5 Contractor Employer _ Constituting the joint venture. Not specified
The Leader shall have authority to bind the 
Contractor and each of these persons.

Leader Not specified
Notice of a Joint 
Venture Personnel 

Information Notice Personnel Event‐succeeding Notice Non‐structured Notice
Notice is issued following the event of 

constituting a joint venture or consortium 
by the Contractor.

2

2.1
Right of Access to 

the Site

The Employer shall give the Contractor right of 
access to, and possession of, all parts of the Site 
within the time (or times) stated in the Appendix 
to Tender.
If no such time is stated in the Appendix to 
Tender, the Employer shall give the Contractor 
right of access to, and possession of, the Site 
within such times as may be required to enable 
the Contractor to proceed in accordance with the 
programme submitted under Sub‐Clause 8.3 
[Programme ].
If the Contractor suffers delay and/or incurs Cost 
as a result of this failure to give any such right or 
possession within such time, ...

..., the Contractor shall give notice to the 
Engineer and shall be entitled subject to Sub‐
Clause 20.1 [Contractor's  Claims ] to:
(a) an extension of time for any such delay, if 
completion is or will be delayed, under Sub‐
Clause 8.4 [Extension of Time for Completion], 
and
(b) payment of any such Cost plus reasonable 
profit, which shall be included in the Contract 
Price.

6 Contractor  Si _
Failure by the Employer to give the 
Contractor right of access to all 

parts of the site.

As soon as 
practicable and

 ≤ 28 days

The Contractor shall send to the Engineer a fully 
detailed claim which includes full supporting 
particulars of the basis of the claim and of the 
extension of time and/or additional payment 
claimed.
However, if and to the extent that the Employer's 
failure was caused by any error or delay by the 
Contractor, including an error in, or delay in the 
submission of, any of the Contractor's Documents, 
the Contractor shall not be entitled to such extension 
of time, Cost or profit.

Contractor
Period remaining 
out of the 42 days

Incurred Delay/Cost 
Notice

Claim Notice Site Accessibility Event‐succeeding Notice Structured Notice

Notice is issued after the failure of the 
Employer to give any such right or 

possession within such time as stated in 
Appendix or related to proceed in 
accordance with the programme.

Notice is structured since it alters  the 
regulated period set for the subsequent 

action (particulars submission).

[The Contractor requires to know about the 
Employer's financial arrangements possibly in 
connection with delayed payments by Employer].

[The Contractor /notifies the Employer of a/ 
request to provide] reasonable evidence that 
financial arrangements have been made and are 
being maintained.

7 Contractor  Employer _
Delayed payment or other 

financially related event has taken 
place.

Not specified

The Employer shall submit, within 28 days after 
receiving any request from the Contractor, 
reasonable evidence that financial arrangements 
have been made and are being maintained which will 
enable the Employer to pay the Contract Price (as 
estimated at that time)in accordance with Clause 14 
[Contract Price and Payment ].

Employer ≤ 28 days

Request for Evidence 
on Employer's 

Financial 
Arrangements

Request Notice Financial Event‐succeeding Notice Structured Notice

Notice is issued as a result of delayed 
payment or at any time the Contractor 

needs to check on the Employer's 
financial arrangements.

Notice is structured  as it sets a time bar 
for the subsequent action. This 

request/notice may be issued after the 
elapsing of the 56 days duration required 

under Sub‐Clause 14.7 where the 
Employer shall pay to the Contractor the 
amount certified in the Interim Payment 

Certificate.

If the Employer intends to make any material 
change to his financial arrangements, …

…,  the Employer shall give notice to the 
Contractor with detailed particulars.

8 Employer Contractor _
The Employer makes changes in 

financial arrangements.
Not specified

The Contractor is updated on the Employer's 
financial arrangements.

Contractor _
Notice of Material 
Change in Financial 

Arrangements
Attention Notice Financial Event‐preceding Notice Non‐structured Notice

The notice shall precede the event of 
making changes to financial 

arrangements.

Delayed Drawings 
or Instructions

2.4

The Employer

Employer's 
Financial 

Arrangements

General Provisions

1.9
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Sub‐
clause  Clause Title Context/Reason Notice Action

Notice 
Count

Party Issuing Notice
Party Receiving 

Notice
Prerequisite(s) Event(s) Notice Time Bar Subsequent Action

Party Responsible for 
Subsequent Action

Time Bar for the 
Subsequent Action Notice Description Type of Notice Works' Relevant Aspects Notice/Event Sequence

Structured or Non‐
structured Notice

Notes on Notice‐Event Sequence and 
Structured Notices

2.5 Employer's Claims

If the Employer considers himself entitled to any 
payment under any Clause of these Conditions or 
otherwise in connection with the Contract, 
and/or to any extension of the Defects 
Notification Period, …

..., the Employer or the Engineer shall give notice 
and particulars to the Contractor. However, 
notice is not required for payments due under 
Sub‐Clause 4.19 [Electricity, Water and Gas ], 
under Sub‐Clause 4.20 [Employer's Equipment 
and Free‐Issue Material ], or for other services 
requested by the Contractor.
The notice shall be given as soon as practicable 
after the Employer became aware of the event or 
circumstances given rise to the claim. A notice 
relating to any extension of the Defects 
Notification Period shall be given before the 
expiry of such period.
The particulars shall specify the Clause or other 
basis of the claim, and shall include 
substantiation of the amount and/or extension 
to which the Employer considers himself to be 
entitled in connection with the Contract. 

9
Employer or 
Engineer

Contractor _

Events described in the Clauses 
relating to this Sub‐Clause has 
taken place or otherwise in 

connection with the Contract.

As soon as 
practicable 

The Engineer shall then proceed in accordance with 
Sub‐Clause 3.5 [Determinations ] to agree or 
determine
(i) the amount (if any) which the Employer is entitled 
to be paid by the  Contractor, and/or
(ii) the extension (if any) of the Defects Notification 
Period in accordance with Sub‐Clause 11.3 
[Extension of Defects Notification Period ].
This amount may be included as a deduction in the 
Contract Price and Payment Certificates. The 
Employer shall only be entitles to set off against or 
make any deduction from an amount certified in a 
Payment Certificate, or to otherwise claim against 
the Contractor, in accordance with this Sub‐Clause. 

Engineer Not specified
Employer's Claim 

Notice
Claim Notice Multiple Event‐succeeding Notice

Structured/Non‐
structured Notice

It is an Event‐succeeding Notice since it is 
issued after the occurrence of events 
described in the Clauses relating to this 
Sub‐Clause or otherwise in connection 

with the Contract.
 This notice might be either Structured, as 

it is preceded by a notice, or Non‐
structured.

3

If the Employer intends to replace the Engineer, 
…

…, the Employer shall, not less than 42 days 
before the intended date of replacement, give 
notice to the Contractor of the name, address 
and relevant experience of the intended 
replacement Engineer. 

10 Employer Contractor _
Replacement of the Engineer 

being effective. ≥ 42 days 
The Contractor may raise an objection (as explicitly 
inferred).

Contractor

Not specified
but implied to be 
issued prior to the 

intended 
replacement 
becoming 
effective.

Engineer's 
Replacement Notice

Attention Notice Personnel Event‐preceding Notice Structured Notice

The notice shall precede the replacement 
of the Engineer.

Notice is structured as its time bar itself 
represents the time within which 

objection by the Contractor is to be raised 
prior to the Engineer's replacement 

becoming effective.

The employer shall not replace the Engineer with 
a person, …

 …, against whom the Contractor raises 
reasonable objection by notice to the Employer, 
with supporting particulars.

11 Contractor  Employer
Engineer's Replacement 

notice

Event preceding: Engineer's 
Replacement notice.

Event succeeding: reaction to the 
Employer's notice by the 

Contractor and replacement being 
either hindered or effective.

Not specified but 
implied to be issued 
prior to the intended 

replacement 
becoming effective.

The replacement of the Engineer by Employer may 
be hindered. Employer is expected to react to this 
notice.

Employer _
Contractor's Objection 

to Engineer's 
Replacement Notice

Objection Notice Personnel Dual‐event Notice Structured Notice

This is a Dual Notice since it is preceded by 
the intension of the Employer to replace 
the Engineer and is followed by another 

event which is the reaction by the 
Employer and the replacement becoming 

effective. 
Notice is structured since when it is 

issued, it has the effect of splitting the 
time bar inherent to the notice preceding 
it, therefore setting forth the time period 
remaining for possible reaction by the 
other party (Employer) before the 
Engineer's replacement becoming 

effective.

3.5 Determinations

Whenever these conditions provide that the 
Engineer shall proceed in accordance with this 
Sub‐Clause 3.5 to agree or determine any matter, 
the Engineer shall consult with each Party in an 
endeavour to reach agreement. If agreement is 
not achieved, the Engineer shall make a fair 
determination in accordance with the contract, 
taking due regard of all relevant circumstances.

The Engineer shall give notice to both Parties of 
each agreement or determination, with 
supporting particulars.

12 Engineer
Employer & 
Contractor

Notices in reference to 
Sub‐Clauses 20.1, 2.5 and 
termination notices under 

15.2,16.2,and 19.6.

The Conditions provide that the 
Engineer shall proceed in 

accordance with this Sub‐Clause 
3.5.

Hybrid:
_Nested stipulation 

of 42 days for 
determination in 
response to Sub‐
Clause 20.1.

_ No stipulation in 
response to all other 

concerned Sub‐
Clauses.

Each party shall give effect to each agreement or 
determination unless and until revised under Clause 
20 [Claims, Disputes and Arbitration].

Party Not specified Determination Notice Determination Notice Contractual Event‐succeeding Notice
Structured/Non‐
structured Notice

Following the different events that refer 
to determination under this Sub‐Clause, 
this notice might be either Structured as it 
is preceded by a notice, or Non‐structured 

since some of the cases no notice is 
required prior to issuing the 

determination notice (Figure #3a).

4

4.1
Contractor's 

General Obligations

The Contractor shall, whenever required by the 
Engineer, submit details of the arrangements and 
methods which the Contractor proposes to adopt 
for the execution of the Works.

No significant alteration to these arrangements 
and methods shall be made without this having 
previously been notified to the Engineer.

13 Contractor Engineer _
Alteration to any arrangements 
and methods for the execution of 

works is to take place.
Not specified For Engineer's information and implied consent. Engineer** _

Alteration in Execution 
Methods Notice

Attention Notice Site ‐ Execution of Works Event‐preceding Notice Non‐structured Notice
Notice shall precede the event of altering 
any arrangements and methods for the 

execution of works.

If the Contractor's Representative is to be 
temporarily absent from the Site during the 
execution of the Works, …

…, a suitable replacement person shall be 
appointed, subject to the Engineer's prior 
consent, and the Engineer shall be notified 
accordingly.

14 Contractor  Engineer _
Absence of the Contractor's 
representative from Site.

Not specified
According to the Engineer's consent, the replacement 
shall take place.

Engineer _
Contractor's 

Representative 
Replacement Notice

Attention Notice Personnel Event‐preceding Notice Non‐structured Notice
Notice shall be issued for obtaining the 
Engineer's consent prior to effecting any 

replacement.

The Contractor's Representative may delegate 
any powers, functions and authority to any 
competent person, and may at any time revoke 
the delegation.

Any delegation or revocation shall not take effect 
until the Engineer has received prior notice 
signed by the Contractor's representative, 
naming the person and specifying the powers, 
functions and authority being delegated or 
revoked.

15 Contractor Engineer _
Delegation or revocation of any 

powers, functions and authority to 
any competent person.

Not specified For Engineer's information and implied consent. Engineer** _

Contractor's 
Representative Power 

Delegation/ 
Revocation Notice

Information Notice Personnel Event‐preceding Notice Non‐structured Notice
Notice shall be received prior to the 
delegation or revocation of powers 

becoming effective.

… (c) the Contractor shall give the Engineer not 
less than 28 days' notice of the intended date of 
the commencement of each Subcontractor's 
work, ...

16 Contractor Engineer _
Commecement of Subcontractor's 

work. ≥ 28 days 
For Engineer's information.  Engineer* _

Subcontractors' 
Subcontract Work 
Commencement 

Notice 

Information Notice
Commencement of 

Works
Event‐preceding Notice Non‐structured Notice

Not less than 28 days prior to 
commencement of Subcontractors' work, 
the Contractor shall inform the Engineer 

by issuing a notice (preceding).

… and [the Contractor shall give the Engineer not 
less than 28 days' notice of the intended date] of 
the commencement of such work on the Site;

17 Contractor Engineer _
Commecement of Subcontractor's 

work on Site. ≥ 28 days 
For Engineer's information.  Engineer* _

Subcontractors' On‐
site Work 

Commencement 
Notice 

Information Notice
Commencement of 

Works
Event‐preceding Notice Non‐structured Notice

Not less than 28 days prior to 
commencement of Subcontractors' work 
on site, the Contractor shall inform the 
Engineer by issuing a notice (preceding).

4.3

4.4

3.4

Contractor's 
Representative

The Engineer

The Contractor shall be responsible for the acts 
or defaults of any Subcontractor, his agents or 
employees, as if they were the acts or defaults of 
the Contractor. Unless otherwise stated in the 
Particular conditions: …

Replacement of the 
Engineer

The Contractor

Subcontractors

Page 2 of 2
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Sub‐
clause  Clause Title Context/Reason Notice Action

Notice 
Count

Party Issuing Notice
Party Receiving 

Notice
Prerequisite(s) Event(s) Notice Time Bar Subsequent Action

Party Responsible for 
Subsequent Action

Time Bar for the 
Subsequent Action Notice Description Type of Notice Works' Relevant Aspects Notice/Event Sequence

Structured or Non‐
structured Notice

Notes on Notice‐Event Sequence and 
Structured Notices

2.5 Employer's Claims

If the Employer considers himself entitled to any 
payment under any Clause of these Conditions or 
otherwise in connection with the Contract, 
and/or to any extension of the Defects 
Notification Period, …

..., the Employer or the Engineer shall give notice 
and particulars to the Contractor. However, 
notice is not required for payments due under 
Sub‐Clause 4.19 [Electricity, Water and Gas ], 
under Sub‐Clause 4.20 [Employer's Equipment 
and Free‐Issue Material ], or for other services 
requested by the Contractor.
The notice shall be given as soon as practicable 
after the Employer became aware of the event or 
circumstances given rise to the claim. A notice 
relating to any extension of the Defects 
Notification Period shall be given before the 
expiry of such period.
The particulars shall specify the Clause or other 
basis of the claim, and shall include 
substantiation of the amount and/or extension 
to which the Employer considers himself to be 
entitled in connection with the Contract. 

9
Employer or 
Engineer

Contractor _

Events described in the Clauses 
relating to this Sub‐Clause has 
taken place or otherwise in 

connection with the Contract.

As soon as 
practicable 

The Engineer shall then proceed in accordance with 
Sub‐Clause 3.5 [Determinations ] to agree or 
determine
(i) the amount (if any) which the Employer is entitled 
to be paid by the  Contractor, and/or
(ii) the extension (if any) of the Defects Notification 
Period in accordance with Sub‐Clause 11.3 
[Extension of Defects Notification Period ].
This amount may be included as a deduction in the 
Contract Price and Payment Certificates. The 
Employer shall only be entitles to set off against or 
make any deduction from an amount certified in a 
Payment Certificate, or to otherwise claim against 
the Contractor, in accordance with this Sub‐Clause. 

Engineer Not specified
Employer's Claim 

Notice
Claim Notice Multiple Event‐succeeding Notice

Structured/Non‐
structured Notice

It is an Event‐succeeding Notice since it is 
issued after the occurrence of events 
described in the Clauses relating to this 
Sub‐Clause or otherwise in connection 

with the Contract.
 This notice might be either Structured, as 

it is preceded by a notice, or Non‐
structured.

3

If the Employer intends to replace the Engineer, 
…

…, the Employer shall, not less than 42 days 
before the intended date of replacement, give 
notice to the Contractor of the name, address 
and relevant experience of the intended 
replacement Engineer. 

10 Employer Contractor _
Replacement of the Engineer 

being effective. ≥ 42 days 
The Contractor may raise an objection (as explicitly 
inferred).

Contractor

Not specified
but implied to be 
issued prior to the 

intended 
replacement 
becoming 
effective.

Engineer's 
Replacement Notice

Attention Notice Personnel Event‐preceding Notice Structured Notice

The notice shall precede the replacement 
of the Engineer.

Notice is structured as its time bar itself 
represents the time within which 

objection by the Contractor is to be raised 
prior to the Engineer's replacement 

becoming effective.

The employer shall not replace the Engineer with 
a person, …

 …, against whom the Contractor raises 
reasonable objection by notice to the Employer, 
with supporting particulars.

11 Contractor  Employer
Engineer's Replacement 

notice

Event preceding: Engineer's 
Replacement notice.

Event succeeding: reaction to the 
Employer's notice by the 

Contractor and replacement being 
either hindered or effective.

Not specified but 
implied to be issued 
prior to the intended 

replacement 
becoming effective.

The replacement of the Engineer by Employer may 
be hindered. Employer is expected to react to this 
notice.

Employer _
Contractor's Objection 

to Engineer's 
Replacement Notice

Objection Notice Personnel Dual‐event Notice Structured Notice

This is a Dual Notice since it is preceded by 
the intension of the Employer to replace 
the Engineer and is followed by another 

event which is the reaction by the 
Employer and the replacement becoming 

effective. 
Notice is structured since when it is 

issued, it has the effect of splitting the 
time bar inherent to the notice preceding 
it, therefore setting forth the time period 
remaining for possible reaction by the 
other party (Employer) before the 
Engineer's replacement becoming 

effective.

3.5 Determinations

Whenever these conditions provide that the 
Engineer shall proceed in accordance with this 
Sub‐Clause 3.5 to agree or determine any matter, 
the Engineer shall consult with each Party in an 
endeavour to reach agreement. If agreement is 
not achieved, the Engineer shall make a fair 
determination in accordance with the contract, 
taking due regard of all relevant circumstances.

The Engineer shall give notice to both Parties of 
each agreement or determination, with 
supporting particulars.

12 Engineer
Employer & 
Contractor

Notices in reference to 
Sub‐Clauses 20.1, 2.5 and 
termination notices under 

15.2,16.2,and 19.6.

The Conditions provide that the 
Engineer shall proceed in 

accordance with this Sub‐Clause 
3.5.

Hybrid:
_Nested stipulation 

of 42 days for 
determination in 
response to Sub‐
Clause 20.1.

_ No stipulation in 
response to all other 

concerned Sub‐
Clauses.

Each party shall give effect to each agreement or 
determination unless and until revised under Clause 
20 [Claims, Disputes and Arbitration].

Party Not specified Determination Notice Determination Notice Contractual Event‐succeeding Notice
Structured/Non‐
structured Notice

Following the different events that refer 
to determination under this Sub‐Clause, 
this notice might be either Structured as it 
is preceded by a notice, or Non‐structured 

since some of the cases no notice is 
required prior to issuing the 

determination notice (Figure #3a).

4

4.1
Contractor's 

General Obligations

The Contractor shall, whenever required by the 
Engineer, submit details of the arrangements and 
methods which the Contractor proposes to adopt 
for the execution of the Works.

No significant alteration to these arrangements 
and methods shall be made without this having 
previously been notified to the Engineer.

13 Contractor Engineer _
Alteration to any arrangements 
and methods for the execution of 

works is to take place.
Not specified For Engineer's information and implied consent. Engineer** _

Alteration in Execution 
Methods Notice

Attention Notice Site ‐ Execution of Works Event‐preceding Notice Non‐structured Notice
Notice shall precede the event of altering 
any arrangements and methods for the 

execution of works.

If the Contractor's Representative is to be 
temporarily absent from the Site during the 
execution of the Works, …

…, a suitable replacement person shall be 
appointed, subject to the Engineer's prior 
consent, and the Engineer shall be notified 
accordingly.

14 Contractor  Engineer _
Absence of the Contractor's 
representative from Site.

Not specified
According to the Engineer's consent, the replacement 
shall take place.

Engineer _
Contractor's 

Representative 
Replacement Notice

Attention Notice Personnel Event‐preceding Notice Non‐structured Notice
Notice shall be issued for obtaining the 
Engineer's consent prior to effecting any 

replacement.

The Contractor's Representative may delegate 
any powers, functions and authority to any 
competent person, and may at any time revoke 
the delegation.

Any delegation or revocation shall not take effect 
until the Engineer has received prior notice 
signed by the Contractor's representative, 
naming the person and specifying the powers, 
functions and authority being delegated or 
revoked.

15 Contractor Engineer _
Delegation or revocation of any 

powers, functions and authority to 
any competent person.

Not specified For Engineer's information and implied consent. Engineer** _

Contractor's 
Representative Power 

Delegation/ 
Revocation Notice

Information Notice Personnel Event‐preceding Notice Non‐structured Notice
Notice shall be received prior to the 
delegation or revocation of powers 

becoming effective.

… (c) the Contractor shall give the Engineer not 
less than 28 days' notice of the intended date of 
the commencement of each Subcontractor's 
work, ...

16 Contractor Engineer _
Commecement of Subcontractor's 

work. ≥ 28 days 
For Engineer's information.  Engineer* _

Subcontractors' 
Subcontract Work 
Commencement 

Notice 

Information Notice
Commencement of 

Works
Event‐preceding Notice Non‐structured Notice

Not less than 28 days prior to 
commencement of Subcontractors' work, 
the Contractor shall inform the Engineer 

by issuing a notice (preceding).

… and [the Contractor shall give the Engineer not 
less than 28 days' notice of the intended date] of 
the commencement of such work on the Site;

17 Contractor Engineer _
Commecement of Subcontractor's 

work on Site. ≥ 28 days 
For Engineer's information.  Engineer* _

Subcontractors' On‐
site Work 

Commencement 
Notice 

Information Notice
Commencement of 

Works
Event‐preceding Notice Non‐structured Notice

Not less than 28 days prior to 
commencement of Subcontractors' work 
on site, the Contractor shall inform the 
Engineer by issuing a notice (preceding).

4.3

4.4

3.4

Contractor's 
Representative

The Engineer

The Contractor shall be responsible for the acts 
or defaults of any Subcontractor, his agents or 
employees, as if they were the acts or defaults of 
the Contractor. Unless otherwise stated in the 
Particular conditions: …

Replacement of the 
Engineer

The Contractor

Subcontractors

Page 2 of 2



608

Continuous (s,S) Inventory Policy
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Abstract—This work utilizes Markovian Processes to model the
stochastic and time-dependent performance measures of inven-
tory systems. We present an approach to identify and capture the
key characteristics of the demand process by fitting an approx-
imate Markovian distribution to the demand process. Inventory
replenishment policies are investigated for the (st, St) continuous
case for a finite horizon model. A Markovian representation of
the system is presented along with the differential equations
that model the behavior of the system over time. We present
an algorithmic approach to numerically solve the corresponding
differential equations to calculate the performance measures of
the system over time. We then propose an optimization heuristic
to compute the dynamic time dependent reorder and order up-
to levels (st, St). Finally, we test our findings using a numerical
example based on real inventory data.

I. INTRODUCTION

Most recent studies on inventory management focused on
incorporating more realistic assumptions in their inventory
models in order to reduce the gap between theory and practice.
A realistic assumption is related to the demand and its non-
stationary (time varying) vs. stationary (steady) nature. In-
ventory models that take into consideration the non-stationary
nature of the demand is rather limited in the literature espe-
cially when compared to the body of work involving stationary
demand. In practice, most real world applications of inventory
management involve non-stationary demands, [21]. To the
best of our knowledge, no one has studied the non-stationary
demand by approximating it with a phase-type process. In
this paper, our analytical model is similar to the one used
by Nasr and Maddah [16] but instead of using a stationary
Markov Modulated Poisson Process (MMPP) correlated de-
mand we first use a general time-dependent phase-type process
and then a two-level mixture of Erlangs of common order
phase-type process to serve as an approximation of the non-
stationary demand process. The 2-MECO phase-type distri-
bution is adopted from Nasr & Taaffe [17] which is utilized
to fit the Pht/Mt/s/c time-dependent departure process. We
implement the fitting approach presented in [17] to fit the
time-dependent demand process to a 2-MECO. An efficient
heuristic is then proposed to compute the optimal reorder and
order up-to levels (st, St) at each period.

II. LITERATURE REVIEW

In this section, we review the literature related to our
subject. We divide this section into two subsections. In section

II-A, we review the Markovian modulated demand literature;
and in section II-B we review the literature about non-
stationary demand.

A. Markovian Modulated Demand Literature

More realistic inventory models that consider demand as a
random variable that is dependent on environmental factors
other than time was given in 1960 by Karlin and Fabens
[12]. The authors used a Markovian demand model that is
unlike most classical inventory models depends on the state-
of-the-world in each period. This takes into consideration the
effects of the randomly changing environmental factors like
the fluctuating economic and the uncertain market conditions
on the demand which in turn affects the cost functions.
The demand is modulated as a random variable having a
distribution function that depends on the demand state in
each period. Iglehart and Karlin [10] used a discrete Markov
processes to model dependent demand with no setup costs
and managed to prove the optimality of a state-dependent
base-stock policy. Song and Zipkin [22] show that for a
continuous review, state-dependent, Markov-modulated, Pois-
son distributed demand having linear costs, fixed order cost
and backlogging in inventory, the optimality of a (s,S)-type
policy. Zipkin [25], Aviv & Federgruen [2] and Kapuscinski
& Tayur [11] investigated cyclical demand models. Beyer &
Sethi [3], Sethi & Cheng [19] proved the optimality of (s,S)-
type policy for a generalized Markovian demand distribution
and a periodic review inventory model. Cheng & Sethi [7]
made an extension to their results by considering lost sales
for unsatisfied demand. All proofs were given assuming a zero
lead time distribution. Chen & Song [6] studied the optimal
policies for multistage inventory problems with non-stationary
Markov-modulated Poisson demand process at which the
demand process is governed by a discrete time Markov chain.
An effective algorithm for the determination of the optimal
base-stock is provided. Abhyankar & Graves [1] studied a two-
stage serial supply chain with a two-state Markov-modulated
Poisson demand and were able to develop an optimization
model to determine where it is best to hedge inventory. Nasr
& Maddah [16] utilized a Markov Modulated Poisson Process
(MMPP) to model stochastic demand that is dependent on the
state of the environment and has a fixed lead time. They were
able to compute and provide an efficient optimization heuristic



609

to derive the dynamic changing (sn, Sn) policy for a single
item, continuous and infinite horizon inventory problems. They
studied and quantified the impact of autocorrelation of the
MMPP demand-count process that is causing the variability
in the demand. Their results show that when the demand is
highly correlated the dynamically changing (sn, Sn) policy
significantly outperforms the common static heuristically com-
puted replenishment (s, S) policies.

B. Non-Stationary Demand Literature

The literature on stochastic time-dependent demand in the
context of inventory systems is scarce in comparison to station-
ary demand. Non-stationary demand can be due to seasonality
or can be represented by a time varying function. Though the
demand pattern may be stationary, the fact that the demand is
stochastic makes the future demand unknown. However, most
studies on the dynamic lot-sizing assume that future demand
is known, [9]. At the present time as the product life cycles
are becoming shorter and a large variety of products are being
introduced to the market and thus affecting customers order
stability, the demands faced tend to be more non-stationary.
The reason behind the small number of papers that deal
with non-stationary demand relative to the large number of
papers that deal with stationary demand is that non-stationary
demand models are hard to compute because of their irregular
structure. The literature on the non-stationary demand can
be categorized in to two categories: papers that focus on
the optimization and papers that focus on the performance
evaluation of the proposed policies. Even though the (s,S)
policy has been shown optimal for inventory problems with
stationary and non-stationary demand, [14], [13], [18], not
much work has been done for computing non-stationary (s,S)
policies. The inventory problem with non-stationary demand
was discussed by Silver [20], Bookbinder & Tan [5] and Tarim
& Kingsman [23] by using alternative policies such as the
(Rn, Sn) policy. Silver [20] considered the stochastic time-
varying demand by assuming normally distributed forecast
errors. A procedure involving sequential optimization is used
then to find the periods in which to place orders, the number
of periods of the horizon that has to be included in the
next order and the size of the order, with the uncertainty
of demands in these periods are given. This research is
extended by Bookbinder & Tan [5] by considering a rolling
horizon with updated demand information. Tarim & Kingsman
[23] improved Bookbinder & Tan [5] heuristic by making
further improvements. Other heuristics used to compute near
optimal (s,S) parameters, is by Bollapragada & Morton [4].
Bollapragada & Morton [4] were able to compute optimal
(sn, Sn) levels for a single stage inventory problem facing
a general non-stationary demand with proportional backorder
and holding costs. They proposed a new myopic heuristic that
is based on approximating part of the initial non-stationary
problem with a stationary one and involves computing the
static (s, S) policy replenishment values for different demand
parameters from which the dynamic replenishment (st, St)
policy of the non-stationary problem for period t is approxi-

mated by restricting the state space of the inventory position
at the beginning of each time period to integer values. The
main development behind this research is computing the upper
and lower bounds of the optimal policy efficiently. Ettl et
al. [8] worked on minimizing the total expected inventory
capital and on approximating the replenishment lead-times in
a multistage inventory system. They modeled non-stationary
demand by making the assumption that the horizon is made
up of a set of stationary phases which form a rolling-horizon
and then finding the optimal policy for each phase. Finally, it
can be seen that the amount literature taking non-stationary
demand into consideration is increasing. Tunc et al. [24]
studied the cost of using stationary inventory policies when
demand is non-stationary. They took the (s,S) policy as a frame
of reference, and they compared the optimal non-stationary
(s,S) policy with the best possible stationary (s,S) policy in
terms of cost performance. They showed that the cost of
neglecting the non-stationarity of demand is significantly high
for the majority of cases. There numerical study reveals that,
the magnitude of the sub-optimality of stationary policies
depends heavily on the variation of the demand pattern, i.e.
the non-stationarity of demand, among other factors, such as,
the stochasticity of demand, and cost parameters.

III. MODEL

The objective of this study is to model the non-stationary
stochastic demand process and to determine the optimal re-
order and order up-to levels (st, St).

A. Demand Process as Phase-Type:(Time Dependent)

In this section, we present an algorithm for computing
the non-stationary demand distribution over the lead time
by deriving the demand-count distribution conditional on the
phase-type process being in a given state at the beginning
of the lead time, and the related conditional moments at
time t. This algorithm is based on numerically solving a
set of differential equations (Kolmogorov Forward Equations,
KFEs). First, we define our demand model using the general
phase-type process then we introduce the two-level mixture
of Erlangs of common order (2-MECO) as defined by Nasr
& Taaffe [17] in their paper about fitting the Pht/Mt/s/c
time-dependent departure process for use in tandem queueing
networks. The 2-MECO demand model will be used later for
our numerical example.

1) The General Pht Demand-Count Process: In general,
we define the phase-type process consisting of m transient
states ST = {1, 2, . . . ,m} and a single absorbing state SA =
{m+ 1}. We write the infinitesimal generator matrix Q(t) at
time t ≥ 0 and the probability row vector α(t) of the phase-
type process as

Q(t)
(m+1,m+1)

=




λ(t)
(m×m)

µ(t)
(m×1)

0
(1×m)

0




Where λ(t) is a (m × m) sub-matrix containing the transi-
tion rates at time t ≥ 0 describing the transitions between
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the transient states. where λi,i(t) = −λi(t) and λi(t) =
m∑
j=1
j �=i

λi,j(t) + µi(t) for all i = 1, . . . ,m.

The (m × 1) vector µ(t) contains the transition rates
µi(t) for i = 1, . . . ,m and t ≥ 0 from the transient states
to the absorbing state. It is evident that the values of λi,i(t),
λi,j(t) and µi(t) are dependent on the time t ≥ 0 from which
we intend to exploit the time-dependency in our phase-type
model. The row vector 0 is a vector consisting entirely of
zeros since no transitions are allowed from the absorbing state
to the transient states. The last element of the matrix is 0
which represents the transition rate out of the absorbing state.
The row vector α(t) contains the initial probabilities that the
embedded CTMC starts initially at a time t in transient state
i = 1, . . . ,m or directly starts in the absorbing state m + 1.
We set αm+1(t) = 0 so the sum

∑m
i=1 αi(t) = 1 for all t ≥ 0.

We first write the KFE of finding the general Pht process at
state {A(t) = n} at time t ≥ 0 and n = 1, . . . ,m.

P ′(A(t) = n) =
m∑

w=1

(
λw,n(t) + αn(t)µw(t)

)
P (A(t) = w)

(1)

To calculate the probability P (A(t) = n) of finding the
general Pht process at state {A(t) = n} for n = 1, . . . ,m
at time t ≥ 0, we solve the differential equation in (1) with
the following initial condition, P (A(0) = n) = αn(0).

Let {D0(t) = k : 0 ≤ t ≤ L} be the demand-count over the
time interval [0, L] and {Dt−L(τ) = k : t − L > 0, τ > 0}
be the demand-count over the time interval [t−L, t−L+ τ ]
where k = 0, 1, 2, 3, . . . ,∞ and L is the fixed Lead time.
We augment the demand-count process with the state of the
Pht process, {A(t), t ≥ 0}, and we define the state space of
the demand-count and arrival-phase at time t for 0 ≤ t ≤ L
and t − L + τ for t − L > 0 by {D0(t) = k,A(t) =
i} and {Dt−L(τ) = k,A(t − L + τ) = i} respectively. The
KFEs of the augmented state space are presented below where
the derivative is with respect to t in equation (eq.) (2) and τ
in eq. (3).

For 0 ≤ t < L, k = 0, 1, 2, . . . ,∞ and all i = 1, 2, ...,m,

P′(D0(t) = k,A(t) = i) =
m∑

w=1

λw,i(t) P(D0(t) = k,A(t) = w)

+
m∑

w=1

αi(t)µw(t) P(D0(t) = k − 1, A(t) = w) I(k>0).

(2)

For t ≥ L, k = 0, 1, 2, . . . ,∞ and all i = 1, 2, ...,m,
let ts = t− L,

P′(Dts(τ) = k,A(ts + τ) = i) =
m∑

w=1

λw,i(ts + τ)P(Dts(τ) = k,A(ts + τ) = w)

+
m∑

w=1

αi(ts + τ)µw(ts + τ)

× P(Dts(τ) = k − 1, A(ts + τ) = w) I(k>0)

(3)

where I(k>0) is an indicator function such that,

I(k>0) =

{
1 when k > 0,

0 otherwise.
2) The 2-MECO Demand-Count Process: The motivation

behind adopting the 2-MECO phase-type process lies in its
flexibility to match high and low variability processes over
any time interval [t, t + τ ], [17]. A count process Dt(τ) is
said to have a high/low variability over an interval [t, t + τ ]
if V ar(Dt(τ))(> / <)E[Dt(τ)], where V ar(Dt(τ)) is the
variance of Dt(τ). Now we present the 2-MECO process
and its properties as defined by Nasr & Taaffe [17]. The 2-
MECO phase-type process consists of two Erlang branches.
The number of states in level 1 and 2 is m1 and m2,
respectively. Thus, we have a total of m = m1+m2 transient
states ST = {1, 2, . . . ,m1+m2} and a single absorbing state.
α and 1 − α are the probabilities of starting at phase 1 and
m1+1, respectively. The transition rates between the states of
the 1st and 2nd Erlang branch is m1λ1 and m2λ2, respectively.
We write the infinitesimal generator matrix Q(t) at time t ≥ 0
and the probability row vector α(t) of the 2-MECO phase-
type process as

Q(t) =




Q1(t)
(m1×m1)

0

0 Q2(t)
(m2×m2)




α(t) = [α(t), 0, . . . , 0, (1− α(t)), 0, . . . , 0]

Where matrix Qi(t) for i = 1, 2 represents the infinitesimal
matrix of the ith Erlang branch. Now, we write the KFEs of
finding the 2-MECO Pht process at state {A(t) = n} at time
t ≥ 0, for n = 1, . . . ,m1,

P′(A(t) = n) = −m1λ1(t) P(A(t) = n)

+m1λ1(t) P(A(t) = n− 1)(1− I(n=1))

+ α(t)
(
m1λ1(t) P(A(t) = m1)

+m2λ2(t)P(A(t) = m1 +m2)
)
I(n=1),

(4)

and for n = m1 + 1, . . . ,m1 +m2,

P′(A(t) = n) = −m2λ2(t) P(A(t) = n)

+m2λ2(t) P(A(t) = n− 1)(1− I(n=m+1))

+ (1− α(t))
(
m1λ1(t) P(A(t) = m1)

+m2λ2(t) P(A(t) = m1 +m2)
)
In=(m1+1)

(5)
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where I(i=j) is an indicator function such that ∀ i, j,

I(i=j) =

{
1 when i = j,

0 otherwise.

To calculate the probability P (A(t) = n) of finding the 2-
MECO Pht process at state {A(t) = n} for n = 1, . . . ,m,
where m = m1 +m2 at time t ≥ 0, we solve the differential
equation in (4) and (5) with the following initial condition,
P (A(0) = n) = αn(0).

The 2-MECO demand-count KFEs of the augmented state
space are presented below where the derivative is with respect
to t in equations (6) and (7), and τ in (8) and (9). For
0 ≤ t < L, k = 0, 1, 2, . . . ,∞, and i = 1, . . . ,m1,

P′(D0(t) = k,A(t) = i) =

−m1λ1(t) P(D0(t) = k,A(t) = i)

+m1λ1(t) P(D0(t) = k,A(t) = i− 1) × (1− I(i=1))

+ α(t)
(
m1λ1(t) P(D0(t) = k − 1, A(t) = m1)

+ m2λ2(t) P(D0(t) = k − 1, A(t) = m1 +m2)
)
× I(k>0).

(6)

For 0 ≤ t < L, k = 0, 1, 2, . . . ,∞, and i = m1+1, . . . ,m1+
m2,

P′(D0(t) = k,A(t) = i) =

−m2λ2(t) P(D0(t) = k,A(t) = i)

+m2λ2(t) P(D0(t) = k,A(t) = i− 1) × (1− I(i=m1+1))

+ (1− α(t))
(
m1λ1(t) P(D0(t) = k − 1, A(t) = m1)

+ m2λ2(t) P(D0(t) = k − 1, A(t) = m1 +m2)
)
× I(k>0).

(7)

For t ≥ L, k = 0, 1, 2, . . . ,∞, ts = t− L, and i = 1, ...,m1,

P′(Dts(τ) = k,A(ts + τ) = i) =

−m1λ1(ts + τ) P(Dts(τ) = k,A(ts + τ) = i)

+m1λ1(ts + τ) P(Dts(τ) = k,A(ts + τ) = i− 1) × (1− I(i=1))

+ α(ts + τ)
(
m1λ1(ts + τ) P(Dts(τ) = k − 1, A(ts + τ) = m1)

+m2λ2(ts + τ) P(Dts(τ) = k − 1, A(ts + τ) = m1 +m2)
)
× I(k>0).

(8)
For t ≥ L, k = 0, 1, 2, . . . ,∞, ts = t − L, and i = m1 +
1, ...,m1 +m2,

P′(Dts(τ) = k,A(ts + τ) = i) =

−m2λ2(ts + τ) P(Dts(τ) = k,A(ts + τ) = i)

+m2λ2(ts + τ) P(Dts(τ) = k,A(ts + τ) = i− 1) (1− I(i=m1+1))

+ (1− α(ts + τ))
(
m1λ1(ts + τ) P(Dts(τ) = k − 1, A(ts + τ) = m1)

+m2λ2(ts + τ) P(Dts(τ) = k − 1, A(ts + τ) = m1 +m2)
)
I(k>0).

(9)
The probability distribution of the Conditional Demand-Count
(CDC) process can be calculated from the KFEs in (2) and
(3) for the general Pht distribution and from the KFEs in
(6),(7),(8) and (9) for the 2-MECO distribution by condi-
tioning on the state of the Pht process at time t ∈ [0, T ].

After which we can find the distribution of the demand-count
process by applying the total probability theorem. Thus, in
order to find the probability P (D0(t) = k) of having a demand
count equal to k = 0, 1, 2, . . . ,∞ over the time interval 0 ≤
t ≤ L, we first find the probabilities P (D0(t) = k|A(0) = n)
of having a demand equal to k = 0, 1, 2, . . . ,∞ over the
interval 0 ≤ t ≤ L, conditioned on being at all possible
phases at time t = 0, i.e., for all n = 1, . . . ,m. Note that
in the general Pht distribution m in the number of transient
states which is also the case in the 2-MECO distribution where
m = m1 + m2. Hence, P (D0(t) = k) will be equal to the

sum
m∑

n=1

(
P (D0(t) = k|A(0) = n)× P (A(0) = n)

)
.

Similarly, to find the probability P (Dts(L) = k), with ts =
t− L, of having a demand count equal to k = 0, 1, 2, . . . ,∞
over the time interval [ts, t] such that ts ≥ 0, we first find the
probabilities P (Dts(L) = k|A(ts) = n) of having a demand
equal to k = 0, 1, 2, . . . ,∞ over the interval [ts, t] conditioned
on being at all possible phases at the beginning of the lead
time ts, i.e., for all n = 1, . . . ,m. Hence, P (Dts(L) = k) =
m∑

n=1

(
P (Dts(L) = k|A(ts) = n)× P (A(ts) = n)

)
.

To facilitate the computation later on in our model, specifically
when computing the net inventory probabilities at time t ≥ 0
at which we need to compute probabilities for all the possible
conditional demand-count values over the lead time, we limit
the demand-count to an upper limit dmax. The upper bound
dmax is chosen such that it satisfies P (X > dmax) = ε
where X is a Poisson random variable having a mean λ =
max(λi,j(t)) for all i = 1, . . . ,m and t ∈ [0, T ], where ε is a
sufficiently small number. Note that for the 2-MECO, λi,j(t)
is either m1λ1(t) or m2λ2(t). It is worth to mention that this
approach for selecting dmax preserves the independence of the
CDC and Demand-count with the reorder policy.
Accordingly, we establish an algorithm to compute the prob-
ability distribution of the demand count process for a time
interval [0, T ].

3) Demand-Count Distribution Algorithm: For 0 ≤ t < L
and ∀ k ∈ {0, 1, · · · , dmax},

Step 1. Set n = 1 and i = 1.
Step 2. Numerically solve equations (2), (6) and (7) from

0 to t, t < L with the following initial condition,
P(D0(0) = 0, A(0) = n) = P(A(0) = n), to
obtain P(D0(t) = k,A(t) = i|A(0) = n).

Step 3. If i < m, set i = i+ 1 and go to Step 2.
Step 4. Set P(D0(t) = k|A(0) = n)

=
m∑
i=1

P(D0(t) = k,A(t) = i|A(0) = n)

Step 5. If n < m, set n = n + 1 and i = 1 and go to
Step 2.

Step 6. SetP(D0(t) = k)

=
m∑

n=1

(
P(D0(t) = k|A(0) = n)× P(A(0) = n)

)
.
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For t ≥ L and ∀ k ∈ {0, 1, . . . , dmax},
Step 1. Set n = 1 and i = 1.
Step 2. Numerically solve equations (3),(8) and (9) from

ts = t − L to t, t ≥ L with the following
initial condition, P(Dts(0) = 0, A(ts) = n) =
P(A(ts) = n), to obtain
P(Dts(L) = k,A(t) = i|A(ts) = n).

Step 3. If i < m, set i = i+ 1 and go to Step 2.
Step 4. Set P(Dts(L) = k|A(ts) = n)

=
m∑
i=1

P(Dts(L) = k,A(t) = i|A(ts) = n).

Step 5. If n < m, set n = n+1 and i = 1 and go to Step
2.

Step 6. SetP(Dts(L) = k) =
m∑

n=1

(
P(Dts(L) = k|A(ts) = n)×P(A(ts) = n)

)
.

Next, we discuss finding the moments of the demand over the
lead time. The rth moment of the demand-count distribution
over the interval [0, t] where t < L can be found by

E[Dr
0(t)] =

dmax∑
k=1

kr P(D0(t) = k) (10)

and over an interval [ts, t] for ts = t− L, ts ≥ 0 by

E[Dr
ts(L)] =

dmax∑
k=1

kr P(Dts(L) = k). (11)

In the next section, we will present the analytical model of
the inventory characteristics for a given (s̄, S̄) replenishment
policy.

B. Inventory Position

The replenishment policy at time t is defined by the reorder
level s(t) and the order up-to level S(t). For time t = n δ,
we represent the reorder policy (s(t), S(t)) by (sn, Sn) for
n = 1, 2, · · · , N , where δ = T

N such that T = Horizon Length
and N = number of periods.
For a given dynamic reorder policy, (s̄, S̄) where s̄ =
{s1, s2, . . . , sN} and S̄ = {S1, S2, . . . , SN}, the state of the
dynamic inventory position at time t ∈ [0, T ] is represented by
the value of the inventory position and the state of the phase-
type process at time t ∈ [0, T ].
The inventory position at time t ∈ [0, T ] is IP(t) ∈ {, . . . , u},
where  is the lowest achievable inventory position level such
that  = min

t∈[0,T]
(st) + 1 and u is the inventory position upper

limit such that u = max
t∈[0,T]

(St). We augment the states of the

Pht demand count process A(t) ∈ {1, 2, · · · ,m} with the
inventory position level IP(t) at time t ≥ 0.
Let Pi,n(t) = P (IP(t) = i, A(t) = n) for i = , . . . , u and
n = 1, . . . ,m, be the resulting Markovian process state prob-
abilities. Recall that m is the total number of transient states
in the general Pht distribution and the 2-MECO distribution
where m = m1 + m2. Similar to the demand-count process
the inventory position level can be defined by a general and

a 2-MECO Pht processes. The resulting inventory position
Kolmogorov Forward Equations (IP-KFEs) for the general
Pht and 2-MECO processes are presented in equations (12)
to (19).

1) The General Pht IP Process KFEs: For t ≥ 0, n =
1, . . . ,m and i > s(t),

P′
i,n(t) =

m∑
w=1

λw,n(t)Pi,w(t)

+ αn(t)
( m∑

w=1

µw(t)Pi+1,w(t)
)
(1− I(i=u))

+ αn(t)
( m∑

w=1

s(t)+1∑
q=�

µn(t)Pq,n(t)
)
I(i=S(t)).

(12)

For t ≥ 0, n = 1, . . . ,m and i ≤ s(t),

P′
i,n(t) =

m∑
w=1

λw,n(t) Pi,w(t). (13)

2) The 2-MECO Pht IP Process KFEs: For t ≥ 0, n =
2, . . . ,m1 and  ≤ i ≤ u,

P′
i,n(t) = −m1 λ1(t) Pi,n(t) +m1 λ1(t) Pi,n−1(t). (14)

For t ≥ 0, n = m1 + 2, . . . ,m1 +m2 and  ≤ i ≤ u,

P′
i,n(t) = −m2 λ2(t) Pi,n(t) +m2 λ2(t) Pi,n−1(t). (15)

For t ≥ 0, n = 1 and i > s(t),

P′
i,1(t) = −m1 λ1(t) Pi,1(t) + α(t)

(
m1 λ1(t) Pi+1,m1(t)

+ m2 λ2(t) Pi+1,m1+m2
(t)

)
(1− I(i=u))

+ α(t)
( s(t)+1∑

w=�

(m1 λ1(t) Pw,m1
(t)

+ m2 λ2(t) Pw,m1+m2
(t))

)
I(i=S(t)).

(16)

For t ≥ 0, n = m1 + 1 and i > s(t),

P′
i,m1+1(t) = −m2 λ2(t) Pi,m1+1(t)

+ (1− α(t))
(
m1 λ1(t) Pi+1,m1(t)

+m2 λ2(t) Pi+1,m1+m2
(t)

)
(1− I(i=u))

+ (1− α(t))
( s(t)+1∑

w=�

(m1 λ1(t) Pw,m1(t)

+m2 λ2(t) Pw,m1+m2
(t))

)
I(i=S(t)).

(17)

For t ≥ 0, n = 1 and i ≤ s(t),

P′
i,1(t) = −m1 λ1(t) Pi,1(t). (18)

For t ≥ 0, n = m1 + 1 and i ≤ s(t),

P′
i,m1+1(t) = −m2 λ2(t) Pi,m1+1(t). (19)
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where, Ii=n =

{
1 when i = n,

0 otherwise.

The KFEs in (12) and (13) for the general Pht distribution
and the KFEs in (14) to (19) for the 2-MECO Pht distribution
allow us to compute the joint probability distribution of the
inventory position and the Pht state at time t ≥ 0. After which
the distribution of the inventory position at time t ≥ 0 can be
found by the sum of the joint probability distribution for all
phases. Thus, in order to find the probability P(IP (t) = i)
of having an inventory position equal to i = �, . . . , u at time
t ≥ 0, we first find the probabilities P(IP (t) = i, A(t) = n)
of having an inventory position equal to i = �, . . . , u and being
in phase n = 1, . . . ,m at time t ≥ 0. Then, the P(IP (t) = i)
will be equal to the sum

∑m
n=1 P(IP (t) = i, A(t) = n).

Finally, the rth moment of the inventory position at time t ≥ 0
can be found by

E[IP r(t)] =

u∑
i=�

ir P (IP (t) = i) (20)

Next, we will find the net inventory position probabilities and
its moments.

C. Net Inventory Position

Now, we present the equations which allow us to find the
distribution of the net inventory position at time t ≥ 0. As
thoroughly discussed in [15], it can be seen that

NI(t) = IP (0)−D0(t) for 0 ≤ t ≤ L, (21)

NI(t) = IP (t− L)−Dt−L(L) for t > L. (22)

Which allows us to write,
for 0 ≤ t ≤ L and �− dmax ≤ i ≤ u,

P (NI(t) = i) =
u∑

y=�

P (IP (0) = y,D0(t) = y − i), (23)

for t > L and �− dmax ≤ i ≤ u,

P (NI(t) = i) =
u∑

y=�

P (IP (t− L) = y,Dt−L(L) = y − i).

(24)

By conditioning equations (23) and (24) on the Pht system
state n = {1, . . . ,m} we obtain: for 0 ≤ t ≤ L and �−dmax ≤
i ≤ u,

P (NI(t) = i|A(0) = n) =
u∑

y=�

(
P (IP (0) = y|A(0) = n)

× P (D0(t) = y − i|A(0) = n)
)
,

(25)

for t > L and �− dmax ≤ i ≤ u,

P (NI(t) = i|A(t− L) = n) =
u∑

y=�

(
P (IP (t− L) = y|A(t− L) = n)

× P (Dt−L(L) = y − i|A(t− L) = n)
)
.

(26)

Which can be written as,

for 0 ≤ t ≤ L and �− dmax ≤ i ≤ u,

P (NI(t) = i, A(0) = n) =
u∑

y=�

(
P (IP (0) = y,A(0) = n)

× P (D0(t) = y − i|A(0) = n)
)
,

(27)

for t > L and �− dmax ≤ i ≤ u,

P (NI(t) = i, A(t− L) = n) =
u∑

y=�

(
P (IP (t− L) = y,A(t− L) = n)

× P (Dt−L(L) = y − i|A(t− L) = n)
)
.

(28)

Accordingly, we establish the following equations of the net
inventory probability distribution,

for 0 ≤ t ≤ L and �− dmax ≤ i ≤ u,

P (NI(t) = i) =
m∑

n=1

P (NI(t) = i, A(0) = n) (29)

for t > L and �− dmax ≤ i ≤ u,

P (NI(t) = i) =
m∑

n=1

P (NI(t) = i, A(t− L) = n) (30)

Finally, the rth moment of the net inventory position at time
t ≥ 0 can be found by

E[NIr(t)] =

u∑
i=�−dmax

ir P (NI(t) = i) (31)

D. On-hand Inventory

The on-hand inventory I(t) is the inventory on the shelf
that is available for sale or use at a particular time t. Now, we
present the equations which allow us to find the distribution
of the on-hand inventory at time t ≥ 0. Based on equations
(21) and (22), we can write
for 0 ≤ t ≤ L

I(t) = NI(t)+ =
(
IP (0)−D0(t)

)+

, (32)

for t > L,

I(t) = NI(t)+ =
(
IP (t− L)−Dt−L(L)

)+

. (33)

Hence, for t ≥ 0, i = 1, . . . , u,

P(I(t) = i) = P(NI(t) = i) (34)
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and for t ≥ 0, i = 0

P(I(t) = 0) =
0∑

j=�−dmax

P(NI(t) = j) (35)

Therefore, the rth moment of the on-hand inventory at time
t ≥ 0 can be found by

E[Ir(t)] =

u∑
i=0

ir P (I(t) = i) (36)

E. Backorders

The backorders also called backlogs, denoted B(t), is the
inventory on the shelf that is already committed due to unmet
demands from previous periods. In this section, we present
the equations which allow us to find the distribution of the
backorders at time t ≥ 0. Based on equations (21) and (22),
we can write

B(t) = NI(t)− = (IP (0)−D0(t))
− =

(D0(t)− IP (0))+ for 0 ≤ t ≤ L,
(37)

B(t) = NI(t)− = (IP (t− L)−Dt−L(L))
−

= (Dt−L(L)− IP (t− L))+ for t > L.
(38)

Hence, for t ≥ 0, i = 1, . . . , (dmax − �),

P(B(t) = i) = P(NI(t) = −i) (39)

and for t ≥ 0, i = 0,

P(B(t) = i) =
u∑

j=0

P(NI(t) = j) (40)

Therefore, the rth moment of the backorders at time t ≥ 0
can be found by

E[Br(t)] =

�−dmax∑
i=0

(i)r P (B(t) = i) (41)

F. Number of Orders

In this section, we find the expected number of orders placed
in an interval of length [0, t]. Let R(t) be the number of orders
placed up-to time t ≥ 0. Let Γr,i,n(t) = P(R(t) = r, IP(t) =
i, A(t) = n) be the probability of having R(t) = r, IP(t) = i
and A(t) = n at time t ≥ 0 for r ≥ 0, i = �, . . . , u and
n = 1, . . . ,m. Let ω be the fixed ordering cost.
We present the below KFEs where the derivative is with
respect to t.

1) The General Pht Number of Orders KFEs: For t ≥ 0,
n = 1, . . . ,m, s(t) < i ≤ u, and r > 0,

Γ′
r,i,n(t) =

m∑
w=1

λw,n(t)Γr,i,w(t)

+ αn(t)
( m∑

w=1

µw(t) Γr,i+1,w(t)
)
(1− Ii=u)

+ αn(t)
( m∑

w=1

s(t)+1∑
q=�

µn(t) Γr−1,q,n(t)
)
Ii=S(t)I(r>0)

(42)

and for n = 1, . . . ,m, � ≤ i ≤ s(t) and r ≥ 0,

Γ′
r,i,n(t) =

∑m
w=1 λw,n(t)Γr,i,w(t). (43)

To compute the probabilities Γr,i,n we can numerically
solve the differential equations in (42) and (43) for the general
Pht distribution. But since r = 0, 1, . . . ,∞ this approach
requires setting an upper bound (rmax) on the number of
orders such that P(R(T ) > rmax) is sufficiently small. An
alternate method for the computation of the expected number
of orders is to derive a finite set of moment differential equa-
tions to calculate the moments. Next, we write the general Pht

distributions differential equations for the first two moments
of the reorder count process.

2) The General Pht Expected Number of Orders KFEs:
For n = 1, . . . ,m, s(t) < i ≤ u and r > 0,

E′[Rk(t); i, n] =

∞∑
r=0

rk Γ′
r,i,n(t)

=
m∑

v=1

λv,n(t) E[R
k(t); i, v]

+ αn(t)
( m∑

v=1

µv(t) E[R
k(t); i+ 1, v]

)
I(i�=u)

+ αn(t)
( m∑

v=1

s(t)+1∑
j=�

µv(t)
( k∑

z=1

(
k

z

)
E[R z(t); j, v]

+ Pj,v(t)
))

I(i=S(t)).

(44)

For n = 1, . . . ,m, � ≤ i ≤ s(t) and r ≥ 0,

E′[Rk(t); i, n] =

m∑
v=1

λv,n(t) E[R
k(t); i, v]. (45)

G. Inventory Total Cost

In this section, we find the expected total cost for a given
reorder policy (s̄, S̄). The expected total cost includes the
expected holding, back-ordering and number of orders costs.

Φ(s̄, S̄) = hE[I(t)] + bE[B(t)] + ωE[R(t)] (46)

The below algorithm summarizes the computation of the
expected cost for a given reorder policy (s̄, S̄).

1) Total Expected Cost Algorithm: For t ≥ 0; ts = t− L;
d = 0, 1, . . . , dmax; i = �, . . . , u and n = 1, . . . ,m

Step 1. Follow the demand-count distribution algorithm
in §III-A in order to find P(D0(t) = d|A(0) =
n) and P(Dts(L) = d|A(ts) = n)

Step 2. Follow the IP distribution algorithm in §III-B in
order to find P(IP (t) = i, A(t) = n).

Step 3. Use equations (27) and (28) to find P (NI(t) =
i, A(0) = n) and P (NI(t) = i, A(ts) = n)
and then equations (29) and (30) to compute
P (NI(t) = i).

Step 4. Use eqs. (34) & (35) to compute P (I(t) = i).

Set E[I(t)] =
u∑

i=0

i P (I(t) = i).
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Step 5. Use eqs. (39) & (40) to compute P (B(t) = i).

Set E[B(t)] =

dmax−�∑
i=0

i P (B(t) = i).

Step 6. Solve equations (44), (45) for k = 1 to find
E[R(t); i, n]

Set E[R(t)] =
u∑

i=�

m∑
n=1

E[R(t); i, n].

Step 7. Set Φ(s̄, S̄) = hE[I(t)]+bE[B(t)]+ωE[R(t)].

IV. FUTURE WORK

In this section we list the next steps to be taken in our
research.

1) Proposing a heuristic policy to optimize the expected cost.
This will most probably be done via line search.

2) Providing a numerical example from real-world data for
which we will fit the 2-MECO Pht distribution with the
data’s first and second moments. Using this numerical
example, we will show and demonstrate by numbers and
figures all the results of our analytical model.
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[11] Roman Kapuściński and Sridhar Tayur. A capacitated production-
inventory model with periodic demand. Operations Research,
46(6):899–911, 1998.

[12] S Karlin and A Fabens. The (s, S) inventory model under Markovian
demand process. Mathematical Methods in the Social Sciences, pages
159–175, 1960.

[13] Samuel Karlin. Dynamic inventory policy with varying stochastic
demands. Management Science, 6(3):231–258, 1960.

[14] Samuel Karlin and Herbert Scarf. Inventory models and related
stochastic processes. Studies in the mathematical theory of inventory
and production, (1):319, 1958.

[15] BS Maddah, MY Jaber, and NE Abboud. Periodic review (s, s) inventory
model with permissible delay in payments. Journal of the operational
research society, 55(2):147–159, 2004.

[16] Walid W Nasr and Bacel Maddah. Continuous (s, S) policy with MMPP
Correlated Demand. European Journal of Operational Research, 2015.

[17] Walid W Nasr and Michael R Taaffe. Fitting the Pht/Mt/s/c Time-
Dependent Departure Process for Use in Tandem Queueing Networks.
INFORMS Journal on Computing, 25(4):758–773, 2012.

[18] HERBERT Scarf. The optimality of (s, S) policies in the dynamic
inventory problem. Mathematical Methods in the Social Science, KJ
Arrow, S. Karlin, P. Suppes, eds, 1960.

[19] Suresh P Sethi and Feng Cheng. Optimality of (s, S) policies in inventory
models with Markovian demand. Operations Research, 45(6):931–939,
1997.

[20] Edward Silver. Inventory control under a probabilistic time-varying,
demand pattern. Aiie Transactions, 10(4):371–379, 1978.

[21] Edward A Silver. Inventory management: An overview, Canadian
publications, practical applications and suggestions for future research.
INFOR: Information Systems and Operational Research, 46(1):15–28,
2008.

[22] Jing-Sheng Song and Paul Zipkin. Inventory control in a fluctuating
demand environment. Operations Research, 41(2):351–370, 1993.

[23] S Armagan Tarim and Brian G Kingsman. Modelling and computing
(Rn, Sn) policies for inventory systems with non-stationary stochastic
demand. European Journal of Operational Research, 174(1):581–599,
2006.

[24] Huseyin Tunc, Onur A Kilic, S Armagan Tarim, and Burak Eksioglu.
The cost of using stationary inventory policies when demand is non-
stationary. Omega, 39(4):410–415, 2011.

[25] Paul Zipkin. Critical number policies for inventory models with periodic
data. Management Science, 35(1):71–80, 1989.



616

Economic order quantity with deviation in the order received 
Anthony Khoury-Hanna 

Engineering Management Graduate Program, Faculty of Engineering and Architecture, American University of Beirut. 
 

 

I. Abstract 

 The fundamental assumption of an 

economic order quantity (EOQ) model is 

that 100% of items in an ordered lot are 

received. This paper extends the traditional 

EOQ model by accounting for order 

deviation, characterized by a random 

fraction of items deviating from the ordered 

amount. This random deviation can lead to 

over-ordering (receiving more than what is 

ordered) or to under-ordering (the opposite 

situation).This has application in several 

industries where counting the amount of 

received items is not possible, immediately 

upon the order receipt. Orders of 

construction material are examples of this. 

Simple expressions of the optimal order 

quantity and the expected cost function per 

unit time are formulated. Sensitivity analysis 

shows that out optimal order  

 

 

 

 

 

 

 

 

 

 

quantity can be smaller or larger that of the 

classical EOQ depending on the variability 

of the order deviation. 

 

 

 
 

 

Figure 1 : Inventory level over time , P<0  
 Figure 2 : Inventory level over time , P>0 
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II. Introduction 

Completing project on time and on cost 

designed is the target goal that all of project 

managers focuses on, no matter how large 

or small this project is. The aim to complete 

all the project tasks remains the same by 

using project management, but the question 

that should be asked is why almost all 

projects usually exceed their scheduled cost 

. Many reasons causes projects exceed their 

schedule like inaccurate quantities, relying 

just on software, not having a proper 

description for the project requirements, and 

one important reason not accounting 

holding cost of random yield order 

deviation. The new model leads to simple 

expressions for the expected profit per unit 

time and the optimal order quantity. 

Consider the case where a lot of size y is 

delivered instantaneously with a purchasing 

price of c per unit and an ordering cost of K.  

It is assumed that each lot received contains 

percentage deviation, P, with a known 

probability density function, f (P). A 100% 

percent counting process of the lot is 

conducted at a rate of x units per unit time; 

items deviated are sent back or  

ordered back on time expected.The behavior 

of the inventory level is illustrated in Fig. 1-

2 , PY is the number of deviated items from 

inventory and t is the total counting time of 

 ̂ units received  per cycle. d is the counting 

cost per unit and h the holding cost per unit 

per unit time. Items received are not the 

same quantity ordered and considers 

Shortages are no allowed, items are 

returned or backordered as a single batch 

by the end of the t period counting process. 

Y :  order size 

 ̂                    

 ̂           

D: Demand rate  

C : unit variable cost 

K : fixed cost of placing order 

P : % of order deviation 

x : counting validation rate(units/unit time )  

 d  : unit counting cost 

T : cycle length   
  

 t : counting/validation  time =  ̂  

P is a randon variable with  pdf  f(P) ; 

 a<0 , b>0 ,       

TC = ordering cost + counting / validation cost 
+ Holding Cost 
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III. Mathematical results 
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IV. Numerical results 
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P(a ; b)    :  a<0 , b>0 

P is a random variable with  pdf  f(P)  

P ~ U ( -0.1 , 0.1 ) 
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Note that to avoid shortages the condition 
must be satisfied, that is  

      
                

         
           
 

V. Economic order quantity 
with divided holding cost 

 

    In fact , paying   to get  ̂ must be 

profitable or loss so  ̂    returned or 

reordered items are not covered by the total 

holding cost with same assumptions as 

previous case. Over/under shooting items 

hold part of the total holding cost . Can be 

applied for construction sites .  
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VI. Numerical results 
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VII. Sensitivity analysis: 
 

This analysis shows variable intervals of 

(a ; b) with optimal order quantity and 

optimal order cost can be smaller or 

larger that of the classical EOQ . 

1. Expected Optimal ordering 
analysis : 

√
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2. Expected Total optimal cost : 
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3. Variability of the order 
deviation 

 “      “: ordered less than 
EOQ , receiving more than 
ordered , optimal total cost of 
ordering quantity higher than 
optimal EOQ total cost . 

 

 “      : ordered more than 
EOQ , receiving less than 
ordered , optimal total cost of 
ordering quantity less than 
EOQ total cost. 

 

 “ b = -a ”  :      
   (  

    

  
  

    

 )     

                

        (      )             

   √
   

                 
  

  √   
    

 

VIII. Summary and Conclusion  
In this paper , while analyzing the random 
yield factor , we can see the increase and 
decrease of total cost and ordered quantity 
compared to the EOQ model . This is 
accurate expressions to facilitate project 
managers and markets work when ordering. 
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Abstract- The objective of this research is to compare literature-

based MVC techniques for six muscles in the neck, shoulder, and 
low back regions in healthy subjects. The six muscles chosen were: 
the thoracic erector spinae, the lumbar erector spinae, the latissimus 
dorsi, the posterior deltoid, the upper trapezius, and the 
sternocleidomastoid. These muscles were chosen based on the 
amount of attention they receive in ergonomic research. EMG 
activities were measured while 15 healthy participants performed 
specific MVC techniques for each muscle chosen. 

The results indicated that the lumbar and thoracic subdivisions of 
the erector spinae muscle can be maximally activated by four 
similar MVC technique. Furthermore, it was recommended to use 
the “Prone Extension” test or the “Chest Supported ROW” test to 
normalize EMG signals from the latissimus dorsi. The “Shoulder 
Abduction in Slight Extension” test or the “Transvers Abduction” 
test were recommended as the MVC technique for the posterior 
deltoid. The results showed that the levels of EMG signal generated 
in the upper trapezius by the “Abduction 125” test, the” Elevation 
and Abduction 90” test, and the “Abduction 90” test were not 
significantly different. Finally, the “Anterolateral Flexion” was 
found to be the optimal MVC technique for the sternocleidomastoid 
muscle. 

I. INTRODUCTION 
Work-Related Musculoskeletal Disorders (WMSD’s) are the 

costliest work-related diseases [1], with their rates representing 
34% of all work-related injuries and illnesses in the US [2], 36% 
of all lost time claims, and 41% of all costs between 1994 and 
2002 [3]. These rates are even more alarming in the UK with 
musculoskeletal disorders accounting for 42% of all work-related 
diseases [4]. 

Electromyography signals (EMG) can be a helpful tool in 
ergonomic research as it can provide ergonomists with an 
understanding of muscles’ function and reactions. However, 
these signals can be misleading when used without normalization. 
The need to normalize EMG signals comes from a number of 
physiological and technical reasons. 

Therefore, EMG normalization techniques are a major focus 
point in ergonomic literature.  

Normalizing EMG signals by using signals from maximum 
voluntary contractions (MVC) remains the most appropriate, 
reliable, and common technique [5]. The major problem with this 
technique remains the lack of consensus on the appropriate 
technique to elicit the maximum voluntary contraction from a 
certain muscle [6].  

Therefore, the literature presents multiple recommendations 
for eliciting the MVC of any certain muscle. Nonetheless, as far 
as known, no study has been able to describe or compare all the 
tests able to maximally activate any of the eight muscles 
investigated in this paper. 

Statistics show that the low back and upper limbs are the most 
affected body parts by WMSD’s. Therefore, the choice of the six 
muscles investigated in this paper was restricted to muscles from 
the low back, shoulder, and neck since these areas are highly 
affected by WMSD’s and have been the primary focus of 
ergonomic research. 

The objective of this paper is to compare literature-based 
MVC techniques for six muscles in the neck, shoulder and low 
back regions. The muscles chosen were: the lumbar erector 
spinae, the thoracic erector spinae, the latissimus dorsi the 
posterior deltoid, the sternocleidomastoid, and the upper 
trapezius.  

II. METHODOLOGY  

A. Selection of Muscles 
As explained before, the selection of muscles to be 

investigated in this study was restricted to muscles from the low 
back, shoulder, and neck areas. Since low-back musculoskeletal 
disorders constitute 36% of all work related injuries [2] three 
muscles were chosen from the low-back area whereas two 
muscles were chosen from the shoulder area and one muscle 
from the neck area. 

The selection of the muscles was dependent on the amount of 
attention each muscle receives in ergonomic research. Ergonomic 
studies using sEMG to investigate WMSD’s in the three pre-
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costliest work-related diseases [1], with their rates representing 
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of all lost time claims, and 41% of all costs between 1994 and 
2002 [3]. These rates are even more alarming in the UK with 
musculoskeletal disorders accounting for 42% of all work-related 
diseases [4]. 

Electromyography signals (EMG) can be a helpful tool in 
ergonomic research as it can provide ergonomists with an 
understanding of muscles’ function and reactions. However, 
these signals can be misleading when used without normalization. 
The need to normalize EMG signals comes from a number of 
physiological and technical reasons. 

Therefore, EMG normalization techniques are a major focus 
point in ergonomic literature.  

Normalizing EMG signals by using signals from maximum 
voluntary contractions (MVC) remains the most appropriate, 
reliable, and common technique [5]. The major problem with this 
technique remains the lack of consensus on the appropriate 
technique to elicit the maximum voluntary contraction from a 
certain muscle [6].  

Therefore, the literature presents multiple recommendations 
for eliciting the MVC of any certain muscle. Nonetheless, as far 
as known, no study has been able to describe or compare all the 
tests able to maximally activate any of the eight muscles 
investigated in this paper. 

Statistics show that the low back and upper limbs are the most 
affected body parts by WMSD’s. Therefore, the choice of the six 
muscles investigated in this paper was restricted to muscles from 
the low back, shoulder, and neck since these areas are highly 
affected by WMSD’s and have been the primary focus of 
ergonomic research. 

The objective of this paper is to compare literature-based 
MVC techniques for six muscles in the neck, shoulder and low 
back regions. The muscles chosen were: the lumbar erector 
spinae, the thoracic erector spinae, the latissimus dorsi the 
posterior deltoid, the sternocleidomastoid, and the upper 
trapezius.  

II. METHODOLOGY  

A. Selection of Muscles 
As explained before, the selection of muscles to be 

investigated in this study was restricted to muscles from the low 
back, shoulder, and neck areas. Since low-back musculoskeletal 
disorders constitute 36% of all work related injuries [2] three 
muscles were chosen from the low-back area whereas two 
muscles were chosen from the shoulder area and one muscle 
from the neck area. 

The selection of the muscles was dependent on the amount of 
attention each muscle receives in ergonomic research. Ergonomic 
studies using sEMG to investigate WMSD’s in the three pre-

selected body regions were reviewed and the muscles they 
examined were listed. Eventually, the muscles with the most 
citations were selected for further investigation. Thus, the final 
list of muscles chosen is as follows: 

1- Lumbar Erector Spinae (Low back) 
2- Thoracic Erector Spinae (Low back) 
3- Latissimus Dorsi (Low back) 
4- Posterior Deltoid (Shoulder) 
5- Upper Trapezius (Shoulder) 
6- Sternocleidomastoid (Neck) 

Figure 1 illustrates the location of the aforementioned six 
muscles. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

B. Participants and Apparatus 
For time purposes, the experiment was divided into two 

sections. Each section contained three different muscles. The 
First section contained the Upper Trapezius (UT), 
Sternocleidomastoid (SCM), and the Posterior Deltoid (PD). The 
second section contained the Lumbar Erector Spinae (LES), the 
Thoracic Erector Spinae (TES), and the Latissimus Dorsi (LD). 

Thirty healthy male subjects, fifteen for each section, with no 
history of back pain volunteered to perform the MVC techniques 
for each of the two sections. The Physical Activity Readiness 
Questionnaire (PAR-Q, British Columbia Ministry of Health) 
was used to screen participants for cardiac and other health 
problems, such as dizziness, chest pain, or heart trouble [7]. 

The Tringo wireless EMG system was used to record electrical 
activity from the chosen muscles. Six rectangular (37mm x 
26mm x 15mm, 14g) Ag/AgCL sensors were used. The Tringo 
system does not require the use of a reference electrode.  

C. Experimental Task 
A thorough literature review was conducted to identify the 

most commonly used MVC techniques for each of the six 
muscles. Four to five MVC techniques that were not directly 
compared to each other in previous studies were selected. The 
selected MVC techniques were:  

A. Lumbar/Thoracic Erector Spinae 
a. Trunk Holding with a starting position of 60o 
b. Resisted Upper Trunk Extension in a prone position 
c. Resisted Upper Trunk Extension in a standing position 
d. Resisted Lower Trunk Extension 
e. The Arch Test 

B. Latissimus Dorsi 
a. Chest Supported Row Contraction 
b. Internal Rotation 90o 
c. Internal Rotation 0o 
d. Lat Pull Down 
e. Prone Extension 

C. Posterior Deltoid 
a. Prone Elevation 
b. Abduction 0o 
c. Empty Can 
d. Transverse Abduction 
e. Shoulder abduction in slight extension  

D. Upper Trapezius 
a. Abduction 90o or Empty Can 
b. Abduction 125o   
c. Flexion 125o  
d. Shoulder Elevation 
e. Shoulder Elevation and Abduction.  

E. Sternocleidomastoid 
a. Resisted neck flexion 
b. Resisted neck lateral bending 
c. Resisted neck rotation 
d. Resisted neck anterolateral flexion 

 
Since it is not possible to explain all the techniques, one 
technique, resisted neck anterolateral flexion, would be used as 
an example to clarify the experimental task. This technique is 
performed in a supine position with the arms abducted at 90o and 
externally rotated, and the elbow flexed at 90o. The head is 
rotated to the opposite side and the participants will try to raise 
their head against resistance applied against the temporal region 
of the head in an obliquely posterior direction. 

D.  EMG Preparations 
Subsequent to the warm-up session, preparations were made to 

ready the participants for EMG data acquisition. Any hair on the 
skin at the electrodes sites was removed. The same areas were 
cleaned with alcohol. The purpose of cleaning the skin is to get 
rid of dead skin cells, dirt, and sweat. Then the EMG surface 
electrodes were attached to the muscles of interest at the 
following positions: 
• Upper Trapezius: electrode was placed 2 cm lateral to the 

midpoint of the lead line between the spinous process of C7 
and the posterolateral border of the acromion [8]. 

Figure 1 Electrode locations for the six muscles 
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• Posterior Deltoid: In the prone position with the head turned 
to the right side, the shoulder abducted to 90o, the elbow 
flexed to 90 o, and the thumb pointing upwards, the electrode 
was placed 2 cm below the lateral border of the scapular 
spine in an oblique angle towards the arm (i.e. parallel to 
muscle fibers) [9]. 

• Lumbar Erector Spinae: electrode was placed 3 cm lateral to 
the L3 spinous process [10]. 

• Thoracic Erector Spinae: electrode was placed approximately 
5 cm lateral to the T9 spinous process [10]. 

• Latissimus Dorsi: electrode was placed approximately 4 cm 
below the inferior tip of the scapula and midway between the 
spine and lateral edge of the torso [9]. 

• Sternocleidomastoid: electrode was placed at the lower 1/3rd 
of the line connecting the sternal notch and the mastoid 
process [9]. 

E. Statistical Analysis 
For each muscle, the Kruskal-Wallis test was used to assess 

the effect of the MVC techniques on EMG activity. For all 
significant effects, post hoc analyses, in the form of the Mann-
Whitney test was performed to determine the source(s) of the 
significant effect(s). The null and alternate hypotheses for the 
Mann-Whitney test in all muscles were as follows:  

H0:  Median “Test X” = Median “Test Y” 
H1:  Median “Test X” ≠ Median “Test Y”  

The significance level (α) was set at 5%. Statistical 
significance was based on calculated p-values.  
 

III. RESULTS AND STATISTICAL ANALYSIS 

The average age, height, and weight of the participants are 
provided in Table 7.  

TABLE 1 
DEMOGRAPHIC DATA OF PARTICIPANTS 

Muscles Age (years) Weight (kg) Height (cm) 

PD 
SCM 
UT 

20.7 72.13 176.06 

LES 
TES 
LD 

20.79 75.57 179.36 

The P-value of all Kruskal-Wallis tests was (P=0). Therefore, a 
post-hoc analysis, in the form of a series of Mann-Whitney tests, 
was performed in all muscles to identify the source(s) of the 
statistical differences.   

A. Lumbar Erector Spinae 
The results showed four cases of statistical differences 

between tests. The medians of the four statistically different pairs 
of tests were compared to identify the appropriate MVC 
techniques. 

The EMG signal generated by the “Trunk Holding with a 
starting position of 60o” test was statistically lower than those 
generated by all other tests. However, there was not enough 
evidence to suggest any statistical differences between the EMG 
signals generated by the four other tests. The “Arch” test 
produced the lowest value of standard deviation. 

B. Thoracic Erector Spinae 
The results showed four cases of statistical differences 

between tests. The medians of the four statistically different pairs 
of tests were compared to identify the appropriate MVC 
techniques. 

The EMG signal generated by the “Trunk Holding with a 
starting position of 60o” test was statistically lower than those 
generated by all other tests. However, there was not enough 
evidence to suggest any statistical differences between the EMG 
signals generated by the four other tests. The “Arch” test 
produced the lowest value of standard deviation. 

C. Latissimus Dorsi 
The results showed eight cases of statistical differences 

between tests. The medians of the eight statistically different 
pairs of tests were compared to identify the appropriate MVC 
techniques.  

The EMG signal generated by the “Chest Supported ROW” 
test had the highest numerical median. However, there was not 
enough evidence to suggest any statistical difference between the 
EMG signals generated by the “Prone Extension” test and the 
“Chest Supported Row” test. The EMG signals generated by the 
aforementioned two tests were statistically higher than all other 
tests. The “Internal Rotation 90” test had the lowest numerical 
median and had an EMG signal that is statistically lower than 
those generated by the “Internal Rotation 0” and the “Lat Pull 
Down” tests. 

D. Posterior Deltoid 
The results showed seven cases of statistical differences 

between tests. The medians of the seven statistically different 
pairs of tests were compared to identify the appropriate MVC 
techniques.  

The results indicate that the “Transvers Abduction” test had 
the highest numerical median. However, there was not enough 
evidence to suggest a statistical difference between the 
“Transvers Abduction” test and the “Shoulder Abduction in 
Slight Extension” test. The “Empty Can” test had the lowest 
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numerical but was not statistically different than the “Abduction 
0” test. The EMG signal generated by the “Prone Elevation” was 
statistically higher than those generated by the “Empty Can” and 
“Abduction 0” tests. 

E. Upper Trapezius 
The results showed five cases of statistical differences between 

tests. The medians of the five statistically different pairs of tests 
were compared to identify the appropriate MVC techniques.  

The results indicate that the “Abduction 125” test had the 
highest numerical median. However, there was not enough 
evidence to suggest statistical differences between the 
“Abduction 125” test and the “Abduction 90” and the “Elevation 
and Abduction 90” tests.  EMG signal generated by the 
“Elevation” test is lower than that generated by all other tests. 
The “Elevation” test had the lowest numerical median and was 
statistically lower than all other tests. 

F. Sternocleidomastoid 
The results showed five cases of statistical differences between 

tests. The medians of the five statistically different pairs of tests 
were compared to identify the appropriate MVC techniques.  

The EMG signal generated by the “Anterolateral Flexion” test 
was statistically higher than that generated by all other tests. 
While the “Lateral Bending” test had an EMG signal statistically 
lower than all other tests. 

IV. DISCUSSION AND CONCLUSION 

A. Lumbar and Thoracic Erector Spinae 
The literature regarding the MVC technique for lumbar and 

thoracic erector spinae did not present any evidence to suggest 
that both subdivisions of the erector spinae are maximally 
activated by the same technique. However, the results of this 
study indicate that both sections of the erector spinae muscle are 
maximally activated by the same set of tests. The arch test 
generated the highest numerical median of EMG signal in both 
lumbar and thoracic erector spinae. However, there was not 
enough evidence to suggest a statistical difference between the 
arch test and the “Trunk Extension Prone” test, the “Trunk 
Extension Standing” test, and the “Lower Trunk Extension” test. 
These results, contradict those of Plamondon et al. (1999) wich 
indicated that the trunk holding exercise with a starting position 
of 60o provides a more adequate MVC technique. 

Additionally, the arch test showed the least value of standard 
deviation in both subdivisions of the erector spinae. In the lumbar 
erector spinae, the “Trunk Extension Standing” test showed the 
second least value of standard deviation. While the “Lower 
Trunk Extension” test showed the second least standard deviation 
in the thoracic erector spinae.  

Therefore, either one of the following tests can be used as a 
MVC technique for both the lumbar and thoracic erector spinae:  
• The Arch Test  
• Trunk Extension Standing 
• Lower Trunk Extension 
• Trunk Extension Prone 

B. Latissimus Dorsi 
The results of this research show that the “Chest Supported 

ROW” test and the “Prone Extension” test generated levels of 
EMG signals that were not statistically different from each other. 
The “Prone Extension” test showed a lesser value of standard 
deviation than the “Chest Supported ROW” test. However, the 
EMG signals generated from the aforementioned two tests were 
statistically higher than those generated by the “Internal Rotation 
90” test, “Internal Rotation 0” test, and the “Lat Pull Down” test. 
The “Lat Pull Down” test showed no statistical difference from 
the “Internal Rotation 0” test.  

In conclusion, this research recommends using the “Prone 
Extension” test or the “Chest Supported ROW” test for 
normalizing EMG signals from the Latissimus Dorsi.  

C. Posterior Deltoid 
The literature presented five possible MVC techniques for the 

posterior deltoid. Three of these five techniques were drawn from 
a electromyographic study (Boettcher et al., 2008), while the 
other two were muscle strength testing techniques (Kendall et al., 
1993; Perroto et al., 1980). None of the three techniques 
recommended by Boettcher et al. (2008) proved to be an 
appropriate MVC technique. This obviously indicates that 
muscle strength testing techniques, which are not properly 
investigated in electromyography studies, are possible 
appropriate normalization techniques. 

The “Transvers Abduction” test did not show any statistical 
difference from the “Shoulder Abduction in Slight Extension” 
test but had a higher value of standard deviation. This indicates 
that the “Shoulder Abduction in Slight Extension” test is a more 
preferable MVC technique since it generates more consistent 
EMG signals between trials.  

In conclusion, this research recommends using the “Shoulder 
Abduction in Slight Extension” test or the “Transvers 
Abduction” test for normalizing EMG signals from the posterior 
deltoid. 

D. Upper Trapezius 
Arm abduction, arm flexion, and shoulder elevation techniques 

are the most dominant MVC techniques in the literature. The 
results indicated that the elevation test generates statistically 
lower EMG signals than all other tests which contradict the 
findings of Jensen et al. (1995) who reported that arm flexion 
techniques were not as effective in activating the upper trapezius 
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as techniques with arm abduction or shoulder elevation. 
Therefore, it is clearly inefficient to use elevation based 
techniques to normalize EMG signals from the upper trapezius. 
Furthermore, there was not enough evidence to suggest a 
significant difference between the two abduction tests involved 
in the study (Abduction 90 and Abduction 125) and the “Flexion 
125” test.  

However, there was a significant difference when comparing 
the “Flexion 125” with the “Elevation and Abduction 90” test, 
which is a “combination test” devised by the authors of this study 
and not drawn from the literature. Thus, there is evidence to 
suggest that techniques that are based on a combination of the 
main movements of the upper trapezius might be more efficient 
MVC techniques than those currently used in the literature.  

There was no statistical difference between the “Elevation and 
Abduction 90” test, the “Abduction 125” test, and the 
“Abduction 90” test. The “Abduction 90” test had the least value 
of standard deviation, followed by the “Abduction 125” test and 
the “Elevation and Abduction 90” respectively. This means that 
the “Abduction 90” test generates more consistent MVCs 
between trials. 

Therefore, either one of the following tests can be used to 
normalize EMG signals from the upper trapezius: 
• Abduction 90  
• Abduction 125 
• Elevation and Abduction 90 

The “Abduction 125” test and the “Elevation and Abduction 
90” test were not previously described in the literature but are 
developed by the research team. This shows that previous 
ergonomic research has not covered all possible MVC techniques 
and indicates the need to further explore such techniques in 
future research.  

E. Sternocleidomastoid  
Electromyography studies have usually used neck flexion, 

neck bending, or neck rotation to normalize EMG signals from 
the sternocleidomastoid. However, the results clearly indicate 
that the EMG signal generated by the “Anterolateral Flexion” test 
is statistically higher than that generated by all those tests. 
However, the “Anterolateral Flexion” test had also the highest 
value for standard deviation. The “Anterolateral Flexion” test is a 
test used for muscle strength testing purposes (Kendall et al, 
1993) and is rarely used in electromyographic studies as a MVC 
technique.  

In conclusion, this research recommends using the 
“Anterolateral Flexion” test for normalizing EMG signals from 
the sternocleidomastoid, since it was numerically the largest. 

Table 2 summarizes the recommendations for the six muscles.  

Muscle Recommended MVC technique(s) 

Lumbar Erector Spinae 

 The Arch Test 

 Trunk Extension Standing 

 Trunk Extension Prone 

 Lower Trunk Extension 

Thoracic Erector Spinae 

 The Arch Test 

 Lower Trunk Extension 

 Trunk Extension Standing 

 Trunk Extension Prone 

Latissimus Dorsi 
 Prone Extension 

 Chest Supported ROW 

Posterior Deltoid 

 Shoulder Abduction in Slight 
Extension 

 Transvers Abduction 

Upper Trapezius 

 Abduction 90 

 Abduction 125 

 Elevation and Abduction 90 

Sternocleidomastoid  Anterolateral Flexion 

RESEARCH LIMITATIONS AND FUTURE WORK 

Participant for this study were recruited through flyers 
distributed in the campus of the American University of Beirut. 
Therefore, the population of the study is mainly young male 
students between the ages of 18 and 25. Thus, caution must be 
taken before generalizing the results of this study.  

In three out of the six muscles investigated, the posterior 
deltoid, the upper trapezius, and the sternocleidomastoid, the 
results showed that the appropriate MVC technique was a muscle 
strength testing technique. Therefore, future research should look 
into muscle strength testing techniques as possible MVC 
techniques for data normalization purposes. 

Additionally, the results of this study indicated that a test 
combining shoulder arm abduction and shoulder elevation 
generated an EMG signal in the upper trapezius that showed no 
statistical difference to those generated by the appropriate MVC 
technique, the “Abduction 125”. Thus, further research may test 
EMG signals generated in the upper trapezius during tests that 
have a combination of movements.  
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Abstract- We propose the simulation of three arrival processes, the 
Phase-Type Process (PH), the Markovian Arrival Process (MAP) and 
the Batch Markovian Arrival Process (BMAP). Although PHDs, MAPs 
and BMAPs do not belong to the distributions or stochastic processes 
that are commonly used in simulation tools, it is usually 
straightforward to integrate them into simulation software by drawing 
on the underlying Markov chain which governs the activity of the 
process. We will further study at an alternative approach to generate 
such numbers whereby the start and end states of an arrival epoch are 
utilized to set a cumulative distribution for the inter-arrival time which 
in turn can then be randomly sampled to generate the latter. We will 
carry out: (1) the simulation of the underlying Markov chain such that 
arrivals and their corresponding arrival times are recorded and 
alternatively (2) the discretization of the cumulative distribution 
function indicated by the start and end states of arrival epochs and 
random sampling of the latter to produce random inter-arrival times. 
We compare both approaches, (1) and (2), in terms of accuracy and 
efficiency. This research aims at expanding the study and practice of 
special point processes such as PHDs, MAPs and BMAPs v ia 
simulation.  

I. INTRODUCTION 

In this research, we propose the simulation of three stochastic 
processes, the Phase-Type Distribution (PH), the Markovian 
Arrival Process (MAP) and the Batch Markovian Arrival 
Process (BMAP) such that inter-arrival times are randomly  
generated. We carry out: (1) the simulation of the underlying 
Markov chain such that arrivals and their corresponding arrival 
times are recorded and alternatively (2) the discretization of the 
cumulative distribution function indicated by the start  and end 
states of arrival epochs and random sampling of the latter to 
produce random inter-arrival times. We present Approach (2) as 
a powerful, traceable and equally accurate simulation technique 
for arrival processes, as well as a generic model which can be 
further deployed and manipulated to flexibly simulate diverse 
stochastic processes on the non-negative axis.  

We will first simulate the processes under study by mimicking  
the internal transition activity in the underlying Markov chain, 
such that arrivals are registered by their occurrence times. The 
simulation of the underlying Markov chain is based on the 
Stochastic Simulation Algorithm, yet tailored to adequately 
capture the specific features of the Markov chains lending their 
activity to each of the aforementioned arrival processes. We will 
refer to this approach as Approach (1): Simulation of 
Underlying Markov Chain.  

We further attempt at providing an alternative algorithm to 
simulate these processes. We try to mimic the inversion method 
popularly used for all distributions that have a definite and 
invertible cumulative distribution functions. Since this is not the 
case for arrival processes understudy, as the cumulative 
distribution function is either imposs ible to invert or both non-
invertible and indefinite, we attempt at developing an 
approximate inversion method that falls under the concept of 
discretization of continuous processes . We will refer to the 
alternative simulation algorithm by Approach (2): Approximate 
Inversion Method. Approach (2) first dictates specifying the 
cumulative distribution function of the inter-arrival time and 
assessing whether it is invertible or otherwise. We then further 
utilize this function in creating an inter-arrival time/cumulative 
probability database which then can be randomly sampled to 
generate inter-arrival times. The algorithms behind Approaches 
(1) and (2) were constructed using JavaScript supported on Net 
Beans IDE platform. 

II. OVERVIEW OF PHDS, MAPS AND BMAPS 

The analysis of man-made systems such as computer systems, 
communication networks, manufacturing processes, logistics 
networks, to mention only a few, is commonly done through the 
utilization of discrete-event models [1] or simulation [2]. A key 
and prerequisite stage of developing simulation models is input 
modeling. Under input modeling, a stochastic model is 
constructed to capture the key features of an input process from 
which statistical and real-time measurements are available.  

Historically, more often than not, it was assumed that inter-
event times are independent and identically distributed and 
accordingly a best-fitting distribution is selected from a given 
set of distributions to stochastically model the input data in 
simulation models. However, sometimes the usual set of 
available distributions is not flexible enough to capture 
measured behavior and/or the assumption of independence and 
identicality of events doesn’t hold because the events are rather 
correlated as it is the case for many real-life systems.  

In this context, Markovian processes could be utilized to 
model many real-life systems, namely PHDs, MAPs and 
BMAPs. PHDs are known to be very flexible and allow the 
approximation of a wide variety of distributions on the positive 
axis [3]. Nevertheless, the use of PHDs was in the past was 
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mainly restricted to a few of its subclasses, such as the Erlang or 
hyper-exponential distributions [4]. The approximation of a 
general distribution by a phase-type distribution is a complex 
non-linear optimization problem, which has only recently been 
developed into comprehensive computational algorithms, of 
which only a few are available in today’s popular modeling  
software [5].  

The modeling power of Markovian processes lies in the fact 
that they can largely reflect the correlation between inter-event 
times, especially MAPs and their generalized counterpart, the 
BMAPs [6]. For instance, the analysis of single-server queues 
with MAP input or service completions is developed and based 
on well-known matrix analytic techniques primarily led by 
Neuts [7]. Yet, parameter fitting for MAPs is more complex than 
that of PHDs [8], and hence is not richly discussed in the 
literature. Only recently have several algorithms for generating 
MAPs from measured data become available [9, 10]. Similar to 
PHDs, MAPs can be integrated in simulation models but again 
this approach is not really supported by available simulation  
tools because the first approaches describing the integration of 
MAPs in simulation models have been published only recently 
[11, 12, 13].  

The inter-arrival time for PHDs, MAPs and BMAPs is a 
matrix-exponential random variable. The generation of matrix-
exponential random variables hasn’t been comprehensively 
studied in the literature. Yet, one can simply generate the latter 
by utilizing the transition mechanism in the associated Markov 
chain as we propose in the first simulation approach. However, 
this can become extensive for higher order Markovian point 
processes and/or processes with small transition probabilities.  

The BMAP is a stochastic point process that generalizes the 
MAP by allowing correlated arrival batches as opposed to 
single-unit arrivals, in addition to dependent and correlated 
inter-arrival times [14]. The origins of the BMAP can be traced 
back to the development of the versatile Markovian point 
process (VMPP) by Neuts. Neuts’ primary objective was to 
extend the standard Poisson process to account for more 
complex customer arrival processes in queuing models. Neuts 
founded the VMPP on the notion of the phase-type distribution, 
playing a major role in the advancement of the use of the PHD 
in queuing theory. Lucantoni further extended the original 
definition of the VMPP to define the Markovian arrival process 
(MAP) [14].  

III. THE PHASE-TYPE DISTRIBUTION 

In a continuous-time Markov Chain (CTMC), a state can 
either be transient or absorbing. If the long-term probability of 
absorption in a state is less than 1, then the state is transient; and 
otherwise absorbing, if the probability converges to 1 in the long 
run.  If every state in a chain is either transient or absorbing, then 
the Markov chain is called an absorbing Markov chain. A 
particular example of absorbing Markov chains is the single-
absorbing state Markov chain, which lends its transition activity 
to the underlying Markov chain of a PHD.  

If a random variable X has a phase-type distribution, then it 
has the representation  X~(α, D0) . The vector α  describes the 
state probabilities as to where the chain is to arbitrarily start. 
Whenever the single absorbing state is hit, the chain restarts 
itself according to α.  

The transition dynamics within the CTMC underlying a PHD 
can be described in terms of their respective rates, and hence 
via D0 and d1. 

D0 is an n × n non-singular and invertible matrix describing 
the transitions among the transient states, such that: 

D0(i, j) = {−λi  if i = j
λij  if i ≠ j , for ∀ i and j, i, j = 1,2, … , n 

d1  is an n × 1 vector matrix describing the transitions from 
the transient states to the single absorbing state, such that: 
d1(i, n + 1) = λi(n+1) , for ∀ i, i = 1,2, … , n  

The identity that D01 + d1 = 0 holds, where 1 and 0 are n-
vectors of ones and zeros respectively. In the long-term, the 
probability of absorption is 1 and the matrix (−D0)−1  is the 
fundamental matrix of the absorbing CTMC, such 
that  (−D0)−1(i, j) is the expected time spent in state j before 
absorption given that the chain started in state i. It is worth 
noting that  d1  is redundant and can be implicitly derived 
from D0. 

Given the preceding description of single-absorbing state 
Markov chains, Neuts derived the concept of the phase-type 
distribution (PHD). In this sense, the phase-type distribution is 
the distribution of the lifetime of the single-absorbing state 
Markov chain {X(t) }t≥0∞ ; i.e. the time to enter the absorbing state 
from the set of transient states.  For a PHD, the transient states 
are called phases and the order of the distribution is defined as 
the number of transient states.  

The cumulative distribution function of X is as given by 
Equation (1): 

F(t) = 1 − 𝛂𝛂e𝐃𝐃𝟎𝟎t𝟏𝟏 (1) 
The kth moment of X is given by Equation (2): 

E[Xk] = k!𝛂𝛂(−𝐃𝐃𝟎𝟎 )−k𝟏𝟏 (2) 

IV. MARKOVIAN ARRIVAL PROCESSES: MAPS AND 
BMAPS 

After a PH renewal occurs, the underlying Markov chain is 
immediately restarted based on the initial probability vector α 
which predicts the starting state of the chain succeeding a 
renewal. However, there are many real-life applications, 
especially in the telecommunications industry, in which strong 
correlation exists between subsequent inter-event intervals [15], 
and so it is only natural that the concept of dependence of 
subsequent intervals is introduced. Accordingly, the phase 
distribution becomes dependent on the last phase visited and 
upon which a renewal was triggered.  

In other words, each state in the underlying Markov chain can 
behave as an absorbing state and cause an arrival whenever hit 
by an observed transition. This can be visualized as a CTMC in 
which two changing variables are registered, the phase and the 
level of the system. A hidden transition changes the phase of the 
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system as the arrival epoch jumps from one state to another. On 
the other hand, an observed transition changes not only the 
phase of the system, but also the level of the system as it causes 
the occurrence of an arrival epoch. This Markov chain describes 
the Markovian Arrival Process, shortly referred to as a MAP. 
This process is heavily used to describe a variety of arrival 
processes in today’s queuing models.  

Nonetheless, in today’s computer and telecommunication  
networks, it is very common for multiple jobs to be sent to the 
server simultaneously, and hence jobs arrive in batches [15]. 
Therefore, MAPs which describe single arrivals can be further 
generalized to account for arrival batches of different sizes in 
the Batch Markovian Arrival Process, commonly referred to as 
the BMAP. A MAP then becomes a subclass of the BMAP, 
where correlated single arrival epochs are allowed, and the PHD 
is a subclass of the MAP whereby single and independent arrival 
epochs occur. 

MAPs generate a single type of events, and so this can be 
extended by allowing K different batch sizes resulting in a 
BMAP defined as  (D0, D1 ,D2, … , DK) , where matrices  Dk  are 
non-negative and associated with those arrivals of batch size k.  

Let  J ≡ {J(t): t ≥ 0}  be an irreducible, continuous-time 
Markov chain with state space S = {1,2, . . , n}, where n is a finite 
and positive integer. Suppose J has just entered state i, such 
that  i ∈ S . The process spends an exponentially distributed 
amount of time in state i with rate  λi . The process then 
transitions to state j, and the transition could be hidden or 
observed with batch size k. A hidden transition occurs with a 
probability P0(i, j)  where i ≠ j. An observed transition of batch 
size k occurs with a probability  Pk (i, j) for k ≥ 1 where i could 
be equal to j. Hence Equation (3) is valid. 

∑∑𝑃𝑃𝑘𝑘 (𝑖𝑖 , 𝑗𝑗) 
𝑛𝑛

𝑗𝑗=1
+ ∑ 𝑃𝑃0 (𝑖𝑖 , 𝑗𝑗) = 1 𝑓𝑓𝑓𝑓𝑓𝑓  ∀ 𝑖𝑖 , 𝑖𝑖 ∈ 𝑆𝑆 

𝑛𝑛

𝑗𝑗=1,𝑖𝑖≠𝑗𝑗

∞

𝑘𝑘=1
 (3) 

The transition rates of the aforementioned jumps can be 
formulated as follows: 

𝐷𝐷0(𝑖𝑖 , 𝑗𝑗) = {−𝜆𝜆𝑖𝑖            𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 = 𝑗𝑗
𝜆𝜆𝑖𝑖𝑃𝑃0 (𝑖𝑖 ,𝑗𝑗) 𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖 ≠ 𝑗𝑗  & 

𝐷𝐷𝑘𝑘(𝑖𝑖 , 𝑗𝑗) = 𝜆𝜆𝑖𝑖𝑃𝑃𝑘𝑘(𝑖𝑖 , 𝑗𝑗) 𝑓𝑓𝑓𝑓𝑓𝑓 ∀ 𝑖𝑖 , 𝑗𝑗 ∈ 𝑆𝑆 , 𝑘𝑘 ≥ 1 
Therefore, D0 contains the transition rates of J for which no 

arrivals occur, while Dk for all k ≥ 1 contains the rates of the 
observed transitions of batch size k.  If N(t)  denotes the total 
number of arrivals up to time t, then the joint 
process  {N(t) , J(t): t ≥ 0} is a BMAP, or a MAP if K is 1. 

Inter-arrival times are defined as the accumulation of the 
sojourn times in all of the states visited prior to the occurrence 
of the arrival epochs. Knowing that the phase distribution is 
sensitive to the state at which an arrival epoch occurs, the very 
initial state of the underlying Markov chain can be predicted 
using the stationary or steady-state probabilities defined by ϕ, 
such that an arbitrary arrival epoch begins in any state i with a 
probability ϕi  [16]. ` 

Let  Xn  be the state of the underlying Markov process  J(t)  at 
the time of the nth event occurrence, and Tn the time between 
the  (n − 1)th  and  nth  event occurrences, then  {Xn , Tn}n=1∞  is a 

Markov renewal process. In particular  {Xn }n=1∞  is a Markov 
chain whose transition probability matrix β is given by Equation 
(4): 

𝜷𝜷 = (−𝑫𝑫𝟎𝟎)−1∑ 𝑫𝑫𝒌𝒌

𝐾𝐾

𝑘𝑘=1
 (4) 

 

The stationary probability row vector can be computed by 
solving equations (5) and (6). 

𝝓𝝓𝜷𝜷 = 𝝓𝝓 (5) 
𝝓𝝓𝟏𝟏 = 1 (6) 

The mth moment of the inter-arrival time X can be calculated 
using (7) for both MAPs and BMAPs: 

𝐸𝐸[𝑋𝑋𝑚𝑚 ] = 𝑚𝑚! 𝝓𝝓(−𝑫𝑫𝟎𝟎)−𝑚𝑚𝟏𝟏,𝑚𝑚 = 1, 2 … (7) 
In our research, we will deploy  ϕ to initiate the Markov chain 

under Approaches (1) and (2). Under Approach (1), the Markov 
chain is triggered using ϕ, and then progressed according to D0 
and  Dk  up until the maximum number of arrival epochs is 
achieved. Under Approach (2), ϕ is used to start up the process, 
then it is restarted according to the absorption status of 
preceding event according to  β such that the correlation and 
dependence among the inter-event times is not neglected. 

V. APPROACH (1): SIMULATION OF UNDERLYING 
MARKOV CHAIN| 

Utilizing the continuous-time Markov chains (CTMCs ) 
underlying PHDs, MAPs and BMAPs, we stochastically 
simulate the transition dynamics in the chain, registering arrivals  
and their occurrence times, in addition to their associated batch 
sizes in the case of the BMAP.  
A. The Batch Markovian Arrival Process (BMAP) 

The Markov chain is first randomly initiated in any state by 
randomly sampling 𝝓𝝓. Given that the chain is at state i, it will 
spend there an exponential amount of time. With a 
probability P0(i, j) , the subsequent phase of the chain is j, yet 
the level remains constant. With a probability of Pk(i , j), not only 
is the subsequent phase j, but also the level of the process 
increases by k , marking the occurrence of an arrival epoch of 
size k . The procedure conducted to record arrivals  
straightforwardly relies on the sampling of the discrete transition 
probabilities. The inter-arrival time of an epoch is the 
aggregation of the exponential sojourn times in all states hit by 
hidden transitions. 
B.  The Markovian Arrival Process (MAP) 

Since the MAP is a subclass, or a special case of the BMAP, 
the procedure explained earlier applies; however, the maximu m 
batch size allowed would be 1. 
C. The Phase-Type Distribution 

For every arrival epoch, the underlying Markov chain is 
simulated until the single absorbing state is hit. The chain is first 
initiated by randomly sampling  α , and then progressed 
according to D0. All transient states visited by an epoch prior to 
absorption are tracked such that the inter-arrival time is 
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calculated as the sum of the exponential sojourn times in those 
states.  

VI. APPROACH (2): APPROXIMATE INVERSION 
METHOD 

The execution procedure of Approach (2) is comprised of an 
initialization and setup procedure in addition to an iterative 
simulation procedure. In the initialization and setup stage, the 
cumulative distribution function is identified given the start state 
and absorption status (state and batch size) of the inter-arrival 
time and then discretized by setting an appropriate bound on the 
error and then formulating a time/cumulative probability 
database to be further utilized in the simulation.  

In the simulation procedure, given the start and end states of 
an arrival epoch, the corresponding cumulative probabilities  are 
randomly sampled such that the appropriate cumulative 
probability is located using the binary search algorithm and 
finally linear interpolation is used to estimate the corresponding 
inter-arrival time.  
A. The Batch Markovian Arrival Process (BMAP) 

The objective of this approach is to set up the row vectors 
given by (8) and (9); i.e. the objective is to discretize the phase-
type distribution. The vector given by (8) is a vector of 
increasing time values, such that successive pairs differ by an 
increment  δ . Consequently, (9) is the evaluation of the 
cumulative distribution function corresponding to the time 
values in (8).  

𝑡𝑡 = [𝑡𝑡𝑜𝑜 𝑡𝑡1 … 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 ] 
Such that, 𝑡𝑡𝑖𝑖 = 𝑡𝑡𝑖𝑖−1 + 𝛿𝛿  𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒  𝑡𝑡0 = 0, 𝛿𝛿 = 𝐸𝐸[𝑇𝑇]

𝜀𝜀 ,
𝑖𝑖 = 1, 2 …𝑚𝑚𝑚𝑚x 

(8) 

𝐹𝐹𝑖𝑖𝑖𝑖𝑘𝑘(𝑡𝑡) = [𝐹𝐹𝑖𝑖𝑖𝑖𝑘𝑘(𝑡𝑡0)  𝐹𝐹𝑖𝑖𝑖𝑖𝑘𝑘(𝑡𝑡1) … 𝐹𝐹𝑖𝑖𝑖𝑖𝑘𝑘(𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 )] (9) 

1. Initialization and Setup 

We denote the following: 
 𝜷𝜷 = (−𝑫𝑫𝟎𝟎)−1[𝑫𝑫𝟏𝟏|𝑫𝑫𝟐𝟐| … |𝑫𝑫𝑲𝑲] such that  𝛽𝛽𝑖𝑖(𝑖𝑖−𝑘𝑘𝑘𝑘)  is the 

probability that an arrival epoch will get absorbed in 
state (𝑗𝑗 − 𝑘𝑘𝑘𝑘) with batch size k  given starting in state i. 

 Q, infinitesimal generator matrix  𝑸𝑸 = [𝐷𝐷00 |𝐷𝐷10 |… |𝐷𝐷𝐾𝐾0 ] 

Given the start and end states, as well as the batch size of an 
arrival epoch, (9) can be evaluated as follows: 

𝑒𝑒𝑡𝑡𝑸𝑸 = [−0 |𝑹𝑹𝟏𝟏(𝑡𝑡)
0

| … |𝑹𝑹
𝑲𝑲(𝑡𝑡)
0

] 
P(Xm (t) = j, Jm = k, tm ≤ t|Xm (0) = i) = R ij

k (t) 
(10) 

 
𝐹𝐹𝑖𝑖𝑖𝑖𝑘𝑘(𝑡𝑡)

= [
𝑅𝑅𝑖𝑖𝑖𝑖𝑘𝑘(𝑡𝑡0)
𝛽𝛽𝑖𝑖(𝑖𝑖+𝑘𝑘𝑘𝑘 )

 
𝑅𝑅𝑖𝑖𝑖𝑖𝑘𝑘 (𝑡𝑡1)
𝛽𝛽𝑖𝑖(𝑖𝑖+𝑘𝑘𝑘𝑘)

… 
𝑅𝑅𝑖𝑖𝑖𝑖𝑘𝑘 (𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 )
𝛽𝛽𝑖𝑖(𝑖𝑖+𝑘𝑘𝑘𝑘 )

]  𝑓𝑓𝑓𝑓𝑒𝑒  ∀  𝑖𝑖, 𝑗𝑗, 𝑘𝑘 
(11) 

We end up with (n × n × K) vectors of (11) corresponding to 
the times vector (8), to be utilized in the simulation procedure of 
Approach (2). 

2. Simulation 
For the very first arrival epoch, the starting state is randomly  

predicted by sampling  ϕ. For subsequent arrival epochs, the 
starting state of one arrival is the ending state of the one 
preceding it, highlighting the correlation among the events.  

The absorption status of an arrival epoch is predicted by 
sampling the vector  β(iStart, i) for all i = 1 , 2 , . . n × K, such 
that iStart is the starting state of the epoch. State i is not the true 
end state of the arrival epoch m, it rather reflects both the 
absorbing state as well as the associated batch size, and so it is 
manipulated to derive iEnd and k according to the following: 

iEnd = i− kn, where  k = floor(i n⁄ ). 
According to  iStart ,  iEnd  and k, the corresponding 

cumulative probability vector is extracted from the database and 
further utilized in the random sampling to approximate the 
associated inter-arrival time.  
B. The Markovian Arrival Process (MAP) 

Similar to Approach (1), the execution procedure of Approach 
(2) for a MAP is the same as that of the BMAP, but reduced such 
that all entries associated with batch sizes greater than 1 are 
eliminated.  
C. The Phase-Type Distribution 

The cumulative distribution function of the inter-arrival time 
associated with the phase-type process is given in (1). Yet, it is 
mathematically impossible to invert (1), and hence the 
approximate nature of Approach (2). The objective of this 
approach is to set up the row vectors given by (8) and (12). 

𝐹𝐹(𝑡𝑡) = [𝐹𝐹(𝑡𝑡0)  𝐹𝐹(𝑡𝑡1) …  𝐹𝐹(𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 )] (12) 

1. Initialization and Setup 

Knowing that  FX(t)  represents the cumulative distribution 
function of X~PH(α, D0), then FX(t) is by definition continuous 
and strictly increasing from zero to 1 for all t, such that  t ∈
[0,∞) . It can be explicitly proven that  FX(t)  is differentiable 
over its domain of definition  t ∈ [0,∞), then it can be expanded 
about any point a, such that  a ∈ [0,∞) using Taylor’s theorem 
as given by (13). 

𝐹𝐹𝑋𝑋 (𝑡𝑡) = 𝐹𝐹𝑋𝑋 (𝑚𝑚) + 𝐹𝐹𝑋𝑋
(1) (𝑚𝑚) (𝑡𝑡 − 𝑚𝑚)

+
𝐹𝐹𝑋𝑋

(2) (𝜏𝜏)
2!

(𝑡𝑡 − 𝑚𝑚)2, 
 𝑚𝑚 ≤ 𝜏𝜏 ≤ 𝑡𝑡 

(13) 

Using linear approximation, (13) is reduced and the error term 
is designated by (14). 

𝜀𝜀(𝑡𝑡 , 𝑚𝑚) = |𝐹𝐹𝑋𝑋
(2) (𝜏𝜏)
2! | (𝑡𝑡 − 𝑚𝑚)2 =

𝜀𝜀(𝜏𝜏)
2

(𝑡𝑡 − 𝑚𝑚) 2 (14) 

Accordingly, the smaller the difference between t and a, the 
error term given by (14) converges to zero, implying that linear 
approximation given by (15) is a good estimate of FX(t).  

𝐹𝐹𝑋𝑋 (𝑡𝑡) = 𝐹𝐹𝑋𝑋 (𝑚𝑚) + 𝐹𝐹𝑋𝑋
(1) (𝑚𝑚)(𝑡𝑡 − 𝑚𝑚) (15) 

However, under Approach (2), FX(t)  is known for all time 
values given in (8). The cumulative distribution function values 
are sampled to estimate the corresponding inter-event time. For 
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every arrival epoch m, FX(tm) = r, r~U(0,1)  and the 
corresponding inter-event time  tm  is located in an 
interval  [ti , ti+1] , such linear approximation or alternatively 
linear interpolation can be utilized to estimate tm.  

The main issue is then to determine increment size  δ which  
ensures that the error term doesn’t exceed a certain maximum as 
will be demonstrated hereafter.  

FX
(2) (t), the second derivative of (1) is computed for all time 

values in (8), and max{FX
(2) (t)} is utilized to determine the size 

of δ as follows: 
𝐹𝐹𝑋𝑋

(2) (𝑡𝑡) = [ 𝐹𝐹𝑋𝑋
(2) (𝑡𝑡0)  𝐹𝐹𝑋𝑋

(2) (𝑡𝑡1) … 𝐹𝐹𝑋𝑋
(2) (𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 )] 

𝑚𝑚𝑚𝑚𝑚𝑚{𝜀𝜀(𝜏𝜏)}𝜏𝜏∈[𝑡𝑡0 ,𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 ] = 𝑚𝑚𝑚𝑚𝑚𝑚{𝐹𝐹𝑋𝑋
(2) (𝑡𝑡)}

𝑡𝑡∈[𝑡𝑡0,𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 ] 
(16) 

𝑚𝑚𝑚𝑚𝑚𝑚{𝜀𝜀(𝑡𝑡 , 𝑚𝑚)}𝜏𝜏∈[𝑡𝑡0 ,𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚] =
𝑚𝑚𝑚𝑚𝑚𝑚{𝜀𝜀(𝜏𝜏) }𝜏𝜏∈[𝑡𝑡0,𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 ]

2 𝛿𝛿2 (17) 

We start with an initial estimate of  εinitial , we have 
that  δinitial = E[X] ℘initial⁄ , and then perform the following  
simple check to assess the accuracy of  εinitial  and modify  
according (18).  
𝛿𝛿

=
{
 

 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖𝑚𝑚𝑖𝑖            𝑖𝑖𝑖𝑖 1/℘𝑖𝑖𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖𝑚𝑚𝑖𝑖 ≥ 𝑚𝑚𝑚𝑚𝑚𝑚{𝜀𝜀(𝑡𝑡, 𝑚𝑚)}𝜏𝜏∈[𝑡𝑡0,𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚] 

√
2

℘𝑖𝑖𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖𝑚𝑚𝑖𝑖 ×𝑚𝑚𝑚𝑚𝑚𝑚{𝜀𝜀(𝑡𝑡, 𝑚𝑚)}𝜏𝜏∈[𝑡𝑡0,𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚]
, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒  (18) 

After determining the adequate spacing of (8) using (18), we 
reconfigure vectors (8) and (12) accordingly, setting up by that 
the database for the simulation procedure.  
2. Simulation 

The simulation procedure is similar to that of the MAP and 
the BMAP, such that (12) is randomly sampled for every arrival 
and the corresponding inter-arrival time is estimated via linear 
interpolation.  

It is worth mentioning that Approach (2) was inspired by the 
work done by Brown, Place and Liefvoort on the generation of 
matrix exponential random varieties [17]. Analogous to what 
has been presented later in the context of the algorithm of 
Approach (2), the authors suggest: (i) the generation of a 
uniform random number “r” on the interval [0, 1], (ii) setting a 
maximum decay value for which the cumulative distribution 
function can be computed with confidence, (iii) if “r” is less than 
the decay value, then the bisection method is used to locate “r” 
in a vector of increasing cumulative distribution function values 
and consequently evaluate the corresponding time value 
utilizing the decay value and an exponential tail. 

VII. APPLICATIONS OF PHDS, MAPS AND BMAPS: 
RESULTS AND DISCUSSION 

A. Randomly Populated Examples 
To eliminate bias to either simulation approach, we first 

assess the efficiency of Approach (2) versus Approach (1) by 
applying both on the same set of examples. Random PHD, MAP 
and BMAP examples were generated such the corresponding 
required parameters were randomly populated.  

The output is composed of the average inter-event time, 
estimates of the variance and skewness (in addition to lag-1 
autocorrelation for MAPs and BMAPs) and the duration of 
simulation procedure for Approaches (1) and (2), as well as the 
duration of the setup procedure for Approach (2). Randomly  
populated PHD examples of orders 1 through 10 were run and 
replicated ten times each. MAPs of orders 2 through 10 and 
BMAP of orders 2 through 8, each with batch sizes 2 through 5 
were also simulated.  
1. Randomly Populated MAPs and BMAPs 

In terms of the accuracy of estimates, both approaches result 
in equally accurate estimates of the mean inter-arrival time. 
However, the simulation of the Markov chain captures the 
variability of the underlying process and the skewness of the 
distribution of the inter-arrival time more accurately than 
Approach (2). Nonetheless, Approach (2) is more accurate in 
reflecting the correlation among the arrival events. It is worth 
noting that true values of the aforementioned estimates always 
fell within the 95th confidence interval of their estimates.  

The duration of the setup time of Approach (2) increases as 
the order and/or maximum batch size of the process increases 
due to the increase in the complexity of the matrix operations 
involved.  Additionally, the simulation using Approach (1) is 
almost two times faster than that using Approach (2).  

Simulating a fully populated MAP or a BMAP via utilizing  
the underlying Markov chain is found to be faster because any 
instantaneous transition between any two states could mark an 
arrival; the transitional dynamics lend this simulation approach 
its superior efficiency and accuracy as compared to Approach 
(2). However, if the probability of arrival; i.e. absorption in one 
state, given starting in any state were to be reduced, we presume 
that Approach (2) would be more appropriate. Instead of fully  
populating D1, arrival can be restricted to and/or from a specific 
number of states, which is effectively the case in many real-life 
applications of MAPs and BMAPs.  

Unlike any MAP example whose  D1is fully and randomly  
populated, Approach (2) is much more efficient for MAPs and 
BMAPs with restrictions on marked transitions, such as 
reducing their probabilities or rates relative to the total departure 
rate from the origin state and/or limiting marked transitions to a 
reduced set of specific states. Not only is the simulation time 
less, but also the overall speed of the execution process under 
Approach (2) is greater.  
2. Randomly Populated PHDs 

While the setup time of Approach (2) increases with the order 
of the PHD, the simulation time varies only slightly, such that 
no particular trend can be realized for the variation of the 
simulation time as a function of the order. Generally, the 
duration of the simulation procedure under Approach (2) 
fluctuates closely about its average and regardless of the order 
of the PHD. For Approach (1), the duration of the execution 
procedure; i.e. the simulation process , increases with the order 
of the underlying Markov chain. Similarly for Approach (2), the 
execution time increases with the order of the underlying 
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Markov chain as the size of the sub-generator matrix grows and 
the required matrix operations become more extensive. 
However, given that the simulation time varies only slightly 
with the order, the increase in the execution time is mostly due 
to the increase in the setup time, such that the sensitivity to the 
order of the underlying Markov chain is shifted to the setup stage 
under Approach (2) as opposed to the case of Approach (1).   
B. Effect of Changing Variability of Underlying Process 

A sought after property of any simulation approach is the 
flexibility to accurately reflect the variability of a process. We 
chose the balanced two-level mixture of Erlangs, which is a 
subclass of PHDs also referred to as the hyper-Erlang, to analyze 
the sensitivity of Approach (2) namely to the change in the 
variability of the process. We applied both approaches to 
simulate a specific case of a balanced two-level mixture of 
Erlangs of order 9. The mean is held constant at, yet the variance 
was changed over 9 variants of the same example. It was 
deduced that decreasing the variability of the underlying process 
decreases the duration of the setup procedure of Approach (2) 
and improves the accuracy of the estimates under both 
approaches.  

VIII. CONCLUSION 

In this research, we proposed the simulation of the Phase-
Type Process (PH), the Markovian Arrival Process (MAP) and 
the Batch Markovian Arrival Process (BMAP) such that inter-
arrival times are randomly generated via an approximate 
inversion method, referred to as Approach (2). We used the 
simulation of the underlying Markov chain as a reference 
approach (Approach 1) to which our proposal was compared and 
thusly assessed. The power of Approach (2) lies in its generality, 
such that given the parameters of any distribution; a database of 
time-values vs. CDF-values can be compiled and used to 
perform simulation of corresponding distributions and/or 
stochastic processes. Results suggest that the Approach (2) is 
capable of performing as accurately and efficiently as its 
counterpart. Yet, they also show that simulating the underlying 
Markov chain is generally faster for fully-populated MAPs and 
BMAPs. It is also worth noting that the simulation process under 
Approach (2) is completely trackable such that the number of 
random numbers utilized in the procedure is a constant and 
deterministic quantity sensitive to the number of events 
simulated, unlike the case under Approach (1), whereby this 
quantity is stochastic and cannot be specifically estimated. This 
renders the feat of variance reduction more attainable under the 
proposed approximate inversion method. 

ACKNOWLEDGMENT 

I would like to acknowledge the support of my thesis 
advisor and the initiator of this research, Dr. Walid Nasr who 
gave me the opportunity to expand my engineering knowledge 
and expertise. 

REFERENCES 

[1] W.J. Stewart “Probability, Markov Chains, and Simulation”, 
Princeton University Press, Princeton (2009). 

[2] A.M. Law and W.D. Kelton “Simulation Modeling and Analysis”, 
3rd Edition, McGraw Hill, Boston (2000). 

[3] C.A. O’Cinneide “Phase-Type Distributions: Open Problems and a 
Few Properties” (1999), pp. 764-779 

[4] C.H. Sauer and K.M. Candy “Computer Systems Performance 
Modeling”, Prentice Hall, Englewood Cliffs (1981).  

[5] P. Buchholz, J. Kriege and I. Felko “Input Modeling with Phase-
Type Distribution and Markov Models, Theory and Applications”, 
Springer Cham Heidelberg New York Dordrecht London (2014), pp. 
1-27, pp. 105-114 

[6] M.F. Neuts “A Versatile Markovian Point Processes”, Journal of 
Applied Probability Vol: 16, (1979), pp. 764-779 

[7] M.F. Neuts, “Matrix-Geometric Solutions in Stochastic Models”, 
John Hopkins University Press, Baltimore (1981) 

[8] M. Telek and A. Horváth “Markovian modeling of real data traffic: 
Heuristic phase type and MAP fitting of heavy tailed and fractal like 
samples”, Proceedings of the Performance 2002. Lecture Notes in 
Computer Science, Vol. 2459, pp. 405–434. Springer (2002) 

[9] H. Okamura., T . Dohi, and K.S. Trivedi “Markovian arrival process 
parameter estimation with group data”, IEEE/ACM Transportation 
Networks, (2009), pp.  1326–1339  

[10] M. Telek and G. Horváth. “ A minima lrepresentation of Markov 
arrival processes and a moments matching method”, Perform (2007) 

[11] F. Bause, P. Buchholz, and J. Kriege “A Comparison of Markovian 
Arrival Processes and ARMA/ARTA Processes for the Modeling of 
Correlated Input Processes”, Proceedings of the Winter Simulation 
Conference (2009) 

[12] S. Heckmüller and B.E. Wolanger “Using load transformations for 
the specification of arrival processes in simulation and analysis“  
(2009) 

[13] C. Brickner, D. Indrawan, Williams, D., and S.R. Chakravarthy, 
“Simulation of a stochastic model for a service system”, Proceedings 
of the Winter Simulation Conference (2010), pp. 1636–1647  

[14] J.D. Cordeiro and J.P. Kharoufeh “Batch Markovian Arrival 
Processes (BMAP)”, University of Pittsburgh, Directorate of Force 
Management Policy Headquarters, United States Air Force (2010) 

[15] B.U. Narayan “An Introduction to Queuing Theory: Modeling and 
Analysis in Applications, 2nd Edition (2015)”, Chapter 10, 
Markovian Arrival Processes 

[16]  B.U. Narayan “An Introduction to Queuing Theory: Modeling and 
Analysis in Applications”, 2nd  Edition, (2015) 

[17] E. Brown, J. Place J. and A.V. Liefvoort “Generating Matrix 
Exponential Random Variates”, University of Missouri-Kansas City, 
Simulation Councils 70:4, pp. 224-230 (1998) 

 



634

A
PP

EN
DI

X
 A

: S
IM

U
LA

TI
O

N 
O

F 
BM

A
PS

 A
N

D
 M

A
PS

 V
IA

 A
PP

RO
X

IM
AT

E 
IN

VE
RS

IO
N

 M
ET

H
OD

 

 
Fi

gu
re

 1
 Si

m
ul

at
io

n 
pr

oc
ed

ur
e o

f A
pp

ro
ac

h (
2)

 fo
r B

M
A

Ps
 an

d M
A

Ps
 

 



635

A
PP

EN
DI

X
 B

: S
IM

U
LA

T
IO

N
 O

F 
PH

D
S 

VI
A

 A
PP

RO
X

IM
A

TE
 IN

VE
RS

IO
N

 M
ET

H
OD

 

 
Fi

gu
re

 2
 E

xe
cu

tio
n 

pr
oc

ed
ur

e o
f A

pp
ro

ac
h (

2)
 fo

r P
H

D
s 



636

"Le Blé Croissant" ARENA Simulation 
Boutros,K. ; Dawaf,T. & Saad,E. 

Department of Industrial and Mechanical Engineering 
Lebanese American University 

Byblos, Lebanon 
E-Mail: kevin.boutros@lau.edu, thomas.dawaf@lau.edu, emilio.saad@lau.edu 

 

I. ABSTRACT 

This paper addresses the simulation of Le Blé Croissant's 
croissant production line. Le Blé Croissant is a bakery which 
produces several baked goods, of which the most produced and 
highly demanded good is the croissant. Le Blé Croissant was 
visited on regular days to model and record every process of the 
croissant-making by hand, to come up with the respective 
probability distributions. The production line was then simulated 
using Arena, representing the resources accurately, which made it 
possible to view the queue, number of entities processed, time, and 
more statistical data. There are no obvious problems in the 
process, yet the simulation reveals much more about what could 
not be seen by the naked eye. The analysis of the data allowed the 
discovery of problems in the production line and thus lead to 
creating adequate alternatives to optimize results by at least 
minimizing time and increasing output for the same input.  
Moreover, all the data collected can be found and formed into 
distribution functions. 

 

II. INTRODUCTION 

At the Le Blé Croissant bakery, a series of processes form 
raw material of flour, butter and other basic dough ingredients 
into a final output product, the croissant.  First, a worker would 
compress butter blocks of approximately 1.4 kilograms each, to 
form rectangular sheets of 1 cm of thickness.  These sheets are 
then used inside the dough of approximately 5 kilograms in a 
process called lamination.  There are approximately 100 sheets 
produced every day.  The dough is then sent to the freezers to 
cool the butter down, so that it will not melt.  After the freezing 
process, one worker would start laminating the dough, piece by 
piece, and book folding it so that it would have 32 layers of 
butter.  Then, he puts the dough on an automatic laminator, 
which will spread the dough into a long sheet of 3.8 mm 
thickness, approximately 3 meters in length, and 50 cm in 
width.  This sheet is cut into around 75 triangles weighing 120 
grams when filled with chocolate, cheese, or thyme.  These 
pieces are then rolled into the croissant which then placed on 
trays onto a trolley.  The process of cutting the dough and 
placing them on a trolley would take around 2 to 3 minutes.  
When the trolley is full, it is taken to fermentation which 

 

 would take 2 hours 45 minutes.  After the croissant has gained 
its shape, it is sent to bake in an oven on high temperature for 
14 minutes.  The croissants are then sorted into the three 
flavors and packed according to customer orders.  After 
packing, the orders leave the bakery to the specific customer at 
the desired time. 

III. OBJECTIVES OF STUDY 

Knowing the information about the process above, the 
following study objectives were put: 

 Total output when all butter and dough are exhausted 
 Entity waiting times in queues 
 Resource utilizations 

When the above points are studied, weaknesses will be 
targeted and alternative solutions will be looked for. An 
alternate model will be created containing the solutions. The 
results of the improved model will be compared to those of the 
original model. 

 

IV. LITERATURE REVIEW 

In the bakery business, simulation is a famous tool used to 
model and run the production process using software such as 
ARENA, WITNESS, and FLEXISM. Hosseinpour and 
Hajihosseini (2009) [1] list specific issues simulation 
addresses in production systems: 

 Evaluation of the effect of a new piece of equipment 
on an existing manufacturing system 

 Throughput analysis 
 Bottleneck analysis 
 Times parts spend in queues 
 Queue sizes 
 Utilization of equipment or personnel 

 (These points were taken into consideration in the result 
analysis of the simulation, to reveal the key problems at Le Blé 
Croissant that need to be addressed). In Germany, Hecker et 
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al.(2010) [2] modeled and simulated a small bakery's 
production line that produces several kinds of products using 
ARENA. The bakery comprised of a mixer, dough divider, 
forming machine, dough retarder, dough proofer, rack oven 
and tunnel oven. They collected data for one shift of 6 hours 
and 10 minutes, in order to formulate the model and run it. 
After succeeding in simulating their model, the team got the 
numbers they needed to optimize the system. It turns out that 
by rescheduling both production plans of products and bench 
worker breaks, they were able to cut down on time and cost 
wastes, to increase efficiency.  

Banks (1998) [3] lists several rules for determining whether 
or not the technique is appropriate and helpful: 
1. The problem can be solved using commonsense analysis 
2. The problem can be solved analytically 
3. It easier to change or perform direct experiments on the real 
system 
4. The cost of the simulation exceeds possible savings 
5. Proper resources are not available for the project 
6. There isn’t enough time for the model results to be useful 
7. There are no data – not even estimates 
8. The model cannot be verified or validated 
9. Project expectations cannot be met 
 

At Le Blé Croissant, identifying problems by just looking 
around was challenging. Moreover, management wanted to 
explore other approaches to increase efficiency and reduce 
cost, including replacing machines. Therefore, the use of 
simulation was adequate to what management wanted and led 
to satisfactory results. 

As for the data requirements, Kibira and McLean (2002) [4] 
include the following as essentials: 

 Product design, bill of materials, assembly constraints 
 Assembly process specification including operation 
 Sequences, process times, and testing requirements 
 Expected product demand 
 Failure and repair data for production line systems 
 System configuration and layout options 
 Unit cost of labor, tooling, and materials 

Indeed, all of the above were accounted for in Le Blé 
Croissant's study, which lead to accurate and reliable results. 

However, the review of literature revealed scarcity of 
sources when it comes to bakery simulation. The Le Blé 
Croissant simulation is one of the first bakery simulation 
projects in the Middle East. 

 

 

V. MODEL AND ASSUMPTIONS 

Butter slices arrive to the butter compressing station in a 
batch of 100. It is assumed that the butter has been already 
sliced before the process starts. These slices are compressed by 
Worker 1 using a butter compressing machine, according to a 
Lognormal distribution of 20+LOGN(4.71,5.75) seconds, in 
order to have the butter easily spread on dough further on. 
Each of the compressed butter is then put in a container shared 
by three workstations, each with one worker carrying out the 
same process, meaning that the three workstations share the 
same queue. It is assumed that the dough is put at each of the 
mentioned workstations before the croissant-making process 
begins. In order for the lamination stations to have the same 
queue, a Worker Set is created having workers, each with 
different expressions, since every worker processes the dough 
differently. Each of the three workers now takes a unit of 
compressed butter and spreads it on a unit of dough. The three 
workers operating the Lamination station are Worker 2, 
Worker 3, and Worker 1 who has compressed all the 100 
pieces of butter in the first process before joining Worker 2 and 
Worker 3 in the Lamination process. When a unit of dough has 
been spread with butter, a new worker, Worker 4, transports 
the latter to a freezer with a maximum capacity of 100 units of 
dough. The freezing process follows a uniform distribution of 
60+UNIF(20,30) minutes. Meanwhile, all workers take a break 
equal to the freezing time. When the freezing process is over, 
the dough are removed one by one in the same order as they 
arrived and are taken to the book folding station where Worker 
1 awaits. There, the dough are folded by Worker 1 following a 
Weibull distribution 23.5+WEIB(11.2,1.71) seconds. The 
dough is then put on an adjacent automated lamination 
machine which laminates the dough into a larger piece in a 
constant 2 minutes. When finished, the bigger piece of dough 
is lifted to a large table where Workers 2,3,4, and 5 cut the 
dough into small pieces, fill them with the corresponding 
filling, and roll them into the desired croissant shape. Worker 1 
joins the rest in the Cutting, Filling, Rolling process when 
finished with the Book Folding process. The cutting, filling and 
rolling of an individual croissant is a very fast process, so it is 
assumed that all these actions act as one process following a 
Poisson distribution of POIS(145) seconds. The difference in 
time between workers is too small to record, so it is assumed 
that they all operate with the same distribution.  

Note that the processes of book folding and automatic 
lamination share the same queue. To do so, the book folding 
process is a Seize Delay, and the automated lamination is a 
Delay Release. The cut, filled and rolled croissants are then put 
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on trays of 12. The number of croissant trays is not always the 
same and follows a Beta distribution of 
5.35+1.65*BETA(0.822,0.922)-1 trays. These trays are 
batched into batches of 32 and put onto trolleys which are 
taken to the Fermentation process. The croissants are left to 
ferment in fermentation rooms with regulated temperatures for 
a constant 165 minutes. When done fermenting, Worker 5 
takes the croissants, still on the trolleys, to an oven with a 
maximum capacity of 9 trolleys, which carries out the Baking 
process. Note that the Leave/Enter method was used in several 
places to seize a worker for transportation, which is in fact 
what happens. Worker 4 takes the laminated dough from the 
lamination process to the freezing process. Later, Worker 1 
takes dough from the freezer to his book folding station to 
process them. Finally, Worker 5 takes the trolleys of fermented 
croissants to the oven for baking. Between other processes, 
routing is almost instantaneous and does not require a 
Leave/Enter method because of the negligible impact. After 
baking for a constant 1 hour, the beautifully smelling croissants 
exit the system to be packed and sent to hungry customers. The 
following flowchart represents the ARENA process map of the 
original model:  

 

 

Figure 1. Le Blé Croissant Original Model 

VI. SOURCE OF DATA AND DATA COLLECTION 
TECHNIQUES 

After observing the process, simulation requires data 
gathering in order to use the acquired data to build the model. 
The data gathering technique was to go to the factory and 
record the output of the processes. It is crucial that every step is 
recorded in order to get more accurate results.  Moreover, the 
number of data points must be large enough to form a 
probability distribution which is feasible (has a chi-squared test 
p-value greater than 0.1).  However, some processes were 
summarized into one. For the Cutting, Filling, Rolling process, 
the three steps were combined because it is almost impossible 
to record five workers working fast on these steps in order.  
First of all, parts were assigned on the job since the team could 
not stay together due to many simultaneous processes which 
needed to be recorded.  The first started at 8:00AM recording 
the butter compression process, recording 45/95 repetitions, 
each varying between 12 and 20 seconds.  While the 
compressed butter was being sent to the Lamination process, 
which is 2 to 5 seconds away (almost instantaneous since they 
are sent by batches), two members were recording each 
worker’s time on the lamination machines.  There were only 
two workers at first before the first worker, who was already 
on the butter compression machine, moved in.  One worker 
placed dough on the laminating machine  (also instantaneously 
since there is a worker who removes them while the butter is 
being compressed) so that the butter would be added to it in the 
Book Folding process, to get 4 layers of butter in between the 
layers of dough.  This process varies for each worker, as 34 
data points were collected for the first, 35 data points for the 
second and only 20 for the third since he was previously on the 
butter compression and did not have enough dough to get the 
same number of data as the others.  After inputting these values 
into the input analyzer, the resulting p-values were less than 
0.1, so more information was gathered on another day and 
fitted into another distribution, which resulted in the 
approximate distribution for each worker. After being 
laminated, each piece of dough was put in the freezer.  The 
freezing time is a uniform 20 to 30 minutes after the final 
dough has entered the freezer.  Rather than being recorded, the 
freezing time was provided by management because of time 
constraints, but in both days the freezing time was 23 minutes 
and 27 minutes.  Then, one worker removes the dough, one by 
one, from the freezer so that another worker book folds it again 
to create 32 layers. The latest worker places the dough on an 
automated laminator, to spread the dough into a 3 meter sheet, 
which is then placed on a table to be cut, filled and rolled by 
five workers. For the Book Folding process, 40 intervals were 
recorded, ranging between 20 to 40 seconds depending on the 
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dough.  The automated laminator takes a constant two minutes 
to laminate the dough.  The worker in charge of book folding 
does not prepare more than one piece of dough at a time while 
waiting for the lamination to be done.  After the automatic 
lamination, the dough is placed on a table where one worker 
slices it into triangles (around 70), other workers separate the 
triangles, one worker fills them with the flavor and then rolls 
them into shape.  All of this process is recorded as one, which 
takes only 2 to 3 minutes.   The interval times of the sub-
processes are very small to record.  This whole process forms 
around 65 to 80 croissants, depending on how much waste is 
cut out of the dough.  Batches of 12 are placed on trays and 
batches of 32 trays are placed on trolleys.  The problem faced 
while placing 70 entities after the Separate was “more than 150 
entities”. So, a distribution for the trays was created, which 
also generated the same error.  After analyzing the data 
thoroughly, it was revealed that one trolley takes 
approximately 6 to 7 pieces of dough to be completed. A 
distribution was then created according to the number of dough 
instead of croissants on the trolley.  After each trolley is filled, 
it is sent to a fermentation process around 3 minutes away.  
This process is a constant 2 hours 45 minutes for each trolley 
where only 9 trolleys can be placed at a time.  The final 
croissants, which do not fill the trolley, are sent to freezing and 
are packaged as frozen, a process not of interest in this specific 
simulation.   After fermentation, each trolley enters an oven, 
which can only have 2 trolleys at a time, and undergoes a 
baking process of a constant 14 minutes before being sent to 
packaging and shipping.  In the meantime, the workers, who 
have a low utilization in the results, would go and prepare the 
butter and dough for the next day to be used, another process 
which is not of interest. Since the last 3 to 5 hour process was 
not taken into consideration in the simulation, the whole 12 
hour process was around 9 hours on ARENA, which is valid.  

 

VII. INPUT AND OUTPUT 

Since each process flows differently at Le Blé Croissant, 
data had to be collected in order to give the processes their 
respective characteristic probability distributions. These 
distributions vary between Lognormal, Triangular, Weibull, 
Uniform, Poisson and Beta.  It is essential that a Normal 
distribution is not used, since there is a slight chance a negative 
number is generated, which is impossible for a time variable. 

The following table summarizes the input ranges and output 
distribution of each process: 

 

Process Name  Range of Input (seconds) Output 

Butter 
Compression [12,20] 20 + LOGN(4.71,5.75) 

Lamination I 
(Three workers) [80,120];[105,180];[60,100] 

TRIA(68.5, 108, 119); 
57.5 + 22 * BETA(0.88, 

0.88); LOGN(84.2, 
7.89) 

Freezing (After 
last entering) [1200,1800]  60 + UNIF(20,30) 

Book Folding 
(Lamination II) [20,40] 23.5 + WEIB(11.2,1.71) 

Automated 
Lamination [120] [120] 

Cutting, Filling, 
and Rolling [120,180] POIS(145) 

Route to 
Fermentation [180,300] 3 + 3.39 * BETA(1.91, 

1.85) 
Fermentation [9900] [9900] 

Baking [840] [840] 
Table1. Process Input and Output 

VIII. RESULTS AND ANALYSIS 

After running the complete simulation, the first thing 
realized is that the simulation ends at around 9.1 hours, which 
is in fact how much time the croissant-making process is taking 
at Le Blé Croissant. The average number of trolleys that have 
exited the system is 16, meaning that the total number of 
croissants at the end of the shift is 6144 croissants, which was 
validated with the company log books. The frozen dough is not 
facing any major queuing issues, except for leaving the freezer 
to the book folding station where, on average, the waiting time 
is around 1.7 hours, with 3.46 hours being the maximum 
waiting time. This is logical since the book folding, automatic 
lamination and cutting, filling and rolling processes all share 
the same queue, meaning that rather than having the dough 
wait outside the freezer to be processed, it stays in the freezer 
until the one before it is done being processed. This prevents 
the dough from melting and getting ruined. However, a waiting 
time of 1.7 hours for this production line is not practical. The 
dough is being processed one at a time rather than having a 
bulk of dough running through the process at the same time. 
This large waiting time can be easily dealt with in order to 
increase production and decrease lost time in the process 
(Practical approaches are covered in the Recommendations and 
Suggestions). Another issue to address is the average waiting 
time on the compress butter station. A batch of 90 to 100 
pieces of butter arrive to the butter compressing station to be 
compressed. On average, each piece is waiting for around 11 
minutes, with a maximum waiting time of 21 minutes. The 
butter compressing machine is of regular size and requires one 
worker. Rather than having the butter pieces cut before hand 
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and enter one by one to be compressed, a larger machine is 
required to cut down valuable time. As for the remaining 
processes, it was found that they are satisfactory in terms of 
resource utilization as well as waiting times in queue relative to 
the outcome of one unit. For example, at the lamination 
process, even though the dough is waiting an average of 17 
minutes to be processed, the dough already being processed is 
directly put in the freezer and being used after the freezing 
time, giving the following one-queued processes a hefty load 
of work. So, no big harm is done to the process. However, the 
butter compressing station is being charged with a large load of 
work instantaneously and needs to process the butter pieces 
one by one so that they could be spread on a dough. It is crucial 
that the butter compressing does not take too much time so that 
the dough does not melt and , at the same time, have Worker 1, 
who operates the butter compressor, help workers 2 and 3 with 
the lamination process as soon as possible. Moving on to 
resource utilization, it was realized that there are remarkable 
differences in those of the workers. In the croissant-making 
process, Worker 1 is working around 60% of the time, Workers 
2 and 3 around 21% of the time, and Workers 4 and 5 around 
15% to 16% of the time. It is crucial to remember that Le Blé 
Croissant produces various baked goods other than the 
croissant, meaning that when Workers 4 and 5 seem to have 
very low utilizations, they are in fact working on another 
production line when they are not needed for the croissant-
making process. When Workers 1, 2 and 3 are laminating the 
dough, Workers 4 and 5 are busy processing other entities in 
other production lines such as the donut line, which is not the 
scope of the simulation. Furthermore, since the simulation 
comprises of a bakery's croissant production line, there are 
several processes that require larger amounts of time, such as 
freezing, fermenting and baking. During these processes, the 
workers are idle in the simulation, making their utilizations 
drop. Yet, in fact, the workers are carrying out different tasks 
on different production lines, meaning that their general 
utilization is not low.  Of all the workers, Worker 1 has the 
highest utilization in the croissant-making process. This is 
because he is actually the chief worker with the most 
experience and is in charge of more tasks than the other 
workers. Worker 1 also has a higher salary, justifying his high 
utilization and presence at almost every process. As for 
routing, since the processes at Le Blé Croissant are close to 
each other, entities are not taking too much time to reach their 
destination. Transfer times are almost instantaneous and do not 
take valuable time. 

Now that the numbers have been taken care of, issues linked 
to the results that are seen only when visiting Le Blé Croissant 
can be highlighted. First of all, as previously remarked, the 

butter compressor is given so much to do instantaneously, 
where its output is also needed as fast as possible. Furthermore, 
the waiting time in queue for leaving the freezer is quite high, 
where it can be reduced in several ways. Moreover, the 
workers are not well organized, going from station to station 
and pitching in on numerous processes. What Le Blé Croissant 
needs is automating the production line and increasing machine 
capacities, which in turn increases production and decreases 
wasted time. 

After highlighting what can be done to improve the system, 
Le Blé Croissant was theoretically upgraded to a semi-
automated production line, consisting of a shock freezer, 
automated cutting,  filling and rolling machine, fermentation 
tunnel, freezing room, and integrated butter feeder and dough 
preparation machine. Clearly, the new system combines the 
dough preparation process, which was not of interest in the 
simulation because of the constant times, and the croissant-
making process in one process, which only takes an additional 
2 hours to complete. In the improved system, around 15000 
croissant pieces exit the system, almost 2.5 times the original 
output. Furthermore, all workers have very close utilizations 
that are on average 25%, meaning that the system is much 
more automatic now.  Introducing new automatic machines 
with larger capacities increased output remarkably as well as 
cut down lost time in the process. The following flowchart 
represents the ARENA process map of the revised model: 

 

   

  

Figure 2. Le Blé Croissant Revised Model 
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IX. RECOMMENDATIONS AND SUGGESTIONS 

After meeting management, it was revealed that a budget of 
around 150,000$ was allocated to upgrade the bakery over 3 
years. Given such a budget, a thorough research of bakery 
equipment was made, to come up with the following 
recommended production line for Le Blé Croissant: 

 A butter feeder: This machine reduces the process 
time of cutting and compressing butter by 1 hour. The 
whole 25 kg butter block enters the feeder and exits as 
butter sheets. The price of one butter feeder is 
approximately $8,000.   

 An automatic cutting and filling line: Replacing the 
Cutting, Filling, Rolling process, the automatic cutting 
and filling line produces around 4000 pieces (10 
trolleys) per hour, using only 3 workers.  The price of 
this line is approximately $100,000 new and $60,000 
used, given Le Blé Croissant production capacity.  

 A shock freezer with a capacity of 1400 pieces per 
hour:  This type of freezer reduces the number of 
baked entities and stops the yeast from being activated 
in an unused time.  The price of one freezer is 
approximately $30,000. 

 A tunnel proofing system for the fermentation 
process: Trolleys push one another on their way to the 
oven, which takes 2 hours and 30 minutes (the same 
as the fermentation time). The capacity of one tunnel 
is 10 trolleys. The system is also more energy and 
space efficient. The price of one tunnel is 
approximately $15,000. 

 A stock freezing room for the shock freezer’s output: 
The room has a capacity of 40,000 pieces, ready to be 
baked or shipped out as frozen products.  The price of 
one freezing room is approximately $20,000. 

Because of the freezing room, Le Blé Croissant has two 
options: shipping out frozen goods or baking the goods at 
any desired time. Therefore, a new oven is not needed. 
This freezer room also solves the problem of large orders 
at an unexpected time. 

 

X. SUMMARY 

The simulation of Le Blé Croissant's croissant-making 
process revealed so much valuable information that can help 
improve their production line. The model, created on 
Rockwell's ARENA, consists of the croissant-making process, 
assuming that the dough is already made and present at the 

corresponding workstations. Every process and resource 
behavior was recorded, to come up with respective probability 
distributions to characterize processing times. After running 
the simulation, it was revealed  that the resulting numbers are 
logical and reflect the real life process accurately. Having 
analyzed the results, it was discovered that entities are taking a 
large amount of time to leave the freezer. Moreover, the butter 
compressor resource is being handed a large amount of butter 
at the same time, where it can only process them one at a time, 
making the waiting time per entity relatively high. Since the 
general manager wanted to automate the system with an 
adequate budget at hand, adding a shock freezer, butter feeder, 
fermentation tunnel, automatic cutter and filler and stock 
freezing room would be ideal for Le Blé Croissant. Another 
model was then created with all of the above improved 
resources, and was later simulated. It was revealed that the 
output was around 2.5 times more than the original model, with 
reduced worker utilizations and other more efficient aspects. 
As a conclusion, the new system is in fact very efficient and 
essential in order to increase output and cut down costs. 
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Abstract-Lean management has started effectively at the 
late of the 20th century at Toyota production systems, this 
lean thinking had become a huge area of research in the 
past 25 years and started to be adopted in the private and 
public service sectors. 

The Lebanese deteriorated record of servicing citizens has 
led to civil unrest. This instability has played a major role 
in the call for improvement within the government public 
sectors. The government has to do major alterations and 
improvements to their work culture and structure while 
maintaining relatively low operational expenses. Lean 
management was proven to be the optimal solution for 
governments sectors in order to empower their employees 
and increase productivity while cutting costs in their 
departments. 

In this paper, we will discuss lean management thinking 
as an approach that focuses on operational aspects.  Lean 
management could be translated in Lebanon public sector 
in an operational system that maximizes value added, 
reduces operation costs and eliminates waste in all process 
through the value stream. We will shed light on the 
challenges of applying lean management in Lebanon 
public sector. A step by step model will be created to 
facilitate applying lean management in government 
departments.  

I. Introduction 

Lean management in government departments is one of the 
most advanced management techniques applied today. It 
focuses on creating citizens’ satisfaction and as well as 
creating value through waste reduction. Lean management 
focuses on value and cost reduction. The effectiveness and 
efficiency of lean applications has been proven in many 
successful cases worldwide such as Toyota, GM, Nissan and 
etc [7]  
 

 
This basic principle was transferred to many other domains 
and is applicable outside production sector. Early 21st century 
lean management transferred into service systems [4]. Several  
government agencies and departments, such as the U.S. 
Environmental Protection Agency and the States 
of Iowa, Minnesota and Washington and etc, are using Lean 
management to improve the quality, transparency, efficiency 
and speed of government processes. By referring to the lean 
government center, we can say that lean management is today 
applied at many governments with magnificent effect on their 
countries. 

In January of 2010, Connecticut’s Governor, M. Jodi Rell, 
announced that her state would be continuing and expanding 
their effort to improve state government processes through 
lean methods. Agencies across the state have changed the way 
they do business by adopting lean. Lean management was 
introduced in the Swedish Migrant Board’s in 2009, upgraded 
management practices, and introduced continues-
improvement techniques. At the end of 2010, average 
application-processing times had fallen to half. [3]. The G8 
nations have introduced lean management in all their 
departments to get out of the fiscal and political trap, they 
have to improve their performance in the public sector, doing 
more and better with less. They were able to increase their 
public sector productivity by 1.5 percent annually, this small 
improvement were able to generate benefits worth $1 trillion 
annually, up to 2.5 percent of their GDP.  

Through analyzing various case studies about countries and 
agencies applied Lean management, we realize that today it is 
the best time to apply lean management in Lebanon 
government departments, in order to improve government 
performance and service delivery efficiency while cutting 
costs.  
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focuses on value and cost reduction. The effectiveness and 
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successful cases worldwide such as Toyota, GM, Nissan and 
etc [7]  
 

 
This basic principle was transferred to many other domains 
and is applicable outside production sector. Early 21st century 
lean management transferred into service systems [4]. Several  
government agencies and departments, such as the U.S. 
Environmental Protection Agency and the States 
of Iowa, Minnesota and Washington and etc, are using Lean 
management to improve the quality, transparency, efficiency 
and speed of government processes. By referring to the lean 
government center, we can say that lean management is today 
applied at many governments with magnificent effect on their 
countries. 

In January of 2010, Connecticut’s Governor, M. Jodi Rell, 
announced that her state would be continuing and expanding 
their effort to improve state government processes through 
lean methods. Agencies across the state have changed the way 
they do business by adopting lean. Lean management was 
introduced in the Swedish Migrant Board’s in 2009, upgraded 
management practices, and introduced continues-
improvement techniques. At the end of 2010, average 
application-processing times had fallen to half. [3]. The G8 
nations have introduced lean management in all their 
departments to get out of the fiscal and political trap, they 
have to improve their performance in the public sector, doing 
more and better with less. They were able to increase their 
public sector productivity by 1.5 percent annually, this small 
improvement were able to generate benefits worth $1 trillion 
annually, up to 2.5 percent of their GDP.  

Through analyzing various case studies about countries and 
agencies applied Lean management, we realize that today it is 
the best time to apply lean management in Lebanon 
government departments, in order to improve government 
performance and service delivery efficiency while cutting 
costs.  

II. Lean Management 

Lean is a model that focuses on the customer- the person at 
very end of the line, who gets services we are delivering- and 
empowers employees [1].  It’s about creating value in order to 
reduce cost, improves efficiency, productivity, quality, 
customer satisfaction and morale. It is about the process not 
the people. 

A lean support continues improvement cycle. It’s about 
incremental improvements now instead of 100% later or 
never. It’s not about eliminating or devaluing what people do. 
It’s about how we add things in a way that we remove waste 
so that the end customer gets the most value. When we 
remove waste we don’t necessary throw things away, we take 
resources from a place they don’t add value to another place 
they add value. The goal of lean is to end up with process that 
accomplishes what is needed with least amount of waste. 

Lean is a proven, systematic approach for eliminating or 
minimizing waste that results in the delivery of services at the 
lowest possible cost. Lean is every process, every system, and 
every employee in the government departments [6]. 

III. Waste in Office 

Waste is any non-value added activity, which adds problems 
and blocks the flow of value. Office waste is hard to see it, 
but easier to feel it. There are four types of office waste: 
information waste, process waste, physical environment 
waste, people waste. 

A. Information Waste 
Any redundant input and output of data is considered waste in 
an office, information waste is visible in terms of incomplete 
information systems, the manual checking of data, data inputs 
that is never used, reentering data, converting formats forms, 
unnecessary data, unavailable data, missing unknown data, 
unclear or incorrect data, data safety issues, data 
discrepancies. 

B. Process Waste 
Process waste is any defect, scrap, rework, and work around, 
inspecting and double checking, approvals of unnecessary 
administrator, variable flow in a process, high inventory rate 
of data, waiting time, over processing. 
 

C. Physical Environment Waste 
Physical environment is any travel from one office to another, 
organizing a messy meeting room before meeting, going out 
of your work station to office supply person for stationary. 

D. People Waste 
People waste is any unclear role of an employee, lack of 
training, multitasking, worker task interruption, 
underutilization of talents, hierarchy mistakes, lack of 
strategic focus, handoffs. 

IV. Flow in a Process 

There are typically two types of flow, batch processing and 
single item flow. Batch processing is waiting a certain 
number of documents for processing. This type of processing 
will lead for a bottleneck. While single item flow or lean flow 
is processing each document at a time, through lean flow 
service can move quickly and continuously through the 
system. 

V. Challenges of Transformation 

Many challenges might face the government transformation 
towards lean management in Lebanon, such as political, 
economical, legal, social and cultural challenges. With the 
right tools and practices challenges can be overcome [2][5]. 

A. Political Challenges 
The regime in Lebanon and the politicians has lost people 
trust and legitimacy, for that they have to start changing their 
attitude and irresponsibility towards citizens. For that reason 
new government must show the Lebanese people that it is 
here for them and willing to change the system. Lean 
management application requires political commitment and 
long term vision of the political leadership of the country.  

B. Administrative Challenges 
Since independence, the authoritarian political regime in 
Lebanon created a highly centralized public bureaucracy. 
Citizens faced lack of quality in public sectors, time-
consuming processes and waiting time in queues, due to the 
centralized structure of administration. Moreover this system 
is operated by mediocre dissatisfied public employees, who 
lack of efficient training, organization and customer service 
delivery, corrupted to self interests. This combination of 
administration irresponsibility, centralized system and 
mediocre employees will create a resistive environment for 
applying any corrective and improving systems that could 
affect their self interest. 
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C. Economical Challenges 
The application of lean management requires an annual 
budget to cover lean management expenses. Its application 
necessitates employees training, IT involvement, and 
reengineering design. Unfortunately, due to the low 
government performance over these years, Lebanon is facing 
an economical crisis with public debt that reached 70 billion 
dollars. For that reason, ministries should afford its expenses 
from reducing and minimizing the operations costs within.  

D. Social and Cultural Challenges  
The degrading reputation that Lebanese have toward the 
public sector service provided as well as the lack of respect 
towards the citizen besides demanding bribes to get the work 
done. This way of work has been going on for a long while 
and it would require a long period of time for people to 
change their view and opinions about the service provided by 
the government. The application of lean management need 
trust relationship between the citizens and the public 
organizations. 

VI. Impact of Applying Lean Management  

Lean reduces the non-value added work, increase quality in 
process, maximizes value added, and reduces operational 
costs, reduce wait time and queue, and eliminates waste in all 
process through the value stream. Increase the efficiency of 
the service system inside the government departments. 

Lean management enhances simplicity and transparency and 
visualization of processes. Improve decision making system 
through changing managerial attitude which change from 
report decision system into site decision system. Lean 
management is centered on making obvious what adds value 
by reducing everything else. In order to emphasize on the 
different aspects of the service line and what could be 
considered essential in minimizing the expenses.  

Lean management optimize the services provided within 
Lebanon public sector and end up with a process that 
accomplish what is needed with the least amount of waste. 
Moreover it creates a lean culture in government departments 
that empowers employees and increase their satisfaction and 
morale. This work will lead to an increase in citizens’ 
satisfaction and motivates them to pay their taxes; 
unfortunately, this reflects positively on the Lebanese. 

 

 

VII. Methodology 

To improve the service efficiency, we devised a new 
methodology of applying lean management in a service 
sector. This methodology is detailed in the flow chart in 
appendix 2.  

Moreover, relating to the implementation of Lean tools and 
techniques, it is important to understand current practice and 
processes from concurrent studies. Assess the pros and cons 
and try to benefit from the feedback provided.  

The questionnaire which would be filled in with citizens will 
be analyzed using Statistical Analysis Package in order to 
correlate the factors to be studied; the questionnaire is 
detailed in a table in appendix 1. 

The methods that will be used for data collection are semi 
structured interview and observations. After data are obtained 
from the interviews, the data will be analyzed in order to 
recommend appropriate Lean tools and techniques. 

VIII. Lean Tools and Techniques 

Visual Management, 5S, Value Stream Mapping, Process 
Mapping, Fishbone Diagram, Red Tag Techniques  

IX. Conclusion 

This paper has shed light on the challenges and the 
opportunities of applying lean management in Lebanon public 
service sector and to convert Lebanon ineffective government 
public service performance into a new effective one to fulfill 
citizens’ needs and aspirations. In this paper we defined waste 
in office, the flow of process, and the impact of applying lean 
management in Lebanon government public sector. We 
detailed a methodology of applying lean management in 
Lebanon public sector in a flow chart. 

This project is part of ongoing research at the university and 
would be submitted toward my master thesis. For the near 
future, the work planned is as follows: a questionnaire would 
be filled in by customer being serviced at this public 
governmental department. After that, the data obtained from 
the questionnaire would be loaded into SPSS and analyzed 
statistically in order to verify our hypothesis. After that Lean 
tools and techniques will be recommended appropriately. 
AS well as simulating the current process in the considered 
public sector. 
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Appendix 1  

معاملحه  لانهاء المىاطن ٌمضٍه الذي للىقث إحصائً جذول

 المىاطن  نىع المعاملة وقث الذخىل وقث الخزوج عذد الزٌارات رضى المىاطن ملاحظات
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Abstract— This paper reviews the literature on learning curve
theory, and presents a suite of learning curve models. The models
are then evaluated from the perspective of the construction
industry, by assessing their applicability and relevance to con-
struction activities. Due to the complex nature of construction
activities, and the significant variability in characteristics between
different construction projects, there is still no consensus in
the literature regarding the model that provides the best fit
and predictive capability for construction productivity data.
Accordingly, this paper presents a new recursive learning curve
model, which was formulated to accommodate for the significant
mechanization existing in the modern construction industry, and
for the forgetting effects that are caused by interruptions. Since
the proposed model is recursive, it puts more emphasis on recent
data. When tested on four case studies, the model forecasted
cumulative average completion times with an error of less than
3% for the four cases..

I. INTRODUCTION

“Practice makes perfect” is a proverb that exists in almost
every culture and language. From experience, the time and
effort required to perform any task decreases as the number
of repetitions increases [1]. This decrease is caused by a
phenomenon called the “learning effect”, which is represented
mathematically by the “learning curve”. The learning curve
concept originated in the airplane manufacturing industry, and
was first formalized by T.P. Wright in 1936 [2]. Subsequently,
applications of the learning effect spread throughout other
sectors within the realm of manufacturing [3]: the automotive
industry [4], the chemical industry [5], photovoltaic production
[6], and semiconductors [7, 8, 9, 10, 11, 12]. As witnessed in
these fields, understanding the dynamics of the learning effect
through the use of the learning curve supports planning. The
construction industry is no different and also stands to gain
significantly when applying the learning curve [13].

The first reference to learning in the construction industry is
in the 1965 Economic Commission for Europe report entitled
Effect of Repetition on Building Operations and Processes on
Site [14]. Since this initial report, the learning effect has been
applied to various site activities such as prestressed concrete
piles [15], formwork [16], rebars [17] and caisson construction
[18]. The learning effect also applies to the various stages of
construction projects: design [19], bidding [20], planning [21]
and even claim management [1, 15].

Despite the importance and the relevance of the learning
effect in the construction industry, the literature addressing this

matter is still limited [22, 23]. There is no consensus regarding
a model that provides good fit to historical data, while also
having acceptable predictive capabilities. A model with good
fit is a model that can match historical data, while a model with
good predictive capability is one that can use historical data
in order to predict future data. The predictive capabilities of a
model are particularly important in the construction industry as
proper planning and resource allocation requires the prediction
of future costs and durations. A contractor will not benefit
from a model that perfectly matches the rebar fixing times
in past projects, while predicting negative completion times
when extrapolated to future data.

II. LEARNING IN CONSTRUCTION

As in any other industry, learning in the construction indus-
try is not instantaneous and happens gradually. Generally, the
learning process is divided into two stages: the operational
learning stage and the routine acquiring stage [14, 24, 25].
It is during the first stage that the worker, acquires the basic
skills and becomes familiar with the task. For example, during
this stage workers, tasked with the installation of drainage
pipes, learn the functionality of the excavating machines and
become familiar with the soil in which they are working.
During the second stage, the performance of the workers is
boosted as shortcuts are discovered. It is during this stage
that the workers know how the equipment will react to the
various soil types and start organizing the workplace in a
manner that permits optimal performance. However, these two
stages are overlapping since the workers can start optimizing
performance while also becoming familiar with the equipment.

When measuring learning as a reduction in time to complete
a task or cycle, the curve will be steepest following the startup
point – the time to complete the first cycle. Following the
startup point, the curve will begin to level beyond the standard
production point or the point where the minimum time or
maximum reduction in time to complete the task is achieved
[15]. The major decrease in the cost or time, when compared
to the initial cost or time, happens at the routine acquiring
stage. After this stage no further improvement is witnessed
and the performance reaches its steady state.
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III. LEARNING MODELS

Given this two-point understanding of the learning process,
multiple learning curve models have entered the literature.
Figure 1 highlights the main classes of learning models and
shows how they differ in their mathematical form; the boxes in
dark gray are the models reviewed in this paper. This selection
was based on our desire to highlight models of practical
use within the field of construction – both multivariate and
stochastic models, while useful, are not practical as they
require significant data and expertise to calibrate properly.

The oldest learning curve model is the Wright Model,
y = Ax−n [26]. In this model, y is the cumulative average,
cost per unit, A is the cost of the first unit, x is the repetition
or repetition cycle number, and n, a value between zero and
one, is the slope of the logarithmic curve [24]. The learning
rate, L, can be derived from the slope of the logarithmic
form by using L = 2−n. This learning rate information is of
particular interest to a construction manager as it can be used
to benchmark performance. Learning rates for various trades,
that can be used as a starting point or benchmark, are listed in
Hijazi et al. [27] and Gottlieb and Haugbølle [25]. The Wright
Model remains the most widely used learning curve model due
to its simplicity [4, 28] and its ability to provide acceptable
precision while having a simple mathematical structure [29].

Despite its popularity, one shortcoming of the Wright Model
in construction is that it ignores the workers’ previous experi-
ence. The Stanford-B Model, y = A(x+B)−n, developed by
the United States’ Department of Defense, uses B to represent
the number of experience units and shift the curve downwards
[30, 31]. If B = 0, then this model reduces to the basic Wright
Model [30, 25].

However, both of these models assume a continuous de-
crease in the cost, which is not realistic since there is a
minimum non-zero time required to complete every task. The
Plateau Model, originally introduced by Baloff [4], y = C +
Ax−n solves this problem through the use of C, representing
the steady state performance of the worker; all other terms are
as introduced previously [32, 26]. Knecht [33] also recognized
that learning does not continue ad infinitum and proposed a
model with a changing learning rate, y = Ax−n+1/(1 − n),
where the value of n, as before, falls in the interval (0, 1).

While the plateau and Knecht [33] models accommodate
for a limit on learning, construction workers are also limited
by the technology in use on-site. For example, the learning
curve for manual excavation using a shovel is limited by
the maximum labor performance. Whereas, excavation done
by a mechanical excavator limits the operator’s learning by
the specifications and capabilities of the excavator. Therefore,
when the operation is less mechanized and highly manual the
time or cost is more prone to decrease with learning [34]. The
DeJong Model, y = A [M + (1−M)x−n], developed in 1957
includes an incompressibility factor, M , that ranges from 0 to
1 [27]. Thus, if the process is completely mechanized, M = 1,
no improvement will arise with more repetitions [30].

The S-curve model, y = A [M + (1−M)(x+B)n], devel-

oped following World War Two combines both mechanization
and experience [30]. In this model, M is the incompressibility
or mechanization factor and B represents the acceptable
units of previous experience. Zhang et al. [21] developed a
similar variation of the S-Curve Model which accommodates
for the effects of experience, steady state labor productiv-
ity and mechanization. This model, termed the Improved
Learning Curve Model, is represented by y = AM + C0 +
[A(1−M)− C0] (x + B)−n, where C0 is the standard time
needed to complete the product under optimal conditions with
perfect labor; all other terms are as before.

Most planners and estimation engineers assume flat learning
rates and calculate costs. Of course, learning is rarely so
steady. As such, the Polynomial Models – quadratic and
cubic – may exhibit better fit. Both the Quadratic Model,
y = A+ β0x+ β1x

2, where A is the cost of the first unit, β0

is the initial slope and β1 is the quadratic factor [35] and the
Cubic Model, y = A+β0x+β1x

2+β2x
3, where β2 is the cubic

factor, require one to assume or calculate the coefficients.
Unlike the learning rate and the cost of the first unit, these
parameters have no direct practical meaning and thus may be
difficult to estimate or justify. Moreover, these models do not
have any limiting parameters allowing for negative estimates
of the costs. Therefore, they are unsuitable for using past data
to extrapolate and predict future performance as is necessary
when preparing bids in construction.

The exponential model was recommended by the Norwegian
Building Research Institute as a means to improve predictive
capabilities of the model [14]. The most basic Exponential
Model is that proposed by Knecht [33], y = Ax−necx, where
c is a constant. Just as the Wright model has variations,
so too does the exponential model. The Three-Parameter
Exponential Model, y =

[
k(1− e−(x+p)/r)

]−1
, includes k as

a maximum performance parameter expressed as the number
of units per operation time, p as the previous experience
parameter expressed in units of time, and r as the learning
rate given in units of time; x in this model is the number
of units of operation time. By taking the inverse on the
right hand side, y becomes the cumulative average time to
complete a unit after the passage of x units of time. The
Two-Parameter Exponential Model is identical to the three-
parameter model save for the exclusion of the term p. The
value of the exponential models is their ability to estimate
and forecast data over long production runs where the bound
on learning is encountered. The limitation of the exponential
models is that they are best applied to simple tasks such as
fixing steel, manual excavation, cable pulling, installing wiring
devices and backfilling [36].

A final set of models, the hyperbolic models, was origi-
nally designed to capture the effect of learning within com-
pound measures of performance [20]. These models have
since been adopted to capture the number of units that
can be produced within x units of time [26]. In this pa-
per, the models are manipulated further, by taking the in-
verse, to represent the cumulative average time required to
produce a unit after x units of time have already been
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invested. As such the Two-Parameter Hyperbolic Model,
y = [k(x/(x+ r))]

−1, and the Three-Parameter Hyperbolic
Model, y = [k((x+ p)/(x+ p+ r))]

−1, allow for the inclu-
sion of a maximum performance parameter, k, a measure of
previous experience, p, and the learning rate, r. The hyper-
bolic model can be used for novel and complex tasks [26].
Moreover, by adjusting the learning rate appropriately, one
can estimate costs after long breaks or model the performance
of the workers during crash periods when they are fatigued
[37].

All of the models presented here assume that learning is
measured as a cumulative average time to complete a task
after a given number of repetitions or amount of time (as in the
exponential and hyperbolic models) and that a decrease in that
cumulative average time depends on only one variable – the
number of repetitions. However, task time reduction within the
construction industry likely depends on multiple site related
factors. Unlike manufacturing, the layout in the location where
a specific task is performed can easily vary from cycle to cycle
despite the repetitive nature of the task itself.

A. Proposed Model

One strategy to capture site-specific information in the
model is through the use of recursion. The need for a recursive
model was noted by Adler and Clark [38] who recognized that
experience or repetition alone was not enough to fully explain
gains and losses in productivity among workers. By including
a term relating the time required for the last or previous item
to that of the current or next item, we can capture intrinsic
changes in the learning process.

Given these considerations, we propose a recursive model
represented by yn = yn−12

−(rn−1+ε) + b0(yn−1H)−a + M ,
where yn is the cumulative average cost or time required to
produce the nth unit, yn−1 is the cumulative average cost
of the previous unit or the last unit before an interruption
(if applicable), rn−1 is the learning rate associated with the
n− 1th item, ε is an additive factor that updates the learning
rate between repetitions and prevents the productivity from
reaching infinity, b0 is a binary parameter that allows for the
exclusion (0) or inclusion (1) of the experience gained prior
to an interruption, H is the length of the interruption, a is a
forgetting factor and, M captures the steady state performance,
likely influenced by mechanization.

IV. FIT VERSUS PREDICTABILITY

The majority of the existing literature focuses on analyzing
the goodness of fit of models rather than their ability to predict
future performance [39]. The most widely accepted metric for
the goodness of fit is Pearson’s coefficient of determination,
R2 [24]. However, when using the learning curve in planning
activities it is equally important to analyze a model’s capability
to predict future performance. The works of Everett and
Farghal [40] and Farghal and Everett [39] are among the major
contributors in this domain. The method suggested by these
works requires splitting the existing set of data exactly in the
middle and then applying the fitted equation to predict the

future values in the second set of data. The predictability of the
model is then evaluated as an absolute percentage difference
between the predicted and actual costs.

In order to study the capabilities of the models presented
here, in terms of both fit and predictive capability, we use
benchmark data from four different projects cited in the
literature. The first project requires estimating the effect of
learning in the construction of each floor in a 40 floor building
in China [21]. The second project models learning across 19
cycles associated with the construction of tunnel formwork
[39]. The third project studies learning across the cementing
of 10 floors within a comparatively smaller housing project
in Poland [14]. The fourth project examines learning across
26 cycles associated with installing formwork for floors in
an office building [16]. These projects were selected given
their representative nature in terms of size, type, and era
of construction; with older projects representing cases with
potentially less automation.

In reality, the model parameters could be obtained either
by an optimization process that minimizes the least sum of
squares or by using expert opinion. In this paper, the relevant
parameters for all models were derived via an optimization
process over the first half of the data. The specific models
resulting from the optimization of the parameters are shown
in Table ??. Only one representative model was studied from
each of the categories: the Wright model was selected from the
Wright model and variations, the quadratic model was selected
from the polynomial models, the basic Exponential Model
from the exponential models, the Two-Parameter Hyperbolic
Model from the hyperbolic models, and the proposed model
as the only recursive model. The models excluded include
those requiring the estimation of experience, mechanization
or performance bounds as reasonable estimates for these terms
were unknowable from the data provided in the case studies.

The results of both fitting the models to the first half of the
data and using the fitted models to predict the second half of
the data are summarized in Table II. The fit is stated as the
R2 for which a value closer to 1 represents a better fit; the
predictability was measured using the Mean Absolute Percent
Error (MAPE) for which a value closer to 0% indicates a
better result. Table II also provides the p-value for a paired
t-test between the model predicted cumulative average times
per unit and the actual observed cumulative average times. In
these tests, the null hypothesis is that the difference between
the predicted and actual data is zero; a p-value greater than
0.05 supports this null hypothesis.

The results in Table II indicate that the proposed model
exhibits a level of fit comparable to all other models. This is
to be expected as the parameters were set with the goal of
optimizing the fit across the first half of the data in all cases
and for all models. The ability of the proposed model to predict
the values in the second half of the data is superior in the first
two cases, moderately worse in the third case, and comparable
in the fourth case. Overall, however, when performing a paired
t-test between the actual and the predicted values, the proposed
model is superior in three of the four cases (Cases 1, 2, and 4).
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Case 3 presents an interesting finding as all models confirm
the null hypothesis of no difference between the observed and
predicted values. Furthermore, the significance of the results
in Case 3 indicate that the Exponential model is superior to
the others. Not only does this confirm the findings in the
article from which this case originates, but it also highlights
the models’ capabilities on small projects. Case 3 had only 10
data points – five used for fitting and five used for prediction.
The real value of the proposed model is in application to large
projects where the learning rate is likely to exhibit changes
over time as in Case 1 with 40 floors.

V. CONCLUSION

Over the last four decades, the learning curve concept has
gained popularity in the construction industry. One reason
behind this increased popularity lies an industry trend towards
cost control as a reaction to the steady increase in labor and
construction material costs. As such contractors are developing
schedules, checking progress and gathering data about site
productivity on a regular basis. These data can be used to
develop models describing cost reductions over time due to
learning.

Various mathematical models have been developed for mod-
eling learning in different industries. This paper presents a
summary of the Learning Models from a mathematical and
practical point of view within the construction industry. This
review led to the proposal of a new model that accommodates
both mechanization and forgetting. The proposed model is
similar to the Wright model, but through recursion places
more emphasis on the time consumed by the previous unit
rather than the time used to construct the first unit. Our model
demonstrates less than 1% error in predicting cumulative
average unit construction times in three out of the four cases
studied.

While these results are encouraging, further research is
necessary to resolve multiple outstanding questions in the field.
The issue of data representation should be handled with care
when applying any learning model. Throughout this paper, the
models focused on the use of a cumulative average for the xth
unit or after x units of time. Using the cumulative average has
the effect of smoothing the data which eases the process of
finding a mathematical function to fit the data. However this
smoothing process may make the predicted values less useable
for the purpose of controlling activities on site. The proposed
model, with its recursive structure may be better at supporting
unit data as opposed to cumulative data relative to the other
models. Further research is needed to verify this assumption.

Quality assurance and quality control are also possible
future directions and the following question is to be answered:
Does an improvement in quality occur alongside the observed
reduction in time associated with learning? Moreover, mul-
tiskilling and job assignments could also be considered as
managers must decide whether they should allow their workers
to learn numerous trades or maintain their dedication to a
single task.
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Fig. 1. Learning Models

TABLE I
PARAMETERS FOR MODELS DERIVED FROM OPTIMIZATION OVER THE FIRST HALF OF EACH RESPECTIVE DATASET.

Model Case 1, Parameters Case 2, Parameters Case 3, Parameters Case 4, Parameters
Wright, y = Ax−n A = 10.95, n = 0.17 A = 26.74, n = 0.39 A = 100.31, n = 0.14 A = 221.91, n =

0.0074
Quadratic, y = A+ β0x+ β1x2 A = 10.71, β0 =

−0.48, β1 = 0.01
A = 29.25, β0 =
−4.35, β1 = 0.26

A = 113.67, β0 =
−14.46, β1 = 1.62

A = 221.90, β0 =
−0.52, β1 = 0.01

Exponential, y = Ax−n expcx A = 10.99, n = 0.17,
c = 0.001

A = 26.63, n = 0.43,
c = 0.013

A = 99.10, n = 0.18,
c = 0.016

A = 221.91, n =
0.01, c = 0.00

2-Parameter Hyperbolic, y =
[k(x/x+ r)]−1 k = 0.15, r = 7.89 k = 0.16, r = 88.81 k = 0.01, r = 33.84 k = 0.005, r = 3.66

Proposed, yn = yn−12
−(rn−1+ε) +

b0(yn−1H)−a +M
y0 = 10.97, r0 =
1.55, ε = 0.15, b0 =
0, M = 6.40

y0 = 27.00, r0 =
1.05, ε = 0.12, b0 =
0, M = 8.74

y0 = 100.63, r0 =
0.83, ε = 0.00, b0 =
0, M = 34.25

y0 = 221.43, r0 =
0.12, ε = 0.00, b0 =
0, M = 16.94

TABLE II
SUMMARY OF FIT AND PREDICTABILITY OF THE MODELS ACROSS THE FOUR CASES.

Fit, R2 Wright Quadratic Exponential 2-Parameter
Hyperbolic

Proposed

Case 1 0.998 0.954 0.998 0.898 0.999
Case 2 0.998 0.957 0.9995 0.999 0.997
Case 3 0.821 0.821 0.831 0.725 0.863
Case 4 0.578 0.651 0.578 0.323 0.652
Predictability, MAPE Wright Quadratic Exponential 2-Parameter

Hyperbolic
Proposed

Case 1 4.56% 58.44% 2.98% 7.53% 0.57%
Case 2 9.59% 146.4% 2.80% 4.47% 0.55%
Case 3 2.23% 36.54% 2.08% 3.48% 2.99%
Case 4 0.54% 0.41% 0.54% 0.94% 0.51%
Paired T-Test, p-value; H0:
µx1−x2 = 0

Wright Quadratic Exponential 2-Parameter
Hyperbolic

Proposed

Case 1, n = 40 0.00 0.00 0.00 0.00 0.87
Case 2, n = 19 0.00 0.01 0.00 0.00 0.88
Case 3, n = 10 0.14 0.06 0.31 0.13 0.15
Case 4, n = 26 0.12 0.13 0.12 0.00 0.97
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Abstract: Electronic medical records (EMRs) provide physi-

cians with several important functions that help improve hospital 
operations. However, the introduction of EMRs has also resulted 
in unforeseen delays in operations and new types of medical er-
rors. These problems have been found to largely stem from the 
poor design of the EMR interface, and in particular from the issue 
of data overload. Nevertheless, it is still unclear how best to design 
and evaluate an EMR in order to minimize data overload and 
optimize physician performance. To this end, the goal of this re-
search study is to compare the benefits and limitations of a range 
of interface evaluation methods for their ability to reflect the per-
formance of physicians using an EMR. In addition, these metrics 
should be able to 1) pinpoint data overload in EMRs and 2) iden-
tify the EMR that best suits the goals and needs of physicians. The 
application domain for this research will be the AUB Department 
of Family Medicine. This research will contribute to the literature 
on interface evaluation and will help usability professionals devel-
op EMRs that maximize safety and efficiency.  

I. Introduction 
Data overload, or the presence of high density of data 

in an interface, is a problem that negatively affects operators in 
a variety of domains, such as  aviation [1], driving [2], medi-
cine [3], graphic design [4], and cartography [5]. The concern 
about data overload stems from its negative effects on attention 
and performance [6], namely slowing down visual search [7]. 
In particular, data overload in the medical domain can have 
detrimental consequences on patient safety and well-being [3]. 
The most prominent example of data overload in medicine is in 
the Electronic Medical Records (EMRs) – digital medical 
charts – used by physicians [8].  

However, to date, researchers have not determined the 
best way of detecting and measuring data overload in the med-
ical domain. Several methods and metrics have been proposed 
in the literature, such as subjective assessment [9], [10] and 
image processing [5], [11], yet it is still unclear which of these 
measures is best suited to the medical domain. On the other 
hand, there are alternative metrics whose potential for measur-
ing data overload has not yet been assessed, such as the num-
ber of mouse clicks during an operation.  

Thus the overall goal of this research is to systemati-
cally compare the benefits and limitations of different metrics 
to measure data overload in EMRs; these metrics will be eval-
uated based on their ability to reflect physician performance 
while using EMRs, pinpoint usability problems in EMRs, and 
identify the EMR that best suits the goals and needs of physi-
cians. The application domain for this research will be the 
AUB Medical Center (AUBMC) Department of Family Medi-
cine (FM), who have developed an in-house EMR that they use 

for patient assessment. The specific aims of this research will 
then be to 1) outline all the functionalities of the EMR in the 
FM Department, 2) understand the user needs of physicians in 
the FM Department with respect to the EMR; and 3) conduct a 
controlled experiment to gather and evaluate the different sug-
gested metrics in order to identify the most appropriate ones 
for evaluating data overload.  

This work is expected to result in improved guidelines 
for the evaluation and assessment of data overload in EMRs. In 
turn, this will allow for increased efficiency and, more im-
portantly, safety in the AUB FM department.  

II. Background 
A. EMRs 

EMRs are medical information technology systems 
that are used to store medical information, physicians’ notes, 
reports, test results, family medical history, and past medica-
tion and treatment [12]. EMRs thus can help make medical 
operations faster and more efficient, which benefits medical 
providers and patients alike.  

However, current EMRs have failed to fully support 
this goal. A recent study estimated the number of deaths relat-
ed to preventable medical errors at 440,000 per year [18], up 
from the previous estimate of 98,000 [19]. Increasingly, there 
is a growing realization that errors involving EMRs are not due 
to a lack of training or negligence on the part of the doctors, 
but rather stem from poor EMR display design [22]. Design-
related issues can thus present a considerable threat to the effi-
cient operation of hospitals and, more importantly, to the 
health and well-being of patients. The term poor usability (i.e., 
ease of use of the system) is largely considered the result of 
poor display design. Several factors can contribute to the poor 
usability of EMRs, such as poor display feedback [24] and 
faulty input mechanisms [25], as well as the problem of data 
overload [12], which will be the main focus of this research.  

 
B. Data Overload 

Data overload can be defined as the presence of a high 
density of poorly-organized data that leads to negative perfor-
mance decrements [29]. Also referred to as display clutter, data 
overload is a problem that affects users in many complex do-
mains, such as aviation [1] and medicine [10]. In the medical 
domain, data overload has figured most prominently in the 
EMRs used by physicians [3], [8], [22], [30]. EMR data over-
load could take on many forms, such as a high density of alerts 
[3] or simply a large amount of irrelevant text and medical 
information that is poorly organized [31]–[35]. 
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B. Data Overload 

Data overload can be defined as the presence of a high 
density of poorly-organized data that leads to negative perfor-
mance decrements [29]. Also referred to as display clutter, data 
overload is a problem that affects users in many complex do-
mains, such as aviation [1] and medicine [10]. In the medical 
domain, data overload has figured most prominently in the 
EMRs used by physicians [3], [8], [22], [30]. EMR data over-
load could take on many forms, such as a high density of alerts 
[3] or simply a large amount of irrelevant text and medical 
information that is poorly organized [31]–[35]. 

C. Negative Effects of Data Overload 
The concern about data overload stems from the re-

ported negative effects it has on performance [36]–[38]. Data 
overload has been proved to degrade the detection of the 
change in an interface [39],  increase memory load [40], lead to 
confusion [41] instill confidence in wrong judgments [42], 
delay visual search [5], [43]–[45], negatively affect the reading 
and object recognition in the interface [36], and decrease situa-
tion awareness [46]. Other negative effects of data overload 
include committing errors when extracting information [34], 
higher likelihood of missing data [3] and an inability to obtain 
the “big picture” of the patient’s medical condition [47]. Data 
overload can also overwhelm one’s cognitive capacity [48] and 
increase mental workload[49].  

When it comes to the medical domain, and in particu-
lar for EMRs, data overload has been shown to prevent physi-
cians from quickly and accurately extracting EMR information, 
which can compromise both efficiency and safety in the hospi-
tal [3], [29], [50]. For example, research has shown data over-
load to lead to increased EMR use time and difficulty finding 
relevant information [44], [45]. In addition, EMR data over-
load can lead to errors when extracting information [34]. 
Moreover, data overload in its different forms have led to phy-
sicians reporting higher workload ratings [48] and difficulty 
identifying information among noise [30].  
 
D. Methods for Assessing Data Overload 

Despite the negative effects of data overload in 
EMRs, it is still unclear how best to evaluate data overload in a 
given display or set of displays. Several different approaches 
have been used, the most prominent of which rely on subjec-
tive input and feedback from physicians. In one study, for ex-
ample, a survey was used to determine whether practitioners 
thought there were too many medical alerts in the EMR [3]. In 
other cases, interviews with physicians were carried out to ob-
tain their insight on data overload [30]. In addition to the more 
prominent subjective methods, researchers have also occasion-
ally used other techniques. Image processing algorithms (pixel-
based algorithms that provide a measure of display usability) 
have sometimes been used, such as the redundancy measure of 
Zhang et al. (2011). Only rarely have researchers gathered per-
formance measures such as response time and error rate as a 
measure of display usability [34], [44], [45]. 

Despite this attention to EMR usability, there are sig-
nificant gaps and limitations in the existing literature. The 
opinions of users, while certainly beneficial and informative, 
can often be biased and misguided [51]. Rather, from a user-
centered or human factors perspective, what matters most 
when evaluating or rating interfaces is the performance of us-
ers. However, relatively few studies have focused on perfor-
mance measures. At the same time, performance measures 
alone can only suggest whether a display is potentially useful, 
but not where the problems within the display are. Other met-
rics are needed for that; nevertheless, there has not been, to our 

knowledge, a systematic evaluation of which other measures 
and approaches are most suitable for evaluating EMRs. There 
is a need to determine which measures correlate best to per-
formance and, crucially, can provide additional information 
about the problems within a display. These measures would 
then form a framework for the systematic and objective evalua-
tion of EMRs.  

Eye Tracking 

Eye tracking is a non-invasive, infrared-based tech-
nique to trace where a user is looking on a screen [52]. Eye 
tracking has several advantages over other ways of evaluating 
data overload. In particular, it is a non-invasive and objective 
measure [57]. Eye tracking also makes it possible to trace 
changing information access strategies over time at a fine-
grained level of analysis [58]. [38] were the first to use eye 
tracking to systematically evaluate the effects of EMR data 
overload on physician performance while making diagnoses. 
They suggested a number of eye tracking metrics that proved 
to be very beneficial, such as convex hull area and spatial den-
sity [55]. However, it is not certain if these metrics generalize 
to all EMR displays. These metrics will thus be further tested 
in this research. 

Image Processing Techniques 

Image processing techniques that measure data over-
load based on pixel characteristics have also been used to 
measure data overload [5], [11], [61], [65]. In some approach-
es, the algorithm produces a scalar value that represents the 
level of data [11]. Other algorithms create what is called a data 
overload map by outputting a number of scalar values that rep-
resents the data overload in different locations in the display 
[66], [67]. In addition to that, some researchers have used the 
color-cluster metric that relies on the definition of data over-
load as a function of color variation [61]. One of the most cited 
techniques proposed the feature congestion, sub-band entropy 
and edge density metrics [5]. This approach will be adopted in 
this research  given its widespread use and validation [68]–
[70].  

 
GOMS  

Goals, Operators, Methods, and Selection Rules 
(GOMS) decomposes the task into goals and sub-goals [72] to 
determine the amount of time needed to complete a task [73]. 
Goals are the tasks to be completed, operators are the different 
actions taken to accomplish the goals, and methods are the 
operators’ sequences that should be followed. Finally, selection 
rules are responsible for choosing the best method to accom-
plish the goal [73].  

 
III. Methods  

This study will be divided into three main phases, 
which will address the three specific objectives: 1) outline all 
the functionalities of the EMR in the FM Department, 2) un-
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derstand the user needs of physicians in the FM Department 
with respect to the EMR; and 3) conduct a controlled experi-
ment to gather and evaluate the different suggested metrics in 
order to identify the most appropriate ones for evaluating data 
overload. The three phases are explained below. 
 
Phase I 

Phase I will tackle the first objective of this research, 
which is to outline all the functionalities of the EMR. This 
phase is already underway. As a first step, I have had several 
meetings with Dr. Joumana Antoun, an Assistant Professor of 
Clinical Family Medicine, to learn more about the EMR sys-
tem and how it is used by physicians (see Figure 1 for an ex-
ample of a page in the EMR). Dr. Antoun explained about the  
 
 
different tasks that physicians perform as part of their work, 
and how the EMR supports these tasks. Dr. Antoun also 
showed and illustrated the use of another version of the EMR 
that she has developed. This version has not been tested yet. It 
will be adjusted as part of this study and compared to the origi-
nal design as a means of assessing the proposed metrics. 

Following from my meetings with Dr. Antoun, I con-
ducted a cognitive task analysis (CTA) of the EMR. This is an 
approach that involves breaking down the use of a system into 
a series of tasks, and then breaking down each task into its 
constituent steps. An example of one part of this CTA (for one 
task) can be seen in Figure 2. 
 
Phase II 
 

In Phase II, the main idea will be to understand the 
needs of physicians. This include understanding 1) the typical 
workflow of FM physicians, 2) what specific tasks physicians 
perform using their EMR as part of this workflow, and 3) ex-
actly what steps are undertaken using the EMR to achieve 
these tasks. In order to obtain this information, it is necessary 
to gather input from several FM physicians to build on what 
was obtained from Dr. Antoun.  

Figure 1 EMR Interface for the Progress Notes display 

                

….  

Figure 2 Cognitive Task Analysis for the first task 

The participants of this phase will be 20 physicians, 
residents and experts in the AUB FM Department. Participants 
for this study will be recruited through email. An email will be 
sent to all physicians in the FM Department explaining the 
significance of the research and what the study will entail. 
Physicians will be asked to respond to the email if they would 
like to participate in this study and the PI will then get in touch 
to schedule a session.  

I will provide physicians with screen-recording soft-
ware and ask them to record their screens for one patient ses-
sion, which typically runs for around four hours. Physicians 
will be asked to exclude patient names from their screen re-
cordings. Immediately prior to the patient session, I will briefly 
meet with the physician to provide final instructions, solicit 
any questions/concerns, and provide the consent form for the 
physician to sign. Then, immediately following the completion 
of the patient session, I will meet with the physicians for one 
hour. The physician will be asked to replay the screen record-
ing and explain the different tasks and objectives at each step 
of the process. The recorded video will be destroyed at the end 
of this meeting. 

The data that will be collected from this phase will be: 
the tasks that physicians performed during each patient en-
counter, what parts of the EMR were used for each task, the 
sequence in which these tasks were carried out, and the ap-
proximate amount of time that physicians took to complete the 
above discussed five tasks.  

At the end of the interview, I will also ask the physi-
cians to tell me what they think should be changed in every 
display, what areas they think contain data overload, and any 
other comments that they may have.  
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The data from these interviews will be used to identi-
fy the full list of tasks that can be performed with the EMR, 
together with all the steps needed or possible to accomplish 
these tasks. We will also identify the most commonly per-
formed tasks and the pages of the EMR that are most frequent-
ly visited. Moreover, the results obtained from this first study 
will be used to identify five tasks that are used the most or are 
in significant need of improvement. These tasks will then be 
tested in Phase II. In addition, the knowledge gained from this 
phase will be used to improve and adjust the new EMR page 
developed by Dr. Antoun.  
 
Phase III 
 

In this third phase, a controlled experiment will be 
conducted with the goal of assessing the proposed data over-
load evaluation methods. The methods and metrics that will be 
evaluated are: eye tracking, mouse movements and clicks, im-
age processing algorithms, and GOMS. Of these, only the im-
age processing algorithms and GOMS will be calculated prior 
to the start of the experiment since they do not require any par-
ticipant involvement. The GOMS analysis will be done using 
the CTA that I developed, whereas the algorithms will be done 
through MATLAB using the freely-available algorithms of [5]. 
The eye tracking measures and mouse movement clicks, on the 
other hand, in addition to the performance measures of re-
sponse time and error rate will all be collected during the ex-
periment.  

The location of this experiment will be the Cognitive 
Psychology and Human Computer Interaction Lab of the Psy-
chology Department (Jesup Hall, Room 107), which contains a 
Tobii X.2 eye tracker. 
 
Participants. The participants of this phase will also be 20 
physicians from the FM Department at AUBMC. They will be 
recruited via email as in Phase II. In this phase, participants 
will be awarded a $25 gift card from a restaurant in the Hamra 
area.  
 
Experiment Design. The independent variables will be the 
type of task (total of 5 different tasks, as determined from 
Phase 1) and the amount of data overload (low vs. high). Low 
data presence refers to the case where only a few data are pre-
sent on the display and the required information is easily found 
and extracted from the display. On the other hand, high data 
levels refer to displays that contain many information present 
with many distractors and the information extraction process 
will be harder and will take more time. The new interface de-
veloped by Dr. Antoun will play the role of the high data dis-
play, whereas the original system will be the one with low da-
ta. 

In this phase, participants will be asked to complete 
the set of five tasks listed below.  
 

- Task 1: Read Previous Notes: 
- Task 2: Review Patient Disease History 
- Task 3: Check if preventive services were needed 

- Task 4: Order Lab Reports: 
- Task 5: Check Vaccination 

For this experiment, participants will have to perform 
a set of 40 scenarios that represent typical patient cases in the 
FM Department. For each EMR display, there will be four tri-
als of each task (i.e., each task will be repeated for four differ-
ent scenarios), for a total of 20 scenarios per EMR display. The 
same tasks will be repeated in the current and new EMR ver-
sions. Each scenario is expected to take a maximum of three 
minutes. These scenarios and tasks will be developed with the 
help of Dr. Antoun in order to make sure that they are realistic. 
The patient names and personal information will be fictitious 
but the actual patient data will be real data obtained from the 
Co-PI (the data will be devoid of any names or identifying in-
formation). The order of presentation of the tasks will be coun-
terbalanced.  

 The dependent measures in this phase will be re-
sponse time and error rate for each task, the number of mouse 
clicks recorded while performing the different tasks, and eye 
tracking metrics  
 
Experiment procedure. The researcher will go over the in-
structions for the experiment with the participants in detail. 
The researcher will also show the participant the new EMR 
page and explain how to use it. After this step, the eye tracker 
will be set up and calibrated, which will involve asking partici-
pants to look at a set of points on the screen in order. This first 
part of the experiment is expected to take around 20 minutes. 
Next, the eye tracker will be calibrated according, after which 
the experiment can start when all the tasks on one interface are 
done, they will be given a 5-minute break and will then contin-
ue the experiment with the other EMR interface. 
 
Data Analysis and Results. Repeated-measures ANOVA will 
be applied to the output of the experiments to determine if 
there are any significant difference in the results when varying 
the independent variables, data levels (low, high) and tasks. In 
addition to that, we will correlate the four metrics with the per-
formance results and use that to develop recommendations for 
evaluating EMR displays. 

IV. Conclusion 

This research will add to the human factors, usability, 
and design literature. A systematic evaluation of these different 
data overload evaluation metrics has not yet been done, and 
this research will thus provide an overview of the benefits and 
limitations of the different approaches.  

This research is also expected to help usability profes-
sionals select the most appropriate metrics and methods to ana-
lyze EMRs. Finally, this research is expected to generalize to 
other displays in complex domains, such as aviation and pro-
cess control. The use of the metrics suggested in this research 
will help prevent the display usability issues, such as data 
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overload, that have been known to compromise safety and effi-
ciency in complex systems.  
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Abstract 
This paper presents the existing situation of annual 

maintenance scheduling in cement industry. The search shows 
that there are strong areas such as defined mission and vision, 
highly experienced maintenance engineers and workers, external 
labor are always available and spare parts follow up via 
computerized system. Other areas are found weak such as lack of 
planning unit, long time in scheduling, non-flexibility of schedule 
tasks, dependency on experienced personnel to determine tasks 
requirements, no respect for the schedule allocated and no follow 
up on schedule results. The result of this study will be significant 
to cement industry in minimizing scheduling time and external 
labor and granting flexible scheduling software for their annual 
maintenances. 

1. Introduction 
Maintenance is a set of actions necessary for retaining or 
restoring a piece of equipment, machine or system to a 
specified operable condition to achieve its maximum useful life. 
In cement industry the majority of preventive and routine 
maintenance is carried out during plant operation; however, 
major maintenance tasks necessitate shutting down the entire 
production line. Annual maintenance is extremely complex due 
the amount of repair works to be fitted in into a short interval 
of time. Which make the whole process of planning and 
scheduling difficult to manage. 

The purpose of this study is to increase the efficiency of the 
maintenance scheme applied by assessing and improving the 
deficiencies in the current annual maintenance planning and 
scheduling. As well as by optimizing the number of 
maintenance staff to be contracted. To help achieving this 
outcome, a scheduling program must be coded to optimize the 
allotting of maintenance tasks taken into consideration time 
slots, tasks’ priorities and resources required to accomplish the 
job. The main goal is to efficiently maintain the system while 
minimizing its maintenance cost. 

The study aims to map the current situation of the daily 
workload for maintenance engineers and planners and find a 
way to optimize the scheduling which leads to lowering annual 
maintenance costs. The main objectives are 

- What the current applied maintenance scheme that 
cement plants follow? 

- To what extent are cement plants working with annual 
maintenance tasks prioritization? 

- What system or software are the cement plants using at 
the mean time? 

- What are the scheduling software characteristics and 
specifications? 

- How bottlenecks are specified and dealt with? 
- How to optimize the resources allocation to tasks? 
 

2. Cement Industry 
2.1. Cement Manufacturing Process 

[1] Cement manufacturing industry is identified by North 
American Industry Classification System (NAICS) code 
32731 (formerly identified as SIC code 3241).  
The procedure of cement making follows: 
1-  The cement manufacturing process starts by 

extracting the main raw material from quarry and 
transported to the plant. This basic raw material in 
known as limestone. 

2- The raw material limestone is combined with clay, 
pounded in a crusher and stored in silos. Sand, iron and 
bottom ash are then added to the limestone and clay in a 
precise calculated quantities and all together grinded 
into a fine powder in a roller mill. 

3- Next, the fine powder is heated as it passes through the 
Pre-Heater Tower into a large kiln. The kiln is at the 
heart of the manufacturing process. Once inside the kiln, 
the raw meal is heated to around 1,500 degrees C - a 
similar temperature to that of molten lava. Upon exiting 
the kiln, the clinker is cooled and stored, ready for 
grinding, to produce cement. 

4- The clinker is combined with small amounts of gypsum 
and limestone and finely ground in a finishing mill. The 
mill is a large revolving cylinder containing tons of steel 
balls that is driven by a motor. The finished cement is 
ground so fine that it can pass through a sieve that will 
hold water.  

5- Finally, the cement is stored in silos before being 
shipped in bulk or in bags to the sites where it will be 
used. 

2.2. Maintenance in Cement Industry 
Khan and Darrab [2] reported that the purpose of 

maintenance is not only to upkeep the plant machinery and 
equipment preventing from failure and breakdowns, increasing 
reliability, maintainability, and availability of the operating 
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system for maximizing production, but also to improve quality 
and boost higher productivity through improving capacity, 
faster and more dependable throughput, reducing inventory, 
and lowering operating cost. 

In cement industries, maintenance cost consumes 
approximately 20-25 % of the total production system, which 
comes in second rank after the energy cost [3]. Due to that fact, 
cement industries are focusing more on the maintenance area 
in the last few years.  

In the past the equipment in cement industry was not so 
multifaceted while on the other hand more operators where 
required to keep the line operating. At that time maintenance 
had no large influence on production. Quantity and quality of 
the cement was proportional to the skills of the operators and 
how fast they can react. As technology was improving and 
increase in automation, more focus was shifted on maintenance 
and non-planned stoppages became so unfavorable to happen 
as they could highly affect the productivity. Achieving that 
goal was not possible without proper planning and scheduling 
for all resources.  “Fig.1” summarizes all types of maintenance 
[4]. 

 
 
 
 
 
 

 
 
 
 
 
 

 
Fig. 1: Maintenance Maturity Continuum 

 
2.3. Maintenance Planning and Scheduling 

Planning is a detailed program on how to do the job.  
Scheduling is writing the process and specifying when to do 
the job. It specifies the tasks to be done, all the resources 
required, durations on which the task can be executed, and 
the equipment and tools. 
Matt Midas [4] in his article Best Practices of Maintenance 
Planning and Scheduling, 2015 mentions that without 
planning and scheduling, the wrench-on time for a company 
is on average only 35%. That means that for every 
technician working an 8-hour day, only 2.8 hours of actual 
work on assets is done. 
As per Bruce Hawkins and Timothy C. Kister [5], 
Maintenance planning consists of the following points: 
- Maintenance Planning is arranging specific tasks, ahead 

of time, that require to be done in an efficient and 
effective manner when the job is required to be 
implemented in the future.  

- Maintenance Planning is a process of detailed analysis 
to first deter- mine and then to describe the work to be 
performed, by task sequence and methodology. 

- Maintenance Planning provides for the identification of 
all required resources, including skills, crew size, labor-
hours, spare parts and materials, special tools and 
equipment.  

Maintenance scheduling process is allocating selected 
resources and resource skills to complete a specific job. The 
purpose of maintenance scheduling is to make sure that 
specific resources such as material and personnel are 
available at the same time when the equipment is ready to be 
worked on. 
Scheduling objectives could be summarized as below: 
- Minimize overall maintenance cost 
- Minimize equipment downtime delays 
- Insure that all maintenance needs are prepared (spare 

parts, tools, personnel…) 
- Tasks prioritization with respect to the whole operation 
- Perform the work in safely manner 

In order to achieve the objectives of scheduling below 
prerequisites need to be taken care of: 

- Lead time: the time that is allocated for the maintenance 
shall be well known and set ahead of time so that the 
tasks can be effectively planned and scheduled 

 
3. Present Situation 

The offered information is selected depending on the areas 
covered in this study but with some complementing areas 
to help capture the whole picture.  The former are data 
collected from interviews and mails with the employees of 
cement industries; in addition to internal documents 
collected. 
3.1. Annual Maintenance Procedure 

In cement plants, each production line shall undergo at least 
one total shut down maintenance period throughout the year, 
this period is referred to the “Annual Maintenance”. Annual 
maintenance is the most expensive of all other maintenance 
jobs in the cement industries, not only because of the 
production loss, but also due to the major maintenance being 
performed.  Industry surveys report that between 25 and 
52 % of maintenance budgets are expended in individual 
area or whole plant shutdowns [6]. The complexity of 
maintenance planning is though higher because of some 
characteristic that distinguish from other types of scheduling 
[7]. 
Annual maintenance is the most complex maintenance 
period due to: 
- Short duration 
- Critical equipment maintenance tasks are usually more 

complex than small repeatable equipment maintenance 
tasks 

- Pressure from trying to plan and schedule as much tasks 
as possible during the stoppage period 

- Huge number of tasks to be executed 
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- Numerous contractors on site at same time 
3.2. Annual Maintenance Planning and Scheduling 

In order to understand the present situation regarding how 
the annual maintenance planning and scheduling take place 
at the mean time; visits were conducted to several Lebanese 
cement factories, and e-mails conversations were organized 
with contacts at several Portuguese cement factories. 

3.2.1. Annual Maintenance Planning Process 
In all the cement plants that where contacted during this 
study, it showed that 100% follow the same planning 
procedure while preparing for their annual maintenance. 
Each cement plant has personnel known as “Inspectors” 
whose daily role is to travel around the plant check over 
equipment’s situation. Inspectors always write notes about 
the cases they witness and report to their managers. Some 
cases are critical, need to be acted upon directly while other 
cases are shifted to the annual maintenance. When the 
annual maintenance date and time is agreed upon by top 
management, the maintenance team meets to decide on the 
tasks they need to implement. In all the plants it was clear 
that the tasks are being chosen based on the experience of 
the personnel. Where either the experienced supervisors or / 
and inspectors are deciding on the following: 
- Choosing the tasks (no priorities indicated, while they            

mention all possible tasks) 
- Specifying the required skills for each task 
- Specifying the number of personnel required for each 

task 
- Specifying the duration of the tasks 
After all tasks are ready, the plants that have a planning 
department, the tasks are sent to the named department for 
scheduling, while in the plants that lack this department, 
usually the head of units arrange their own schedule via 
Microsoft Projects software. 

3.2.2. Annual Maintenance Scheduling Process 
At this stage the management had set the duration for the 
annual maintenance and the maintenance shift timing. The 
three possible shift timing observed are: 
- 2 shifts – 12 hours each (most commonly implemented) 
- 2 shifts – 8 hours each 
- 3 shifts – 8 hours each 
It’s time for the scheduler to distribute the tasks over the 
stoppage period in the most efficient way taking into 
consideration the available internal personnel and decreasing 
as much possible the external personnel required. All the 
contacted plants use the MS Project as main scheduling 
software for their annual maintenance. All of them expressed 
the restrictions and the time consuming that the system 
obliges as mentioned below: 
- Several tasks exceeds 12 hours and could be 

implemented only during day shifts, in this case the 
task shall be split over many day shifts. This can be 
only done manually on MS which is a real time 
consuming and tough job for the planner. 

- MS is non-flexible software in cement plants’ annual 
maintenance scheduling. Whenever there is a 
predecessor link for a task, it is so hard to change the 
task place among the schedule since this will cause 
change in all the remaining tasks that follows. These 
cases are faced a lot due to several reasons. 

- Since all the tasks are suggested by inspectors 
depending on some written notes that have been taken 
or depending on their memory, some tasks are missed. 
When these tasks are asked to be entered in the 
schedule later on, this causes a chaos in the schedule. 
That’s why whenever a task is being missed, most of 
the time the schedule is not revised and the task is not 
included in the schedule. 

3.3. Strengths and Improvements 
The strengths in planning and scheduling found in the 
cement industries will be mentioned below; in addition to 
weak points witnessed that has room for improvement.  
Strengths 
- Defined mission and vision for the plant 
- Highly experienced maintenance engineers and 

maintenance workers which have great knowledge 
about the processes and equipment 

- External contractors are always available to be 
contracted for the additional tasks 

- Software for following up on spare parts 
- Trainings for all employees at all levels each in his 

domain 
Weaknesses 
- Lack of planning unit  
- Dependency on experienced individuals to indicate 

tasks duration 
- Dependency on experienced individuals to indicate 

skills and number of personnel required for each 
maintenance task 

- Long time for scheduling 
- Non flexibility in schedule tasks 
- No respect for the schedule allocated 
- No task prioritization 
- No schedules follow up 
- Planners rank in plant hierarchy 
 

4. Improvement Proposals 
The proposals have considered the fact that the spare parts 
for the maintenance are available at premises and there are 
no restrictions on the number of external maintenance staff 
and the duration of hiring. 

4.1. Establish Maintenance Planning and Scheduling 
Unit 

Without proper planning and scheduling, maintenance, at 
best is hazard; at worst, it is costly and ineffective. The 
completeness and complexity of maintenance planning and 
scheduling improves and increases the level of production as 
it reduces the halting time. Well-Planned and scheduled 
tasks have many advantages over non-planned tasks: 
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- Efficient performance 
- Less cost 
- Decrease operation stoppages 
- Better work quality 
- Higher workers’ satisfaction 

4.2. Facilitate Communication with all Other Units 
The maintenance planning and scheduling goals should be 
circulated among all other units, directly or indirectly related 
to maintenance department.  
During the annual maintenance preparation period, plans and 
schedules could be improved by having maintenance and 
production representatives attending single planning meeting 
where the plan and schedule adjusted in the presence of all 
parties, which lead into massive time saving in revising the 
schedule over and over again. 
When the schedule is finalized, checked and approved it 
needs to be communicated into all other maintenance and 
production units. Team work is highly required among the 
planning and scheduling unit and other units, therefore to 
communicate all the time is a critical point for success. 

4.3. Tasks’ Information Standardization 
Usage of tasks’ history for launching standard tasks 
durations, parts, and consumables for repetitive tasks is a 
must, that’s what is referred to by tasks’ information 
standardization. Each plant shall get the most out of its 
CMMS / ERP system they are using. Moreover, a data base 
may be built out that includes all the possible tasks that may 
occur during an annual maintenance including the critical 
information required by the planners. In order to obtain 
world-class maintenance, a system for data collection is 
required, that can handle data related to breakdown 
frequency, duration of maintenance and so on [8]. It is 
advantageous to have a system that can record data in real-
time which continually updates the information in the system 
[9].  

4.4. Tasks Criticality and Prioritization 
Each task to be scheduled depends on the equipment 
criticality and its priority among other tasks. Annual 
maintenance by definition it is mainly for the maintenance of 
critical equipment, while it also includes several other 
equipment benefiting from the outage. Task priority is a 
factor for sequencing work planning, where the highest 
priority tasks are the first to be planed and scheduled. 
Usually the requested of the task shall indicate the task 
priority for the planners and schedulers. 
Equipment criticality is to rank each equipment in relation to 
how much it affect the production process. Usually 
equipment’s’ criticality is set by the production department 
as they are responsible for the process in cement plants. 
Bruce Hawkins and Timothy C. Kister [5] had defined 
equipment criticality and job priority assignments in their 
book Miantenance Planning and Scheduling: Streamline 
your organization for a Lean Environment published on 
February 2006 as below: 
 

Table 1: Equipment Criticality 
Criticality Description 

10 Shuts down entire plant 

9 Shuts down more than one line 

8 Not spared production equipment / shuts down one line 

7 Mobile equipment 

6 Spared production equipment / not spared support 
equipment – product can be made on one or more lines 

5 Support equipment spared 

4 Infrequently used production equipment 

3 Miscellaneous equipment 

2 Roads and grounds 

1 Buildings and offices 

 
Table 2: Job Priority Assignments 

Index Title Job Planning 

E Emergency Un-Plannable 

1 Urgent Un-Plannable 

2 Critical Usually Un-Plannable 

3 Rush At least partially plannable 

4 Essential-but 
deferrable Plannable 

5 Desired Plannable 

6 Shutdown Plannable 

7 Routine Plannable 

 
4.5. New Scheduling Software 
Studying and assessing the currently applied maintenance 

scheduling software in all 5 factories considered in this study, 
MS project software is not giving the required results in 
scheduling the annual maintenance. A scheduling program 
must be coded to optimize the allotting of maintenance tasks 
taken into consideration the time slots, tasks priorities and 
resources required to accomplish the job. The software details 
mentioned further in section 5. 
5. Scheduling Software 

First of all it is necessary to acquire complete and accurate 
reading concerning equipment operation, accidents and their 
consequences, maintenance operations and their costs, in order 
to know real operational conditions. So, there is a need for 
reliability data collection in relation to all types of components 
from the field records of installations and operations. An 
interface for entering maintenance tasks has been created as 
shown in “Fig. 2”. 
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Fig.2: Maintenance Task 
 
The database is built including the following information: 
- Equipment number 
- Maintenance tasks for each equipment  
- Tasks’ durations 
- Personnel required to implement the task 
- Tools required for the task 
Tasks duration and personnel required has been calculated 
from the average duration history collected from the past 5 
years data collected at Sibline cement factory in Lebanon.  
When the planner receives the list of tasks required for the 
maintenance, they choose them from the database and 
forward them to the scheduling interface.  
The schedule can have input from 2 sources: either from the 
database or directly from an excel sheet. 
The scheduling interface as shown in “Fig. 3” obliges the 
planer to enter the following requirements: 
- Annual Maintenance period start and end dates 
- The shifts required and the hours per shift 
- Choose which days are non-working days 
- Task priority 
- Task shift (day-evening-night or multi-shift) 
-  Specify if any task has a predecessor 
- Specify task date “if the task has a specific date to 

start   with” 
 
 
 
 
 
 
 

 
 

 
 
 
 
          
                              
 

                                Fig. 3: Schedule Interface                     
 
 
 

5.1.  Scheduling Software Algorithm 
The schedule algorithm is transferred from the real manual 

situation that the planners work in. the steps are shown in 
below “Fig. 4”: 

 
 
 
 

 
 
  
 
 
 
 
 
 
 
 
 
                        
 
 
 
 
 
 
 
 
 

   
 

Fig. 4: Scheduling Software Algorithm 
 
 
Scheduling: Start with the task having maximum number of 

staff and having the longest duration. This task will be 
followed by task with same number of staff, same or shorter 
duration; in condition they both could be performed during 
same shaft. If it is not possible; the second task will be deferred 
to the next day or night shift, and the system will search for 
another task from the database to fit with the remaining time of 
the same shift. 

Another scenario, supposing that we already assigned task at 
the start of a certain shift, this task doesn’t require all member 
of staff to be involved to perform the task, the requiring staff 
would be allocated to do task requiring less number of people 
in parallel time slot. In one condition, the personnel should be 
able to complete the task. This is all in function of the number 
of shifts per day, whether 2 shifts of 12 hours each or 3 shifts 
per day of 8 hours each. 

5.2 Data Collection 
As mentioned earlier, cement industries are the target of this 

study. The study included one known cement industry in 
Lebanon, Sibline Cement, from which the maintenance tasks 
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data was collected. The data collected are: maintenance areas 
and their codification, all equipment in the plant and their 
codification, all maintenance tasks applied at Sibline since 
2013, timing of the tasks, personnel type and number for each 
task, standard tools used per task. In addition to several 
schedules that where already implemented at Sibline in 
previous annual maintenances. All attained tasks where 
inserted in the data base created and transferred into a test 
project. In addition for testing a complete schedule in order to 
compare the real life one that was implemented in Sibline with 
the software results. 

5.3 Results and Discussion 
Real life annual maintenance project that has been 

implemented at Sibline cement plant, 10 days project, was used 
as a test project to analyze the software results. Software 
schedule output shown in “Fig. 5”: 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
“Fig. 5”: Software Schedule Output 

 
Table 3: shows a comparison between the time taken with 

the planner to prepare the schedule on MS projects manually 
and the new software scheduling. 

 
Table 3: Time Comparison  

 

 
MS Projects  New Software 

Time to insert tasks (mints) 30 5 

Time to finalize the scheduling 
(mints) 300 5 

Revision 1 180 5 

Revision 2 120 5 

Total (mints) 630 20 

Saved Time (mints) 610 

 
Result 1: Approximately ten hours were gained for the 

planner during preparing the annual maintenance schedule. 
Indirect cost saving 10 hrs* 14 $/hr = 140 $. 

Result 2: During the following annual maintenance project, 
Sibline had contracted 35 external staff per day to help over in 
the job (based on duration and personnel number estimated by 
the experienced inspectors, in addition to the manual schedule 
prepared via MS projects). After running the software, the total 
required external to help was decreased into 27 per day. 
Calculation below will show the cost reduction that the 
software had resulted. 

35 external * 12 hours = 420 hrs*10.5 $/hr= 4,410 $/day 
27 external * 12 hours = 324 hrs*10.5 $/hr= 3,402 $/day 
In such a small project, in addition to the simplicity and easy 

work brought into a planner  the software has saved 
approximately one and a half working day for the planner, 
despite the frustration they have with each revision that leads 
to major changes. Moreover, cost wise, the software was able 
to attain 10,000 $ direct cost saving for the total annual 
maintenance in just 10 days. 

 
6. Conclusion 
Throughout this work, it has been shown that the problem is in 
using the MS Project as main scheduling software in addition 
for the dependability on the experienced staff estimation of 
duration and staff required for a task. The software proposed 
was evaluated through case studies and proven to give better 
results from both the planners using the software and annual 
maintenance cost. 
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Abstract-	  The delay in project schedule is a serious problem, and 

almost all projects suffer from such delays whether they are small, 
medium, or large ones.  Delays might cause financial losses 
especially in big projects. The question is why this problem is still 
there, with all the advancements in project scheduling techniques? 
One important reason seems to be related to the methods that are 
utilized in analyzing project schedules such as CPM and PERT, 
which fail to capture the risk accurately.  This paper attempts to 
estimate the probability of a project being late by accounting for the 
topology of the whole project network instead of just looking at one 
path, as in CPM or PERT.  The method we develop, PERT-IA, is a 
hybrid of PERT, which considers the path with the longest duration, 
and an independence analysis (IA) that assumes that all paths of the 
network have independent durations.  The method estimates the 
lateness probability as a weighted average of that from PERT and 
IA, with the weight on PERT being high for project networks having 
paths exhibiting high commonality (i.e., have many common 
activities).  Results in this paper show that using PERT-IA improves 
schedule risk analysis, over PERT, by yielding better estimates of the 
probability of being late.  This is validated using Monte Carlo 
simulation.   

I. INTRODUCTION 

Completing project on time is the target goal that all of 
project managers focuses on, no matter how large or small this 
project is. The aim to complete all the project tasks remains the 
same by using project management, but the question that 
should be asked is why almost all projects usually exceed their 
schedule. Many reasons causes projects exceed their schedule 
like in sufficient schedulers, relying just on software, not 
having a proper description for the project requirements, and 
one important reason is understanding the influence of risk 
attitude on decision making [4]. Schedulers don’t care much 
about the input data and its quality; all they care about is 
having an output that satisfies the customer or the manager. 
Ignoring the quality of the input data will lead to a big problem, 
which is project schedule is not realistic or achievable. 

 
As in [3] it is critical for the success of the company to apply 

project management, and the most important methods used are 
PERT and CPM. Even though these two methods made a 
revolution in project management the concept of these two 
methods was not complete, many enhancement should be 
applied on them. The proposal suggests increasing the 
efficiency of scheduling, and to do so we tested the probability 
of being late for some networks and we compared them to 

simulation results. To see for what types of networks the 
difference between results of probability of being late increases, 
to analyze and figure a solution to minimize this difference, 
and to conclude that how several characteristics of the network 
could affect the probability of being late calculations.  

PERT-IA is a new approach form PERT; the unique concept 
behind this approach is totally new. Research on PERT falls in 
so many domains, and in order to come up with PERT-IA we 
worked on the mathematical assumptions behind PERT. In 
order to give more accurate results, many researchers focused 
on the task time distribution for PERT. This paper shows by 
numerical comparison, how can we get more accurate results 
when using the network topology in PERT calculations. In this 
paper we show how Using network features can give different 
results than regular PERT. 

With these motivations, this paper develops the hybrid 
method PERT-IA, which estimates the lateness probability as a 
weighted average of, PERT and IA. What makes PERT-IA 
really different is how the network topology features are 
represented in the calculations.  

This paper is organized as follows: states the first approach 
which is commonality percentage; section 3 states the second 
approach which is potential critical path and weight of 
commonality approach; section 4states the third approach Pert-
IA and the three methods that go under this approach, Pert-IA 
regular, Pert-IA weighted average, and Pert-IA maximum; 
section 5 states the methodology to be followed; section 6 
states the comparison between the results of Pert-IA approach 
methods. 

II. LITERATURE REVIEW 

Our work contributes to four streams of literature. One is on 
PERT. The second is about PERT limitations, why it is needed 
to make changes on PERT. Attempts to improve PERT. The 
last section is on Monte Carlo simulation. 

A. PERT  
For over four decades the Project Evaluation and Review 

Technique (PERT) has been the most effective tool in project 
management. As in [2], PERT is an approach that enhances 
Critical Path Method (CPM), because it takes into 
consideration the uncertainty in activity durations. PERT and 
CPM have been used since the 1950s, both methods were 
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developed after the Second World War to estimate the time 
needed to complete a project. PERT is used in calculating the 
probability to finish a project by a given time that is why it’s 
the probabilistic approach from CPM, which considered a 
deterministic one [3]. CPM was developed in the 1957 in order 
to help in scheduling maintenance shutdowns of chemical 
processing plants by J.E. Kelly from Remington-Rand and 
M.B. Walker from DuPont. In a short time after CPM was 
developed, the U.S. Navy in 1958 invented PERT in order to 
manage the progress Polaris missile [1]. Although PERT 
considered an advanced version of CPM, both methods are 
network-based techniques. Applying PERT on a certain project 
includes the following steps: 

The first step is Building the network model by determining 
or estimating duration times for each activity, and precedence 
relationships. In this phase nodes are used to represent the 
activities and arrows used to connect the nodes. Dummy 
activities are used in the network construction, because it is not 
allowed for two different activities to have the same starting 
and ending nodes. What differentiate PERT from CPM is 
dealing with the uncertainty in activity duration; to deal with 
this PERT uses the three-point estimation technique as in [5] 
PERT model contains estimation for three times for each 
activity in the network: 

Pessimistic time (b): the longest time that an activity might 
be completed in. 

Optimistic time (a): the shortest time in, which the activity 
can be, completed in.  

Most likely time (m): the time needed to complete the 
activity that has the highest probability. 

The expected time or the mean completion time for each 
activity is then estimated using the following weighted average: 
mean=[(a + 4m + b) / 6]; and the standard deviation as (b-a)/6. 
Then the network is analyzed using the estimated mean of each 
activity time.  

The second step is to determine the critical path. In order to 
do so we have to calculate the slack time for each activity, and 
if it is zero then this activity belongs to the critical path. It is 
required to find out four values for each activity, to calculate 
the slack times. The values are Earliest Start time (ES), Earliest 
Finish time (EF), Latest Start time (LS), Latest Finish time 
(LF). By working forward through the network, and 
considering the predecessor activities, the ES and EF of each 
activity are determined. The LS and LF are calculated by 
working backward through the network. The activity slack 
time is then the difference between LS and ES, if its value is 
zero then this activity belongs to the critical path. The longest 
path in the project is the critical path, which determined by 
adding the times for the activities in each path. The sum of 
means for activates on the critical path are normally distributed, 
which is an assumption in PERT method. This previous 
assumption allows the probability calculations of the project 
completion by a given time, as stated in [4]. 

B. PERT Limitations 

Schedules must be realistic and in order to do so PERT 
limitations should be enhanced. PERT has many limitations; 
one of the most important limitations is data quality [21]. 
Using estimated data for activities duration in PERT, is 
considered to be the main cause of the unrealistic output [14]. 
So it is normal to have a misleading, wrong result, and projects 
exceeding the scheduled completion date [15]. The reason 
behind that is most people care only about the output, and they 
pay no attention to the input as in [21]. Determining the proper 
distribution to use for estimating activity durations is one more 
problem that faces PERT [21]. People behind project 
scheduling usually don’t spend the proper time to determine 
which distribution among Triangular, Beta, Normal, or 
Uniform is the best for each project activities [16]. Project 
scheduler does not spend much time in choosing the proper 
distribution because of many reasons, being afraid from the 
project manager, owner, customer, or competency [17]. One 
more limitation is the critical path is not the shortest path, 
because this fact may change during the project execution [18]. 
Non-critical path may become critical and determine project 
date of completion, this is because the uncertainty assigned to 
each path in the project [19]. 

 
As in [3] it is critical for the success of the company to apply 

project management, the most important methods to do so are 
PERT and CPM. Even though these two methods made a 
revolution in project management the concept of these two 
methods was not complete. As was also stated by [5], it is 
crucial for all projects to use PERT and CPM and many 
enhancements should be applied on them. The success of any 
organization needs clarity in goals and objectives, it’s also very 
important to identify a schedule for each project or it will be an 
endless open process. PERT makes heave use of network, and 
it could be applied on any project no matter how huge or small 
project is. Also [6] describes how we become in the 21-century, 
and we still lack a project scheduling system that is valid for all 
types of networks similarly. In [7] PERT has been used for 
four decades, and even though it has many shortages PERT 
networks ignores the stochastically nature of activity times, in 
addition to that PERT ignores the effect of reducing some 
activity times on reducing the mean project completion time. 
As for [4] the delays in project schedule can cause losing one 
million per day for some projects and less amounts for other 
but for sure it will cause a non-efficient project execution.  

C. Attempts to Improve PERT 
Most of the research on PERT is related to task time 

distribution, as stated in [8]. Activity durations in PERT are 
beta distributed, and the mean and variance are estimated based 
on three values, which are also estimated. Because of the 
previous many researchers tried to improve PERT accuracy by 
modifying the original three-point estimator. In [20] determine 
which distribution among the four possible distributions should 
be used in representing activity durations. The most commonly 
distributions used are the triangular and beta distributions 
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Hillison (2004). Triangular and beta distributions are the best 
for activity durations because they have the asymmetrical 
property, that matches the risk related to activity durations as 
[21]. Uniform and normal distributions could be used also, but 
the problem is that they must be symmetrical which limits the 
representation of project risk [21]. 

Several papers discuses the attempts to improve PERT, 
which proves that PERT needs an improvement to increase its 
efficiency. As in [9] in order to improve the accuracy of PERT, 
new mean and variance approximation has been proposed. One 
of the approximation advantages that was stated by [9], that no 
more estimation IS required for “pessimistic”, “optimistic” and 
“most likely” time estimates. 

While for another approach like [10], they tried to present an 
approach that try to make sure the activity duration most likely 
value falls in to the mode of the beta distribution. [11], 
presented the same method but their method was not consistant.  

D. Monte Carlo Simulation 
The most important way to overcome PERT, and CPM 

limitations is Computer simulation. Many difficulties that face 
PERT could be overcome by using simulation. [12] was one of 
the first and many researchers that pointed out to how much it 
is important to use Monte Carlo simulation in studying PERT. 
Simulation can enhance PERT in many ways, like flexibility in 
choosing any distribution for activity times, better accurate 
estimates of the project length, and a better evaluation for risk 
in a network schedule.  

Another literature shows the attempts to apply a graphical 
modification on PERT called GERT [13]. The previous 
approach was made to give the ability for the activity time to 
follow other distributions than beta. [14] Presented a 
modification on PERT that allowed each activity completion 
time to follow a distribution. Monte Carlo simulation is widely 
used in computing the project completion time distributions.  

Monte Carlo simulation helps to overcome the uncertainty in 
PERT activity durations. It calculates the uncertainty 
associated with results for a system that has many uncertain 
components in it, by operating and iterating under specific 
rules to overcome the uncertainty. Monte Carlo simulation can 
help effectively in determining and deriving the three activity 
durations estimates (optimistic, pessimistic, and most likely) in 
PERT. Monte Carlo simulation can determine the Pessimistic, 
optimistic, and most likely durations in order to the given 
embedded risk in them [20]. It was founded in 1940s but it has 
not been applied on project management that since. Project 
management uncertainties like the completion time and coast 
estimates used to be solve using Monte Carlo simulation many 
years ago. As in [21] Monte Carlo simulation computes the 
uncertainty of project completion time and coast. Mainly 
Monte Carlo simulation performs the computations of PERT 
schedule many times, because of the uncertainty associated 
with each activity durations. All possible combination of the 
activity durations are used in Monte Carlo simulation to 
compute PERT schedule times.  

 

III. PRELIMINARY RESULTS 

A. COMMONALITY Percentage APPROACH 

At the first approach in this paper the commonality percentage 
factor was the factor that has been used to determine which 
method gives better results in calculating the probability of 
being late. 

• Pert and IA Calculations 

In this document we are going to use PERT to calculate the 
probability of being late for a project, in this method the 
normal distribution is used to calculate the probability, to do so 
three values are needed the first value is the constant value that 
we are calculating the probability for being late for, the second 
value is the mean for this path which is the sum of means for 
all the activities in this path, the third value is the variance 
which is also the sum of variances for all the activities in this 
path. The excel function to calculate PERT probability is 

1-NORMSDIST ((the value that we want to calculate the 
probability for-sum of means for this path)/sum of variances 
for this path ^0.5) 

Before that we calculated the mean and the variance for each 
activity, like the following (it was justified that it’s a Beta 
distribution with mean and variance from Beta density 
function). 

Mean=µ=(Optimistic+4*likely +Pessimistic)/6=(a+4m+b)/6 

The verification for this is that we have (a+b)/2 which it is the 
mid point, and the mean the weight given for 
mean=(a+4m+b)/6 is twice the weight for the mid 
point=(a+b)/2 and the hall is divided by 3 so we get 
[(a+b)/2+2*(a+4m+b)/6]/3. 

Variance=σ^2=((Pessimistic-Optimistic)/6)^2=[(b-a)/6]^2 

For the variance it comes from that for any uniform 
distribution if we took the minimum a and the maximum b, 
there is a 6σ distance between them as shown in figure1, so 
6σ=b-a => σ=(b-a)/6 => σ^2=[(b-a)/6]^2 so its based on a 
theorem for a uniform model distribution, and 99.98 percent of 
the measurements says that a, and b are 3σ units from the mean, 
and in this case it is 100 percent because it is bounded. 

For IA: There is another theory to calculate probabilities, 
which comes from an approximation that the paths are 
independent; we assumed the paths in the network are 
independent to be able to calculate the probabilities of being 
late, and to compare the results with the results from PERT. 
The method is to multiply the results of Probability of being 
early which equals 1-Probability of being late from the 
previous PERT method so we get the Probability of being early, 
and to get the probability of being late in Max or Independent 
approximation (IA) method we subtract the previous result 
from one, the function used in Excel is 

Prob of being early in IA=PRODUCT (Prob of being early 
from Pert) 

Prob of being late in IA=1- PRODUCT (Prob of being early 
from Pert) 

We compared the results from the both previous methods to 
make sure that the results of the work are right, then the last we 
did is simulating project durations and look at the maximum 
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project time; we have to get the same previous probabilities 
that we got using formulas in PERT and IA. We are going to 
generate 20000 paths and see how many ones of them exceed 
the value we want; the number of paths that exceed this value 
is the probability that we are going to compare to our previous 
results. So we found the probability of being late using 
simulation. 

At last we compared the probabilities that we got from PERT, 
IA, and Simulation to see how much are the results close or far 
from each other. 

• THE Approach DESCRIPTION 

A set of illustrated examples for different types of networks 
was used. Five networks each one has different characteristics 
used to proof how the commonality percentage can determine 
which method in between Pert and IA is better for a network. 
The empirical results showed that when the commonality 
percentage is high which means there are many activities that 
are common between paths an the network, Pert gives better 
results because Pert results in calculating the probability of 
being late are closer to the simulation results which considered 
the most accurate method in calculating the probability of 
being late. While for the networks that have parallel paths, 
which means low commonality percentage and low 
dependency IA method gives results that are closer to 
simulation results which means for network that has low 
commonality percentage IA is better than Pert.  

A final result for this approach is, IA is better than Pert when 
the paths are parallel, when there is no common activities, and 
when the dependency is low, no matter whether the length of 
paths is close or far from each other.  

Another result from this approach results is big difference 
between PERT result and IA means that there is a high 
dependency between the paths in the project; so PERT is better 
because of the high dependency.  

The last result from this approach is that, when paths are 
parallel, and highly independent, PERT gives results that are 
closer to simulation results. 

B. POTENTIAL CRITICAL PATH AND WEIGHT OF COMMONALITY 
APPROACH 

This approach is an advanced version of the previous approach; 
at the first approach using the commonality percentage to 
determine which method in between Pert and IA gives closer 
results to simulation is not accurate enough. 

To get more accurate classification two factors are being used 
in this approach, these two factors reflects how dependency 
and paths length affect the determination of when IA is better 
than Pert and visa versa.  

The two factors are Potential Critical Path (PCP), and Weight 
of Commonality (WC). Four points summarize the final result 
for this approach. 

If PCP is high and WC is low, IA gives better results than Pert 
for this network. 

If PCP is high and WC is high, Pert gives better results than IA 
for this network. 

If PCP is low and WC is low, Pert and IA gives similar results 
for this network. 

If PCP is low and WC is high, Pert gives better results than IA 
for this network. 

In this approach two network characteristics, are used to 
determine which method is better for which network.  

In this approach the main goal is to determine which method is 
better in calculating the probability of being late in between 
Pert and IA for different types of projects, two factors are 
going to do so. Several steps should be applied to reach the 
final goal, which is determining if Pert is better for the 
determined project or IA. The first step is eliminating the paths 
that has possibility to be over dominated by the critical path in 
this step the aim is to find the Potential Critical Paths (PCP) 
and a methodology is being used to do the previous. The 
second step is calculating the weight of commonality, which 
means calculating the percentage of common activities in a 
project between all paths except the baths that were eliminated 
using the elimination methodology. The final step is to 
determine depending on the previous results of step one and 
step two which is the best method to use to calculate 
probability of being late for a project, will it be Pert or IA. 

Note: we also can determine weather to use IA, or Pert to 
calculate the probability of being late, P(Late)=WC*P(Late in 
Pert)+(1-WC)*P(Late in IA), so after calculating WC for each 
path, then the average for WC for all paths are calculated, but 
this method is not going to be used. 

A. Potential Critical Path 

The method used to find Potential_Crtical_Paths (PCP) 
is as follows: at first mean and standard deviation 
should be calculated for each path, the path with the 
biggest mean is the critical path, for this path mean-
3*standard_deviation, (µ-3*σ) is calculated while for 
all other paths mean+3*standard_deviation, (µ+3*σ) 
is calculated, then if (µ-3*σ) for Critical_Path (CP) is 
smaller than (µ+3*σ) this Non_Critical_Path (NCP) 
should be eliminated, so if (µ-3*σ) CP<(µ+3*σ) NCP 
=> this paths is a PCP if not then it is 
Non_Critical_Path (NCP) that should be eliminated. 

B. WEIGHT OF Commonality 

To find Weight_of_Commonality (WC), all common 
activities for all activities for each PCP and CP should 
be counted so if an activity belongs to more than one 
path it takes a number that refers to how many paths it 
belongs to, for example if this activity belongs to 4 
paths, the weight for it will be 4, and this weight is 
called Activity_Commonality (AC), then all weights 
for activities which have AC>1 are counted to get the 
Number of Activities with AC>1, then this number is 
divided over Number of Activities-Number of 
activities with AC=0 (Activities does not belong to 
any PCP), so for each path which is critical we 
calculate the ones then we count the ones for each 
activity, so for activities which belongs to more than 
one path, and the path should be critical, we count 
them then we divide number activities with AC>1, 
and we divide it over number of total activities-
activities with AC=0  

Note: ones for activities that belong to non-critical 
paths should not be count. 
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WC=Number of Activities with AC>1/ (Number of 
Activities-Number of activities with AC=0). 

 

C. PROJECT CLASSIFICATION: 

In this step the best method for calculating probability 
of being late is determined (Pert or IA) for the project. 
If WC and PCP percentages are both low then Pert 
and IA could be used (quarter1), if WC and PCP 
percentages are both high then Pert should be used 
(quarter4), if WC percentage is high and PCP 
percentage is low then Pert should be used (quarter2), 
and if WC percentage is low and PCP percentage is 
high then IA should be used to calculate the 
probability for being late for the project (quarter3). At 
the last step the error was calculated using two 
methods the first method is SSE (Sum of Squares 
Error), in this method the squared error is calculated 
for PERT and IA, the following function is used in 
Excel =SQRT(P{Late in PERT}-P{Late in 
Simulation}), while for IA =SQRT(P{Late in IA}-
P{Late in Simulation}).Then the sum of all square 
errors for PERT, and then the same for IA.The second 
method is absolute error, for PERT the function is 
=ABS(P{Late in PERT}-P{Late in 
Simulation})/P{Late in Simulation} then the average 
is calculated.The same should be done for IA 
=ABS(P{Late in IA}-P{Late in Simulation})/P{Late 
in Simulation} then the average is calculated. 

 
               Figure 1: Potential Critical Path and Commonality approach Diagram. 

IV.  PER-IA  

A. PERT-IA Regular 
 In this approach a new method to calculate probability of 
being late was invented this method is called Pert-IA which is 
a weighted average for Pert and IA. In the two previous 
approaches the methods were used are the common methods 
that are used in calculating the probability of being late, while 
in this approach the method Pert-IA most of the times give 
results in between Pert and IA, and for some networks it gives 
similar results. 
Pert-IA method uses the weight of commonality (WC), Pert 
probability, and IA probability in order to give the probability 
of being late. The new concept behind this method is using the 
network WC inside the calculations; while for Pert and IA the 
network characteristics do not affect their calculations. 
Three points summarize this method outcome: 

• Pert-IA gives better results than IA and Pert for short 
deadlines. 

• Pert-IA gives similar results or in between Pert and IA 
when WC is low, or high. 

• Pert-IA does not give worse results than Pert and IA 
in any case. 

Methodology 
In this approach the paths of the network are determined at first, 
then categorized in to three categories PCP, Not_PCP, and CP 
so the critical path is the longest one which has the biggest 
mean, PCP is the path that its Mean+3σ >Mean-3σ for critical 
path its and Excel Formula for this is 
  =IF (Mean-3σ for critical path< Mean+3σ for the other 
path,"PCP","Not_PCP") 
Then PCP percentage is calculated PCP%, which is equal to 
number of PCP plus one for the critical path over the total 
number of paths. The next step in this approach is to calculate 
Activity Communality (AC), and for that all PCP’s and CP 
activities should be set then if the activity belong to one path 
then it the weight one is assigned to it, and if it belongs to more 
than one activity the number of paths that this activity belongs 
to should be assigned to it. Then Weight of Commonality is 
calculated by dividing the number of activities that have AC>1 
over the total number of activities. After calculating WC the 
Weight of Commonality this value then is multiplied by the 
value of probability of being late from Pert then it is added to 
the multiplication of 1-WC by probability of being late from 
IA to get the value of probability of being late of Pert-IA. 
For PCP =IF(Mean-3σ for critical path< Mean+3σ for the other 
path,"PCP","Not_PCP"). For WC Weight of Commonality 
=Number of activates with AC>1 over total number of 
activities (2/6). For PERT-IA WC*Pert+(1-WC)*IA. 

B. Pert-IA Weighted Average 
In this approach the paths of the network are determined at first, 
then categorized in to three categories PCP, Not_PCP, and CP 
so the critical path is the longest one which has the biggest 
mean, PCP is the path that its Mean+3σ >Mean-3σ for critical 
path its and Excel Formula for this is 
  =IF(Mean-3σ for critical path< Mean+3σ for the other 
path,"PCP","Not_PCP") 
Then PCP percentage is calculated PCP%, which is equal to 
number of PCP plus one for the critical path over the total 
number of paths. The next step in this approach is to calculate 
Activity Communality (AC), and for that all PCP’s and CP 
activities should be set then if the activity belong to one path 
then it the weight one is assigned to it, and if it belongs to more 
than one activity the number of paths that this activity belongs 
to should be assigned to it. Then all of AC’s are added up 
together to get the Sum of AC’s, after that Toatal Activity 
Commonality (TAC) is calculated which is the sum of AC’s 
for all activities in each path. The next step in this method is to 
calculate Path Weight (PW) for each path that is equal to 
TAC/Sum of AC’s . After that Average Path Commonality 
(APC) is calculated for each pat by dividing the mean over 
TAC for this path, at last the sum of APC for all paths is 
divided over the multiplication of sum of the means for all 
paths and the sum of AC’s. This final number is used in Pert-
IA probability calculation because to get Pert-IA probability of 
being late this number is multiplied by probability of being late 
from Pert plus 1-this number is multiplied by the probability of 
being late from IA. Finally SSE is calculated for Pert, IA, and 
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Pert-IA to determine for this network which method in 
calculating the probability of being late gives the best results 
for this type of network. Then the sum of SSE for each method 
(Pert, IA, and Pert-IA) to determine which method is doing 
better for each type of networks. Notations were used in this 
approach PW: Path Weight, TAC: Total Activity Commonality, 
and APC: Average Path Commonality 
 
C. Pert-IA Maximum 
This method is similar to Pert-IA weighted average in all steps 
except that the maximum Path Weight (PW) value in Pert-IA 
calculations Pert-IA Weighted Average. 
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Abstract- A road cost model is analyzed in this paper based on 
established queueing theory models of traffic systems. Various 
model parameters are estimated based on studies that utilize real 
data. Key Performance Indicators (KPIs), such as the throughput, 
the mean number of vehicles and average waiting time are 
calculated and the optimal number of lanes which minimizes costs 
from building new roads and from delays due to traffic is obtained.  
The model also incorporates the costs resulting from the 
environmental impact, in terms of carbon emissions, of road 
construction and traffic congestion. The latter, being a recent topic 
of interest, was mostly unaccounted for in previous road design. A 
sensitivity analysis is also presented, showing what environmental 
variables are the most influential on the cost function. 

Keywords- Traffic modelling, Emission factors, Queueing theory 

I. INTRODUCTION 

Queueing occurs ubiquitously, from transportation to 
communication and computer networks, to manufacturing, 
logistical and service systems. Queueing theory targets the 
design and control of queueing systems, for example, by 
determining the right level of resources (servers) and the right 
service discipline in a way that meets a certain service 
requirement, or minimizing an expected cost (typically 
composed of the costs of waiting and the cost of providing 
service). (See [6] and [11] for background.) 

The analysis of queueing systems however seems to have 
ignored the effect of congestion on emissions, despite the natural 
link between the two factors. Simply, more congestion leads to 
more emissions, which is obvious for example, in a highway 
system, where the longer the time cars spent in a traffic jam, the 
higher the emissions.  The same is true in other transportation 
systems such as airplanes experiencing taxi delay on a runway, 
or ships queued in a maritime passage (such as phosphorus or 
Suez canals). Emissions have also been, somewhat surprisingly 
linked to congestion in computer networks. For example, [28] 
reports that Google emits 1.5 million tons of carbon annually; 
this is slightly higher than the country of Laos. Much of the 
emissions are linked to the heavy usage of Google search engine 
and the related congestion. 

Given the strong motivation demonstrating the correlation of 
emission and congestion, we propose to develop queueing 
models that account for this important dependency. What is 
interesting about queueing systems is the strong sensitivity of 
their performance to operational adjustments. For example, 
adding one more resource or server could reduce delay by ten 

folds, in contrast, to the two folds, “linear” intuition. This is 
promising as simple, highly inexpensive, operational changes 
could perhaps reduce emissions significantly.  

The focus of this paper will be solely on the transportation 
field, where various road costs are realistically approximated 
and a cost model is devised. It is to be noted that there are two 
kinds of traffic that are most commonly studied using queueing 
systems: Interrupted and un-interrupted traffic flow. Queue 
length is mostly used with interrupted traffic flow facilities, and 
is more difficult to define and use in uninterrupted flow facilities 
as per [9], which are the main focus of this paper.  

Queueing theory approaches focused on traffic modelling and 
analysis using queueing theory, which used deterministic 
models in the past in [17]. Consequent work in uninterrupted 
traffic flows used basic queueing models in [12], which were 
extended to general queueing models [29]. These models were 
validated in [30] with actual traffic data.  

[15] introduced state dependent queueing models to analyze 
traffic. These models were previously used to analyze pedestrian 
movements within critical facilities such as schools and 
hospitals in [32], [4], [24] and [5].  

However, these models fail to provide operational procedures 
focusing on reducing emissions. [23] used actual data to model 
and reduce taxi times or airplanes which in turn would reduce 
emissions, without using mathematical models which could be 
extended to other fields.  

Operational work on emissions using mathematical models 
mainly focused on single and multi-item inventory management 
previously. In single-item inventory management, [3] use the 
Economic Order Quantity (EOQ) model to show how 
operational policies reduce emissions with minimal cost 
increase. [14] and [27] extend the EOQ model to account for 
carbon emissions policies. Other useful extensions were 
obtained in [2] and [25]. Multi-item inventory management was 
initially investigated in [26] and [22]. More recent works were 
presented in [18], [7], Zhang and Xu (2013) and [20]. 
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II. MODEL FORMULATION 

This section presents the cost model and the main theories and 
studies behind it. Section 2.A formulates a mathematical model 
showing the relationship between vehicle speed and carbon 
emissions. Section 2.B explains the theory behind the queueing 
traffic model used in the cost model originally developed by [15]. 
Section 2.C presents the cost model without accounting for 
carbon emissions. Finally in Section 2.D, the cost model is 
extended to include costs due to carbon emissions. 
 

A. Carbon Emissions and Vehicle Speed 
 

Literature studies of [1] and [19] show a parabolic curve for 
the car speed vs. carbon monoxide emissions, where the 
emissions per kilometer tend to infinity at a speed of zero, and 
then decrease until around 50 mph (80km/h) after which the 
emissions increase again, as shown in Figure 1. However, the 
results of Figure 1 were obtained using a software simulator 
(Mobile5b), which takes as inputs “average speeds, vehicle fleet 
characteristics, ambient conditions, and trip duration 
distribution to estimate emission factors” [19]. The wide range 
of factors that affect car emissions as well as the different types 
of cars have prevented previous literatures from obtain a clear 
mathematical equation that models emissions in a car. 
Car emissions, however, are mostly carbon monoxide gas (CO), 
which solely has low greenhouse effects. However, its reactions 
that produce CH4 and O3 increase its greenhouse effect, where 
the Global Warming Potential (GWP) of CO could reach up to 
3 in the long-run, i.e. 1 kilogram of CO emitted is equivalent to 
the emission if 3 kilograms of CO2 as per [10]. 
 

B. M/G/C/C State-Dependent Queueing System [15] 
 

For modelling and analyzing traffic flows, the established 
state-dependent M/G/C/C queueing model was used in this 
paper. The model assumes a Markovian (exponential) arrival 
rate and a general distribution state-dependent service rate, with 
‘C’ servers and a limited capacity equal to the number of servers. 
The “state dependent” term accounts for the deterioration in the 
service rate of the road as the number of cars in the system 
increase. 

Such models were previously used to analyze movements of 
pedestrians in congested locations, but can also be applied to un-
interrupted traffic flow on a highway, as shown in [15] 

The limiting probabilities of the M/G/C/C state-dependent 
models are given by (1), where 

 
 P0 : Probability of having an empty system, given by 

(2) 

 
Figure 1. Carbon Monoxide Emissions for a car on the road as a function of 

speed [19]. 

 
 λ : Arrival rate of cars to the road segment in study, 

practically ranging from 1000 to 6000 vehicles/hour 
(veh/h) in previous literatures, and assumed to be 4000 
veh/h as a base case 

 L : length of the road segment in study, which is 
assumed to be 1 km for generality 

 A : Average travel speed of a lone occupant on the road, 
practically ranging from 60 to 120 km/h, and assumed 
to be 88 km/h as a base case following the value of [15] 

 n : Number of cars in the system, thus Pn is the 
probability of having ‘n’ cars in the system 

 C : Capacity of the road in veh/km (and the number of 
servers & capacity in the M/G/C/C model), is given by 
(3), where 

o k : Jam density, or the maximum number of 
cars that 1 lane can accommodate. This value 
ranges from 115 to 165 veh/lane-km 
according to [15], depending on varying 
factors and road conditions. ‘k’ is assumed to 
be 138 veh/lane-km as a base case. 

o N : Number of lanes of the road segment in 
study, which will be the main decision 
variable in our cost model 

The road segment under study along with the parameters 
explained earlier are shown in Figure 2, where µ(n) or f(n) as 
defined in [15] is the state-dependent service rate of the road 
segment, which deteriorates and the number of cars in the 
system (n) increases. 
 

 𝑃𝑃𝑛𝑛 = [ [𝜆𝜆𝜆𝜆/𝐴𝐴]𝑛𝑛
∏ 𝑗𝑗[(𝐶𝐶 + 1 − 𝑗𝑗)/𝐶𝐶]𝑛𝑛

𝑗𝑗=1
] 𝑃𝑃0 (1) 

 𝑃𝑃0−1 = 1 +∑[ [𝜆𝜆𝜆𝜆/𝐴𝐴]𝑖𝑖
∏ 𝑗𝑗[(𝐶𝐶 + 1 − 𝑗𝑗)/𝐶𝐶]𝑖𝑖

𝑗𝑗=1
]

𝐶𝐶

𝑖𝑖=1
 (2) 
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 𝐶𝐶 = 𝑘𝑘 × 𝑁𝑁 × 𝐿𝐿 (3) 

   

 
Figure 2. Road segment used for traffic analysis using the M/G/C/C model 

C. Our Cost Model without Carbon Emissions 
 
To build our model, we used the cost function stated in (4), 
without considering carbon emissions. The cost model is 
expressed in ($/km.h) and consists of two main costs: 

 
1. The cost of providing service (CS. D(C)) is the cost of 

building new lanes to accommodate for more vehicles 
per hour.  

2. The cost of waiting (Cw.L) which is the cost of delays 
on the road due to traffic congestion.  

The model parameters are explained as follows. 
 CS : Hourly cost of providing service, which is 

calculated as the present cost of building a new lane per 
km, divided by the expected lifetime of a lane 
($/lane.km.h). According to [16], expansion of urban 
highways in the US typically costs around $300,000-
700,000 annually per lane-mile including land 
acquisition price and interests. This is equivalent to 
$187,500-437,500 per lane-km annually. Assuming the 
costs lie in the middle of the range specified ($312,500) 
and dividing by 365 days and 24 hours per day, we 
obtain an hourly cost of around $36.6 per lane-km. 
Accounting for the time-value of money over 20 years 
(240 months), with a 0.5% monthly-compounded 
interest rate, 6.25M$ will be equivalent to paying equal 
monthly instalments given in (5). Dividing the above 
by 30 days and then 24 hours, we get an hourly cost of 
62.19$ per lane-km, which is our service cost (CS).  

 D(C) : Discrete function of the capacity C representing 
the number of lanes for a set of values of C as follows, 
where k is defined above and assumed to be 138 
veh/lane-km 

o If 1 ≤ C ≤ k, D(C) = 1 

o If k ≤ C ≤ 2k, D(C) = 2 
o Etc… 

 Cw : Cost of waiting of 1 vehicle per unit time 
($/veh.h). According to [31], the average monthly 
wage for Lebanese citizens in a study done in 2007 
(excluding construction industry) was 690,000 
Lebanese Pounds, or 457.71$ as per the currency 
equivalence at the time of publication of this paper. 
Assuming an average of 40 working hours per week, or 
around 160 working hours a month, the Lebanese get 
paid an average of 2.86$ an hour. Such a wage however 
is too low in practice, thus we shall choose the cost to 
be 5$/veh.h as a base case. 

 LS : Mean number of vehicles in system per kilometre 
(veh/km). After calculating the limiting probabilities 
given by (1) and (2), the mean number will be 
calculated as shown in (6), where n is the number of 
cars in the system and Pk is the probability of having 
‘k’ cars in the system. 

 
The cost model in (4) ignored road costs related to carbon 

emissions. However, the emissions, as shown later, have a big 
impact on the cost model and the decision variable, especially 
when varying some parameters. 

To incorporate the emissions cost to the model of (4), two cost 
factors are added: 

1. The emissions cost of providing service, which 
estimates the emissions resulting from adding new lanes, and 
evaluates their cost based the carbon tax, which the tax that some 
developed countries are currently imposing on activities that 
lead to carbon dioxide emissions. 

2. The emissions cost of waiting, which evaluates the 
costs of the emissions due to traffic congestion. 

The updated model shown in (7) adds the costs described 
earlier to the cost model of (4). 
 

D. Our Cost Model with Carbon Emissions 
 

The model parameters are explained as follows. 
 CS : Hourly cost of providing service ($/lane.km.h) 
 D(C) : Discrete function of the capacity C representing 

the number of lanes (lane) 
 Cw : Cost of waiting of 1 vehicle per unit time ($/veh.h) 
 L : Mean number of vehicles in system per kilometre 

(veh) 
 Ct : Carbon tax or cost of emitting 1 kg of CO2, in 

($/kgCO2). The carbon tax varies between countries. 
On average, each litre of gasoline emits 2.35kg of CO2 

 

 
𝑬𝑬𝑬𝑬(𝑬𝑬) = 𝑬𝑬𝑺𝑺. 𝑫𝑫(𝑬𝑬) (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑜𝑜 𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑐𝑐𝑠𝑠)

+ 𝑬𝑬𝑾𝑾. 𝑳𝑳𝒔𝒔(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑜𝑜 𝑤𝑤𝑤𝑤𝑠𝑠𝑐𝑐𝑠𝑠𝑤𝑤𝑤𝑤) 
(4) 
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𝐴𝐴 = 6.25𝑀𝑀 × 1.005240 × 0.005

1.005240 − 1
= 44.78𝑘𝑘$ (𝐴𝐴 𝑃𝑃⁄ , 0.5%, 240 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑠𝑠) 

(5) 

 𝐿𝐿𝑠𝑠 = ∑ 𝑘𝑘. 𝑃𝑃𝑘𝑘

𝑛𝑛

𝑘𝑘=0
 (6) 

 
As per [13], and the tax is 1.2 cents for each kg of CO2 
emitted as per [8]. That make Ct around 0.028$/L of 
gasoline on average, which will be the base case in the 
model. 

 Lc : Carbon emissions due to the addition of 1 lane-km 
or road. According to [21], it is approximated that the 
construction of a 4-lane, 1km road would emit 2438.5 
tons of CO2 during its 20-year life span. This leads to 
an approximate hourly rate of 3.47 kgCO2 per lane-km. 

 I(v) : Hourly rate of CO emissions per vehicle as a 
function of speed (kgCO2/veh.h), and is obtained 
using (8), where: 

o H(v) : Modelled function of carbon 
emissions vs effective speed (kgCO2/veh.km) 

o v : Average speed of the vehicles in the 
system (km/h) 

 CO2e : GWP of CO, i.e. the kgCO2 equivalency of 
emitting 1 kg of CO gases, which has a value of 3 as 
shown earlier. 

H(v) was modelled using the data obtained from [19]. Figure 3 
shows the actual data obtained from that paper and the modelled 
H(v), which is obtained using (9). The RMS error resulting from 
modelling H(v) was 497, which is considered acceptable and 
thus the approximation is valid. 
 

III. RESULTS & INTERPRETATIONS 

This section evaluates the cost model and generates insights that 
may affect design studies in the future. Section 3.A evaluates the 
cost model without accounting for the costs from carbon 
emissions, which are later added to the model in Section 3.B. 
Section 3.C shows a sensitivity analysis on the various elements 
of the cost model and presents significant insights. 
 

𝑬𝑬𝑬𝑬𝑬𝑬(𝑬𝑬) = 𝑬𝑬𝑺𝑺. 𝑫𝑫(𝑬𝑬)(𝐶𝐶𝑚𝑚𝑠𝑠𝑚𝑚 𝑚𝑚𝑜𝑜 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)
+ 𝑬𝑬𝑾𝑾𝑳𝑳𝒔𝒔(𝐶𝐶𝑚𝑚𝑠𝑠𝑚𝑚 𝑚𝑚𝑜𝑜 𝑊𝑊𝑊𝑊𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑊𝑊)
+ 𝑬𝑬𝒕𝒕𝑫𝑫(𝑬𝑬)𝑳𝑳𝒄𝒄(𝐸𝐸𝑚𝑚𝑆𝑆𝑠𝑠𝑠𝑠𝑆𝑆𝑚𝑚𝑚𝑚𝑠𝑠 𝐶𝐶𝑚𝑚𝑠𝑠𝑚𝑚 𝑚𝑚𝑜𝑜 𝑃𝑃𝑆𝑆𝑚𝑚𝑆𝑆𝑆𝑆𝑃𝑃𝑆𝑆𝑚𝑚𝑊𝑊 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆)
+ 𝑬𝑬𝒕𝒕𝑰𝑰(𝒗𝒗)𝑳𝑳(𝐸𝐸𝑚𝑚𝑆𝑆𝑠𝑠𝑠𝑠𝑆𝑆𝑚𝑚𝑚𝑚𝑠𝑠 𝐶𝐶𝑚𝑚𝑠𝑠𝑚𝑚 𝑚𝑚𝑜𝑜 𝑊𝑊𝑊𝑊𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑊𝑊) 

(7) 

𝐼𝐼(𝑆𝑆) = 𝐻𝐻(𝑆𝑆). 𝑆𝑆. 𝐶𝐶𝐶𝐶2𝑒𝑒  (8) 

𝐻𝐻(𝑆𝑆) = 866.8
𝑆𝑆 + 2.45 × 10−5 × 𝑆𝑆3 (9) 

 

Figure 3. Actual vs Modelled Emissions Function 
 
 

A. Results of Cost Model without Emissions Cost 

Position figures and tables at the tops and bottoms of columns.  
Avoid placing them in the middle of columns.  Large figures and 
tables may span across both columns.  Figure captions should be 
centered below the figures; table captions should be centered 
above.  Avoid placing figures and tables before their first 
mention in the text.  Use the abbreviation “Fig. 1,” even at the 
beginning of a sentence. 

The limiting probabilities related to the cost model stated in 
(4) were obtained using MATLAB, and the cost excluding 
emissions was calculated and plotted in Figure 4 against the 
number of lanes (varying from 1 to 10 lanes), which is the 
decision variable in this case. All the parameters were evaluated 
at their base case, where 

 λ = 4000 veh/h 
 L = 1 km 
 A = 88 km/h 
 k = 138 veh/lane.km 
 CS = 62.19 $/lane.km.h 
 Cw = 5 $/veh.h 

The optimal number of lanes which minimizes the cost in 
Figure 4 is at N = 2, where the minimum cost is 437.58$/km.h. 

 
B. Results of Cost Model with Emissions Cost 

The cost including emissions was calculated and plotted in 
Figure 5 against the number of lanes (varying from 1 to 10 lanes), 
which is the decision variable in this case. All the parameters 
were evaluated at their base case, where 

 λ = 4000 veh/h 
 L = 1 km 
 A = 88 km/h 
 k = 138 veh/lane.km 
 CS = 62.19 $/lane.km.h 
 Cw = 5 $/veh.h 
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Figure 4. Total Cost vs. Number of Lanes without Emissions 

 Ct = 0.028 $/kgCO2 
 LC = 3.47 kgCO2/lane.km.h 

 
The optimal number of lanes which minimizes the cost in 

Figure 5 is at N = 2, where the minimum cost is 445.16$/km.h, 
with an increase of 1.73% from the minimum cost excluding 
emissions evaluated earlier. 
 

C. Sensitivity Analysis 

The optimal number of lanes which minimizes the cost in 
Figure 5 is at N = 2, where the minimum cost is 445.16$/km.h, 
with an increase of 1.73% from the minimum cost excluding 
emissions evaluated earlier. 

Although the base case plots of Figure 4 and Figure 5 show 
an insignificant effect of adding the costs of emissions to the 
cost function of (4), the base case values assumed for both plots 
may differ in many circumstances, and this difference will cause 
a greater impact of emissions on the cost function, and even to 
the point of affecting the decision variable. That could impact 
road designs in the future if emission costs were accounted for. 

Upon varying the parameters λ, A, CS, Cw, Ct and LC, the 
variable LC had the least impact on the cost function, while 
variables λ and A affected the decision variable and forced 
increasing the number of lanes as the variables increase, and that 
is to maintain an acceptable level of service on the road, which 
is indicated by the throughput of the system shown in (10) as per 
[15]. 

Pbalk is the probability of cars arriving at the road segment 
under study, but failing to enter the system since the capacity ‘C’ 
was already reached. 

An acceptable level of service is assumed when λeff is at least 
90% of λ. Although variables λ and A altered the decision 
variable, this impact was obvious and the variables failed to 
produce any interesting results. The variables which yielded 
interesting results were CS, Cw and Ct, which happen to be costs 
that will vary according to countries, road types, obstacles, etc… 
Thus, varying these parameters around the base case is realistic, 

 
Figure 5. Total Cost vs. Number of Lanes with Emissions 

 
and yields practical results rather than results that may only 
occur in theory. 

Variation of the cost of providing service yielded interesting 
results, since changing CS from 62.19 $/lane.km.h to 52.5 
$/lane.km.h changes the decision variable N from 2 to 3 lanes as 
shown in Figure 6. The minimum cost corresponding to N=3 
lanes was 425.43$/km.h.  

Also, setting CS to 53 $/lane.km.h, the minimum cost 
excluding emissions cost occurs at 3 lanes, and was 
419.05$/km.h. Including emissions cost, the minimum cost 
occurs at 2 lanes instead of 3 lanes, and was 426.78$/km.h. This 
shows how carbon emissions cost can change significant 
decision variables such as building a 2-lane road instead of a 3-
lane road to reduce harmful emissions. 

Variation of Cw tends to significantly increase the cost 
function, especially when the number of lanes is less than 3. This 
is logical, since for a high waiting cost, each additional vehicle 
in the system will incur a high waiting cost which dominates the 
service cost (which is directly proportional to the number of 
lanes) at low number of lanes. At higher number of lanes 
however, the service cost dominates the waiting cost. 

Also, increasing Cw from 5 to 6$/veh.h changes the decision 
variable from the previously optimal value of 2 to 3 lanes. 
Similarly to the case with CS, the decision variable depends on 
the emissions cost for Cw ≈ 7$/veh.h. 
As for the carbon tax, all our previous analysis are based on a 
tax of 0.028 $/kgCO2 emitted. Since this cost is much lower than 
the service and waiting costs, it usually has a small impact on 
the cost function, excluding special cases similar to the ones 
stated earlier. However, this carbon tax is bound to increase in 
the future, as more efforts are put into decreasing emissions to 
prevent from global warming effects. This increase in carbon tax 
will produce more interesting results in the cost model 
developed, and will eventually be a main component to account 
for during road design. 
 
 Θ = 𝜆𝜆𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜆𝜆(1 − 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏) (10) 
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Figure 6. Changing Cs from 62.19 to 52.5 vs. Number of Lanes  
 

IV. CONCLUSION 

In this paper, a road cost model is developed based on 
established traffic queueing models and by using realistic 
parameters. The cost model mainly contributes to studies related 
aiming to decrease greenhouse gases through cost-effective 
procedures. It was shown that the cost of emissions could be 
significant in some cases, and would affect road design 
decisions if incorporated in the projected road costs. The cost 
model is also very flexible, allowing it to be applied for any road 
simply by varying the related parameters. 
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Abstract 

This paper assesses the correlation between project 
quality management and project risk management in 
construction projects. The relationship has been tested 
in terms of a set of indicators chosen based on previous 
review. Those previous reviews tackled the relationship 
between quality and risk management in different 
service sectors. However, none of these reviews 
addressed the construction sector. Results showed that 
project risk management and project quality 
management are cross-linked in real practice. 
Therefore, one can conclude that they have partially 
been integrated together. 

Keywords: project quality management- project risk 
management- construction projects 

Introduction 

The discipline of Project Management in modern times 
has been undergoing extensive research in its both 
academic and practical dimensions looking for scientific 
establishment and best practices that are ever possible. 
The Project Management Institute (PMI) was one of 
the few professional institutes that have been taking 
the major responsibility in proliferating such research 
findings and best practices to professionals all over the 
globe. PMI [1] indentified nine different knowledge 
areas related to Project Management that are divided 
in four Core Functions; namely: Scope Management, 
Time Management, Cost Management, and Quality 
Management, and four Facilitating Functions; namely: 
Human Resource Management, Communication 
Management, Risk Management, and Procurement 
Management. The ninth area is the Project Integration 
Management area that is aimed at fusing all eight 
functions identified above into a comprehensive set of 
working tools and techniques that help Project 
Managers achieve the goals of their projects 
successfully. One important question that can be asked 
is to how much the integration among the eight 

functions has been actually attained in real practice. 
More interestingly is to which degree it is valid to 
assume that Project Risk Management measures are 
effective to Project Quality Management results, and 
vice versa.  

The purpose of this paper is to detect the potential link 
between the processes of project risk management and 
those for project quality management. The importance 
of such investigation is due to the possible fact that if 
quality requirements were not fulfilled, they may lead 
to compromising the project success, and thus 
ultimately leading to the higher risk of project failure. 
Moreover, improper management of potential risks 
may contribute to poor quality in the project final 
product.  

Literature review  

According to Mick McKeown et al [2], Quality and risk 
were discussed to be directly linked together in the 
services sector, mainly health care services, where 
many risks may threaten human lives. Therefore, 
quality assurance of the service provided in health care 
is necessary. Another example of expected association 
between risk and quality management practices is the 
service of e-business, where the risks inherent in the 
internet often discourage consumers from using it as a 
shopping channel. Therefore, the quality of delivering 
this service is critical as argued by L.W. Turley [3]. 
Other examples include consumer risk and the quality 
of food [4], banking [5], and army [6].  All of those 
examples are clearly born in the service sector 
domains, the main interest of this paper; however, is 
the quality and risk management in projects, 
particularly construction projects.  

On the other hand, a great value of focus has been 
added to the project risk management process in the 
academic research as well as in practice. For example, a 
Risks Breakdown Structure (RBS) is introduced as a tool 
to assist in understanding the distribution of risks 
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across a project. A Risk Identification Checklist, which is 
another proposed tool in Risk Management that is 
based on the RBS, provides a common framework for 
risk reporting in all similar projects. Standardized RBS 
forms are suggested for different sectors (construction, 
hospitals...) based on the most frequently occurring 
risks in that sector [7]. Regarding construction projects, 
the most frequently occurring risks has been identified 
and assessed according to their impact. Having 
conducted a comprehensive factor analysis on a large 
number of potential risks in construction, San Santoso 
et al [8] listed the top risks involved in construction 
management and ranked them with respect to their 
impact and their frequency of occurrence in 
construction projects, among which are: 

 subcontractors fail to meet deadlines 
 problems in coordination with 

subcontractors  
 errors in drawings 
 late in material delivery 
 failure of equipment 
 slow payment by client 
 Lowering Specifications 

A great value has been added too to the Project Quality 
Management processes through research which has 
helped in identifying the degree of contractors' 
compliance in some countries to the ISO 9000 quality 
standards in construction. Bubshait et al [9] showed 
that the most ISO quality clauses complied with are 
Inspection and testing and Control of non conforming 
product, while the least ISO quality clauses complied 
with are Training and Document and data control. In 
their work, Barad and Raz [10] reveal that the most 
critical quality components are Employee Training, 
Employee Improvement, and Employee Empowerment, 
Management Commitment, Customer Focus, and 
Suppliers Management. Moreover, the impact of the 
existence of a TQM program on a project performance 
was studied by Bryde and Robinson [11]. Their results 
show that respondents working in companies with a 
recognized TQM program are more likely to be 
customer focused in their practices than respondents 
in companies with no recognized TQM program.Finally, 
the question of how can Project Quality actually 
benefits from Project Risk Management was addressed 
by Williams el al [12], and that is by prioritizing quality 
risks. They argued that the most important risks in 
project management that affect quality used to lie in 
Poor Processes and Poor Designs, but currently, the 
important causes of poor quality happen to lie in Weak 

Internal and External Relationships with key personnel 
and partners.  

Research Aim 

The main interest in this paper is to use a case study to 
investigate the interdependence effects between the 
outcomes of Risk Management policies and those of 
Quality Management procedures in construction 
projects. The assumption in this study is, as illustrated 
in Figure 1, that Risk and Quality are interlinked in all 
projects, especially construction projects so that when 
quality degrades then there is higher risk that the 
project will end up with failure, and when more risks 
are involved in projects then there is a tendency in 
lowering the quality standards of the final product of 
projects. This interlink constitutes a positively 
reinforcing loops in the language of systems 
engineering, which means that the dynamics of this 
interdependency tend to contribute even more to 
strengthen each other without reaching a common 
balance. 

 

 

 

                           Risks                        
Inadequate Quality 

 

 

 

 

Figure 1: risk and quality are cross-linked 

In this work, Lebanese projects are considered for the 
purpose of validating the above assumption. Lebanon, 
like other countries in the Middle East and the World 
has witness in the recent decade a huge boom in 
construction projects, mainly for residential endeavors. 

Therefore, the hypothesis of this study is set as follows: 

"A risk compromises the final quality of the project". 

The variables that were elected to be used in are 
selects from the work by Williams et al [10] as deemed 
to be most particularly applicable in the case of 
Lebanon after thorough discussion with expert and 
professional in the construction industry in this 
country. Not all the variables suggested in the 
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referenced work were used in order to make the 
statistical questionnaire simple and not burdensome to 
the targeted project managers in the sample. The main 
quality components to be studied are: 

 Management Commitment 
 Benchmarking 
 Employee Training and Empowerment  
 Supplier Quality Management 
 Customer Focus 
 Testing and Inspection 
 Reporting and Documentation 

The rational for selecting these components is that it 
was proposed that when Management Commitment is 
lacking, there will be no focus on the needs of the 
project clients, so there will be a risk of losing these 
clients. Moreover, lacking Management Commitment 
may affect the proper management of supplier. 
Benchmarking is important too, in order to keep the 
standard of performance as high as possible. If the 
organization conducting the project does not improve 
continuously, it may face the risk of running broke. 

Additionally, when employees are, not highly involved, 
empowered and trained, they will not be able to 
respond quickly and effectively when a deviation from 
the plan occurs. However, if the employees are highly 
trained to respond to risks, but aren’t empowered and 
thus, don’t have the authority to take decisions, or 
react instantly to the risk and take corrective actions 
once needed, the consequences of the risk may get 
worse.Insufficient evaluation of suppliers and of the 
supplied material quality, leads to the risk of delivering 
a poor final product of the project. Inadequate designs 
and product quality that are below stakeholders' 
expectations, may lead to the dissatisfaction of those 
stakeholders, consequently, their future investments 
will no longer be capable to compete. On the other 
hand, risks, if not properly mitigated, can harm the 
quality of the whole project.  

Personal injury is a risk, for example, if it happens 
during the project, it can affect the morale of the rest 
of the personnel, thus affecting their productivity and 
adversely affecting the quality of their work. Errors in 
drawings, as a risk mentioned earlier, can directly affect 
the quality of the project. Rework would be required. 
This means more waste of time and material. Late 
material delivery, modifications, and coordination 
problems between different sub-contractors would 
cause delays in finishing the work. All these delays are 
a waste of time and money. To compensate for the lost 
time, work might be rushed, thus inadequate quality 

may arise. In addition, testing the supplied material 
should be regularly done, as well as inspecting used 
equipment so that the final quality of the product 
matches the needed specifications.  

Research Methodology 

The basic approach in this work is to use an analytical 
survey in order to test the proposed hypotheses, and 
that is by exploring the association between Risk 
Outcomes, and Quality Components.  A questionnaire 
was designed and contained 18 statements about both 
Quality Components (11 statements) and Risk 
Outcomes (7 statements). The Quality Components 
that will be considered as the dependent variables in 
the regression analysis are: 

1. The project team members are frequently 
provided with appropriate training to keep 
executing their tasks in the best way 

2.  The Management is continuously evaluating 
its suppliers regarding how well they meet 
their material delivery schedule 

3. Quality of supplied material is regularly tested 
to see how well they match the required 
material quality specification 

4.  The Management is continuously comparing 
its performance against competitors 

5. The Management is continuously comparing 
its performance with client requests 

6. The working drawings are rarely modified 
after beginning with the execution phase of 
the project 

7. Weekly reports of achievements are issued 
8. Rectifications to control conformance of 

project execution to required technical 
specification are documented 

9. Inspection and testing of used equipment is 
regularly done to ensure their efficiency 

10. Management is continuously trying to 
minimize rework, and consequently waste 

11. The number of corrective actions decreases 
when efficient supervision increases 

While the Risk Outcomes, which will be the 
independent variables, are 

1. Working drawings usually contain errors 
(Errors in Drawings) 

2. Sub contractors always fail to finish their work 
on time (Subcontractors Being Late) 

3. Coordination problems between different 
subcontractors  always occur during project 
execution (Coordination Problems) 
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4. The Management is frequently allocating  
additional resources  to meet  critical 
deadlines (Allocating Additional Resources to 
Meet Deadlines) 

5. The failure of equipment being used 
frequently occurs (Failure of Equipment) 

6. Slow payment by client affects the progress of 
work (Slow payments by Client) 

7. A drop in market price forces developers to 
lower the finishing specifications (Lowering 
Specifications) 

The questionnaire targeted the population of 
contractors and developers of construction projects in 
Beirut city (the Capital of Lebanon) where the best 
managed projects are expected to take place. The aim 
was to identify such developers that are expected to 
have knowledge about Project Management various 
areas as determined by PMI, and may have been 
certified accordingly. A pilot study was made to test 
how well the questions asked in the designed 
questionnaire, were understood and proper 
adjustments were done to fine-tune the questionnaire. 
The survey is based on 5 points Lickert scale answers 
that varies from Strongly Disagree of “1” to Strongly 
Agree of “5”, allowing a neutral opinion of “3”. 

The data was collected and run on SPSS™ statistical 
analysis package that is mostly used in Statistical 
Analyses. Multiple Regression Analyses were 
conducted for each of the dependent variables over all 
independent variables using STEPWISE technique in 
order to investigate the dependency among these 
variables and identify the statistically significant 
independent variables that affect each dependent 
variable. First, however, Factor analysis was conducted 
in order to describe the interdependency among each 
group of variables, i.e Risk outcomes and Quality 
components as listed above. 

Findings and results 

Factor analysis 

When analyzing the data collected about the group of 
Quality Components, factor analysis showed a value of 
the Kaiser-Meyer- Olkin (KMO) measure equal to 0.620. 
Bartlett's test of sphericity also showed a significance 
of zero. This means that the data collected about these 
components are commonly interdependent and thus is 
useful for analysis. 

The extraction method of principle component analysis 
revealed that there are four factors that can be 
extracted, which are: 

 Factor 1 grouped the following variables 
together: Employee training, Supplier 
Management, Testing Materials, and 
Customer Focus. 

 Factor 2 grouped the following variables 
together: Benchmarking, Reporting, Testing 
Equipment, and Management Minimizing 
Rework and Waste 

 Factor 3 grouped the following variable: 
Documenting Non-Conformance 

These groupings of variables are logical, since factor 1 
includes variables that can be explained as the 
Management Commitment, factor 2 includes variables 
that are mainly related to the Practice of Work. In 
Factor 3, the variable of Documenting Non-
Conformance stands alone. When analyzing the data 
concerning the group of variables measuring the Risk 
Outcomes in projects, factor analysis technique 
showed a value of the KMO equal to 0.580. Bartlett's 
test of sphericity also showed a significance of zero. 
This means that the data collected about these 
variables is useful for analysis. 

The extraction method of principle component analysis 
revealed that among the independent variables three 
factors that were extracted, which are: 

 Factor 1 grouped the following variables 
together: Errors in Drawings, and Lowering 
Specifications. 

 Factor 2 grouped the following variables 
together: Subcontractors Being Late, 
Coordination Problems, Failure of Equipment, 
and Slow Payment by Client. 

 Factor 3 grouped the following variable: 
Allocating additional Resources to Meet 
Deadlines 

These groupings are also logical since the variables that 
are included in factor 1 are related to “Problems in 
Execution.” While the variables grouped in factor 2 are 
related to the “Progress of Work and Practice” 
problems that is the main indication for possible 
delays. Failure to Meet Deadlines stood alone in Factor 
3. 

Regression analysis 

In order to investigate the validity of integrating Project 
Risk Management tools and Project Quality 
Management policies in practice, and specifically the 
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hypotheses in this study Stepwise Regression is applied 
in order to discover the main independent variables 
that are actually affecting each dependent variable of 
the analysis in the case of each hypothesis. 

Testing the hypothesis that "Project risks compromise 
the quality of a project"  

The results showed a few of the quality requirements 
actually happen to be related to a few risk factors. The 
significance of these findings is the discovery of risks 
that affect the quality requirement that the analysis 
revealed. This should give insights on what risks project 
managers are induced by in their work in delivering the 
quality measures as defined in this analysis. Other 
quality requirements that happen not to be affected by 
any of the risks considered prove that further efforts in 
defining the proper risks that may have an effect on 
these requirements so that the integration function of 
the PMI model [1] is better enhanced between risk 
management and quality management procedures in 
the general project management practices. 

In the following the statistically significant regression 
results are shown and later the quality requirements 
that showed no significance dependency with the risks 
under consideration are discussed. 

Significant dependencies  

The regression analysis that was conducted in order to 
investigate the effects of risks on each of the quality 
requirement revealed that the most significant set of 
Risks (at a statistical significance of 0.05) that are 
associated with each Quality Requirement are 
summarized in the following table: 

 

Table 1: Risks Affecting Quality Requirements 

The ANOVA test showed that for the quality 
requirement of Customer Focus as the dependent 
variable that a regression of significance=0.025 is 
attained with the risk factor of allocating Additional  

Resources to Meet Deadlines (Table 1). This means that 
management efforts are actually made in order to 
avoid a delay (which is a risk) by allocating additional 
resources to meet deadlines. This shows that 
management’s best approach is to focus on keeping 
customers satisfied, by delivering its work to the 
customer on time .Other quality components, 
according to respondents’ replies, failed to be 
significantly linked to Customer Focus requirement, 
and this is quite expected as other quality components 
deal mostly with internal operations and supply 
management. 

Another significant result in Regression Analysis shows 

that Stepwise Regression attained a significance=0.005 
for the quality component of Weekly Reports of 
Achievement when it is related to the risk factor of 
Failure of Equipment. It seems that in the view of 
Project Managers, that reporting is mainly due when to 
report problems that may lie beyond their personal 
control. 

 This is shown below (Table 3), where it happened that 
stepwise first identified a link between Weekly 
Reporting and the Risk of Slow Payment by client but 

was removed in the final most significant model 

This may suggest that the former risk outcome affects 
the latter quality requirement and for the reason that it 
was correlated with other independent risk variable 
that is Weekly Reporting was not highly dependent on. 

Quality 
Requirement 

Risk(s) Mostly Affecting the 
Quality Requirement 

Customer Focus Additional Resources to Meet 
Deadlines 

Weekly Reports  Failure of Equipment, Slow 
Payment by Client 

Inspection of 
Equipment 

Additional Resources to Meet 
Deadlines 

Minimizing 
Rework 

Lowering Specifications 

Model Sum of 
Squares 

df Mean 
Square 

F Sig. 

1 
Regression 4.483 1 4.483 5.552 .025b 
Residual 25.032 31 .807   
Total 29.515 32    
a. Dependent Variable: customer focus 
b. Predictors: (Constant), meeting deadlines 

Table 2: ANOVA results for Customer Focus 

 

Model Sum of 
Squares 

df Mean 
Square 

F Sig. 

1 
Regression 5.962 1 5.962 5.449 .026b 
Residual 33.917 31 1.094   
Total 39.879 32    
a. Dependent Variable:  inspection of equipment 
b. Predictors: (Constant), meeting deadlines 

Table 3: ANOVA results for Inspection of Equipment 
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Upon applying stepwise regression analysis between 
the quality component of Inspection of Equipment and 
the risk factors, only the risk of allocating Additional  

Resources to Meet Deadlines happens to be the most 
significant at a of significance= 0.026 (Table 3). This can 
be explained in that since when management is always 
trying to avoid delays, it will make sure to test and 
inspect the used equipment regularly as a proactive 
precaution in order to prevent their failure and avoid 
potential delays.  

The last statistically significant result for regression 
analyses of the quality requirements and risks shows 
that there is a regression dependency at a significance= 
0.041 (Table 4) between Management effort to 
Minimize Rework and Waste as a quality requirement 
and Lowering Specifications as a risk outcome. So,  it is 
likely that more rework is needed when high quality is 
required. 

Lack of dependencies 

In the Regression analysis that was summarized above, 
not all the quality components (dependent variables) 

showed significance dependency on the risk variables. 
More specifically, the quality requirements that lacked 
dependencies with the risk factors under consideration 
are: 

 Employee Training and Empowerment (Q1) 
 Supplier Quality Management (Q2 and Q3)) 
 Benchmarking (Q4) 
 Minimizing Rework (Q6 and Q11) 
 Documentation (Q8) 

It become very clear that these requirements happen 
to be not related to the risks introduced in this study, 
and thus one can conclude that in depth investigation 
should be conducted to identify what true risks are 
candidates to affect the quality requirements under 
consideration. This is a potential for future studies. 

On the other hand, some of the risks that were 
considered happen not to affect any of the quality 
requirements that were interested in, namely: 

 Errors in Drawings 
 Subcontractors Being Late 
 Coordination Problems 
 Lowering Specifications 

The above fact leads to the conclusion that the 
advanced tools and technology happen to effectively 
mitigate these risks, especially information and 
communication technologies that provided accurate 
drawing tools and better communication with suppliers 
and within the project teams as well. This by no mean 
suggests that no further risks may affect quality, rather 
that new directions of investigations should take place 
in order to identify potential new risks in the project 
management practices. 

Conclusion and Recommendations  

This study showed in part that the processes of project 
risk management and project quality management are 
cross-linked in real practice. Therefore, one can 
conclude that they have partially been integrated 
together. Further investigations are requires to identify 
potential risks that affect existing as well as new quality 
requirements in project management practices. 

Future research should as well be conducted towards 
validating the required integration among all core and 
support functions of project management for the 
purpose of consolidating the knowledge base of the 
practice. Rules and standards need also to be 
developed for this integration to be more successful in 
the profession of project management. 

Model Sum of 
Squares 

df Mean 
Square 

F Sig. 

1 

Regression 5.717 1 5.717 6.869 .013b 
Residual 25.798 31 .832 25.798 31 
Total 
 

31.515 
 

32 
 

 
 

  

 
Regression 
Residual  
Total  

9.306 
22.209 
31.515 

2 
30 
32 

4.653 
.740 

 

6.285 
 
 

.005c 

 

 
a. Dependent Variable:   reporting 
b. Predictors: (Constant), meeting deadlines 
c. Predictors: (Constant), failure of equipment 

Table 4: ANOVA results for Reports of Achievement 

 

Model Sum of 
Squares 

df Mean 
Square 

F Sig. 

1 

Regression 3.858 1 3.858 4.564 .041b 
Residual 26.203 31 .845   

Total 30.061 32    

a. Dependent Variable:   minimizing rework and 
waste 
b. Predictors: (Constant),  lowering specifications 

Table 4: ANOVA results for  Minimizing Rework and 
Waste 
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