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Heat Exchanger Technology : Energy Sources for Future 
 

Abdeen Mustafa Omer 
Energy Research Institute (ERI), Nottingham, United Kingdom 

 
 

 

ABSTRACT 
 

In the recent attempts to stimulate alternative energy sources for heating and cooling of buildings, emphasise has 

been put on utilisation of the ambient energy from ground source heat pump systems (GSHPs) and other 

renewable energy sources. Exploitation of renewable energy sources and particularly ground heat in buildings can 

significantly contribute towards reducing dependency on fossil fuels. Geothermal heat pumps (GSHPs), or direct 

expansion (DX) ground source heat pumps, are a highly efficient renewable energy technology, which uses the 

earth, groundwater or surface water as a heat source when operating in heating mode or as a heat sink when 

operating in a cooling mode. It is receiving increasing interest because of its potential to reduce primary energy 

consumption and thus reduce emissions of the greenhouse gases (GHGs). The main concept of this technology is 

that it utilises the lower temperature of the ground (approximately <32°C), which remains relatively stable 

throughout the year, to provide space heating, cooling and domestic hot water inside the building area. The main 

goal of this study is to stimulate the uptake of the GSHPs. Recent attempts to stimulate alternative energy sources 

for heating and cooling of buildings has emphasised the utilisation of the ambient energy from ground source and 

other renewable energy sources. The purpose of this study, however, is to examine the means of reduction of 

energy consumption in buildings, identify GSHPs as an environmental friendly technology able to provide 

efficient utilisation of energy in the buildings sector, promote using GSHPs applications as an optimum means of 

heating and cooling, and to present typical applications and recent advances of the DX GSHPs. The study 

highlighted the potential energy saving that could be achieved with ground energy sources. It also focuses on the 

optimisation and improvement of the operation conditions of the heat cycle and performance of the DX GSHP. It 

is concluded that the direct expansion of the GSHP, combined with the ground heat exchanger in foundation piles 

and the seasonal thermal energy storage from solar thermal collectors, is extendable to applications that are more 

comprehensive. 

Keywords: Geothermal Heat Pumps, Direct Expansion, Ground Heat Exchanger, Heating and Cooling 

 

I. INTRODUCTION 

 

The earth‟s surface acts as a huge solar collector, 

absorbing radiation from the sun. In the UK, the 

ground maintains a constant temperature of 11-13
o
C 

several metres below the surface all the year around 

(Fridleifsson, 2003). Among many other alternative 

energy resources and new potential technologies, the 

ground source heat pumps (GSHPs) are receiving 

increasing interest because of their potential to reduce 

primary energy consumption and thus reduce emissions 

of greenhouse gases (ASHRAE, 1995).  

 

Direct expansion GSHPs are well suited to space 

heating and cooling and can produce significant 

reduction in carbon emissions. In the vast majority of 

systems, space cooling has not been normally 

considered, and this leaves ground-source heat pumps 

with some economic constraints, as they are not fully 

utilised throughout the year. The tools that are 

currently available for design of a GSHP system 
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require the use of key site-specific parameters such as 

temperature gradient and the thermal and geotechnical 

properties of the local area. A main core with several 

channels will be able to handle heating and cooling 

simultaneously, provided that the channels to some 

extent are thermally insulated and can be operated 

independently as single units, but at the same time 

function as integral parts of the entire core. Loading of 

the core is done by diverting warm and cold air from 

the heat pump through the core during periods of 

excess capacity compared to the current needs of the 

building (Kalbus, et al., 2006; and Shah, 1991). The 

cold section of the core can also be loaded directly with 

air during the night, especially in spring and fall when 

nighttimes are cooler and daytimes are warmer. The 

shapes and numbers of the internal channels and the 

optimum configuration will obviously depend on the 

operating characteristics of each installation. Efficiency 

of a GSHP system is generally much greater than that 

of the conventional air-source heat pump systems. 

Higher COP (coefficient of performance) is achieved 

by a GSHP because the source/sink earth temperature 

is relatively constant compared to air temperatures. 

Additionally, heat is absorbed and rejected through 

water, which is a more desirable heat transfer medium 

due to its relatively high heat capacity.  

 

The GSHPs in some homes also provide: 

 

 Radiant floor heating. 

 Heating tubes in roads or footbaths to melt 

snow in the winter. 

 Hot water for outside hot tubs and 

 Energy to heat hot water. 

 

With the improvement of people‟s living standards and 

the development of economies, heat pumps have 

become widely used for air conditioning. The driver to 

this was that environmental problems associated with 

the use of refrigeration equipment, the ozone layer 

depletion and global warming are increasingly 

becoming the main concerns in developed and 

developing countries alike. With development and 

enlargement of the cities in cold regions, the 

conventional heating methods can severely pollute the 

environment. In order to clean the cities, the 

governments drew many measures to restrict citizen 

heating by burning coal and oil and encourage them to 

use electric or gas-burning heating. New approaches 

are being studied and solar-assisted reversible 

absorption heat pump for small power applications 

using water-ammonia is under development (Ramshaw, 

1995). 

 

An air-source heat pump is convenient to use and so it 

is a better method for electric heating. The ambient 

temperature in winter is comparatively high in most 

regions, so heat pumps with high efficiency can satisfy 

their heating requirement. On the other hand, a 

conventional heat pump is unable to meet the heating 

requirement in severely cold regions anyway, because 

its heating capacity decreases rapidly when ambient 

temperature is below -10°C. According to the weather 

data in cold regions, the air-source heat pump for 

heating applications must operate for long times with 

high efficiency and reliability when ambient 

temperature is as low as -15°C (Bergles, 1988). Hence, 

much researches and developments has been conducted 

to enable heat pumps to operate steadily with high 

efficiency and reliability in low temperature 

environments (Bowman, et al., 2001). For example, the 

burner of a room air conditioner, which uses kerosene, 

was developed to improve the performance in low 

outside temperature (Li, et al., 2004). Similarly, the 

packaged heat pump with variable frequency scroll 

compressor was developed to realise high temperature 

air supply and high capacity even under the low 

ambient temperature of –10 to –20°C (Mandelbrot, 

1982). Such a heat pump systems can be conveniently 

used for heating in cold regions. However, the 

importance of targeting the low capacity range is clear 

if one has in mind that the air conditioning units below 

10 kW cooling account for more than 90% of the total 

number of units installed in the EU (Bejan, 2000).  

  

II. METHODS AND LABORATORY 

MEASUREMENTS 

 
This article describes the details of the prototype GSHP 

test rig, details of the construction and installation of 

the heat pump, heat exchanger, heat injection fan and 

water supply system. It also, presents a discussion of 

the experimental tests being carried out. 

2.1. Main Experimental Test Rig 

 

The schematic of the test rig that was used to support 

the two ground-loop heat exchangers is shown in 

Figure 1. It consisted of two main loops: heat source 

loop and evaporation heat pump. Three horeholes were 
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drilled each 30 meters deep to provide sufficient 

energy. The closed-loop systems were laid and 

installed in a vertical well. The ground-loop heat 

exchaners were connected to the heat pump. 

 

2.1.1. Direct Expansion Heat Pump Installation 

The experimental work undertaken was separated into 

three parts. The first part dealt with drilling three 

boreholes each 30 meter deep, digging out the pit and 

connection of the manifolds and preparation of coils. 

Holes were grouted with bentonite and sand. The pipes 

were laid and tested with nitrogen. Then, the pit was 

backfilled and the heat pump was installed. The second 

part was concerned with the setting up of the main 

experimental rig: construction and installation of the 

heat injection fan, water pump, expansion valve, flow 

meter, electricity supply, heat exchanger and heat 

pump. The third part was an installation of refrigerator 

and measurements.  

 

The aim of this project is to present and develop a 

GSHP system to provide heating and cooling for 

buildings (Figure 2). The heat source loop consisted of 

two earth loops: one for vapour and one for liquid. A 

refrigeration application is only concerned with the low 

temperature effect produced at the evaporator; while a 

heat pump is also concerned with the heating effect 

produced at the condenser. 

 

 

Figure 1. Sketch of installing heat pump 

 
Figure 2. Shows the connections of ground loops to 

heat pump and heat exchanger 

 

The earth-energy systems, EESs, have two parts; a 

circuit of underground piping outside the house, and a 

heat pump unit inside the house. And unlike the air-

source heat pump, where one heat exchanger (and 

frequently the compressor) is located outside, the entire 

GSHP unit for the EES is located inside the house.  

 

 

Figure 3. Showing the drilling (1-2) digging of the pit (3), 

connection of the manifolds (4), grouting, preparation of the 

coils (5-6) and the source loop, which consists of two earth 

loops: one for vapour and one for liquid (7-9). 

The outdoor piping system can be either an open 

system or closed loop. An open system takes advantage 

of the heat retained in an underground body of water. 

The water is drawn up through a well directly to the 

heat exchanger, where its heat is extracted. The water 
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is discharged either to an aboveground body of water, 

such as a stream or pond, or back to the underground 

water body through a separate well. Closed-loop 

systems, on the other hand, collect heat from the 

ground by means of a continuous loop of piping buried 

underground. An antifreeze solution (or refrigerant in 

the case of a DX earth-energy system), which has been 

chilled by the heat pump's refrigeration system to 

several degrees colder than the outside soil, circulates 

through the piping, absorbing heat from the 

surrounding soil. 

The direct expansion (DX) GSHP installed for this 

study was designed taking into account the local 

meteorological and geological conditions. The site was 

at the School of the Built Environment, University of 

Nottingham, where the demonstration and performance 

monitoring efforts were undertaken Figures (3-4). The 

heat pump has been fitted and monitored for one-year 

period. The study involved development of a design 

and simulation tool for modelling the performance of 

the cooling system, which acts a supplemental heat 

rejecting system using a closed-loop GSHP system. 

With the help of the Jackson Refrigeration 

(Refrigeration and Air Conditioning engineers), the 

following were carried out: 

 

 Connection of the ground loops to the heat pump 

 Connection of the heat pump to the heat 

exchanger 

 Vacuum on the system 

 Charging the refrigeration loop with R407C 

refrigerant 

2.1.2. Water Supply System 

 

The water supply system consisted of water pump, 

boiler, water tank, expansion and valve flow metre 

(Figure 4). A thermostatically controlled water heater 

supplied warm water, which was circulated between 

the warm water supply tank and warm water storage 

tank using a pump to keep the surface temperature of 

the trenches at a desired level. 

 

The ground source heat pump system, which uses a 

ground source with a smaller annual temperature 

variation for heating and cooling systems, has 

increasingly attracted market attention due to lower 

expenses to mine for installing underground heat 

absorption pipes and lower costs of dedicated heat 

pumps, supported by environmentally oriented policies. 

The theme undertakes an evaluation of heat absorption 

properties in the soil and carries out a performance test 

for a DX heat pump and a simulated operation test for 

the system. In fact, these policies are necessary for 

identifying operational performance suitable for 

heating and cooling, in order to obtain technical data 

on the heat pump system for its dissemination and 

maintain the system in an effort of electrification. In 

these circumstances, the study estimated the heat 

properties of the soil in the city of Nottingham and 

measured thermal conductivity for the soil at some 

points in this city, aimed at identifying applicable areas 

for ground source heat pump system.  

 

 

Figure 4. Showing preparation of coils (1-2), installation of 

heat pump (3-6) and connection of water supply system (water 

pump, flow metre, expansion valve and the boiler) (7-9). 

 

2.2. Design and Installation 

 

Installation of the heat pump system and especially the 

ground heat exchanger needs to be carefully 

programmed so that it does not interfere with or delay 

any other construction activities. The time for 

installation depends on soil conditions, length of pipe, 

equipment required and weather conditions. The DX 

systems are most suitable for smaller domestic 

applications. 
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The most important first step in the design of a GSHP 

installation is accurate calculation of the building‟s 

heat loss, its related energy consumption profile and 

the domestic hot water requirements. This will allow 

accurate sizing of the heat pump system. This is 

particularly important because the capital cost of a 

GSHP system is generally higher than for alternative 

conventional systems and economies of scale are more 

limited. Oversizing will significantly increase the 

installed cost for little operational saving and will mean 

that the period of operation under part load is increased. 

Frequent cycling reduces equipment life and operating 

efficiency. Conversely if the system is undersized 

design conditions may not be met and the use of top-up 

heating, usually direct acting electric heating, will 

reduce the overall system efficiency. In order to 

determine the length of heat exchanger needed to 

piping material. The piping material used affects life; 

maintenance costs, pumping energy, capital cost and 

heat pump performance. 

 

2.3. Heat Pump Performance 

 

The need for alternative low-cost energy resources has 

given rise to the development of the DX-GSHPs for 

space cooling and heating. The performance of the heat 

pump depends on the performance of the ground loop 

and vice versa. It is therefore essential to design them 

together. Closed-loop GSHP systems will not normally 

require permissions/authorisations from the 

environment agencies. However, the agency can 

provide comment on proposed schemes with a view to 

reducing the risk of groundwater pollution or 

derogation that might result. The main concerns are: 

 

 Risk of the underground pipes/boreholes 

creating undesirable hydraulic connections 

between different water bearing strata. 

 Undesirable temperature changes in the aquifer 

that may result from the operation of a GSHP. 

 Pollution of groundwater that might occur 

from leakage of additive chemicals used in the 

system.  

 

Efficiencies for the GSHPs can be high because the 

ground maintains a relatively stable temperature 

allowing the heat pump to operate close to its optimal 

design point. Efficiencies are inherently higher than for 

air source heat pumps because the air temperature 

varies both throughout the day and seasonally such that 

air temperatures, and therefore efficiencies, are lowest 

at times of peak heating demand. 

 

A heat pump is a device for removing heat from one 

place - the „source‟ - and transferring it at a higher 

temperature to another place. The heat pumps consist 

of a compressor, a pressure release valve, a circuit 

containing fluid (refrigerant), and a pump to drive the 

fluid around the circuit. When the fluid passes through 

the compressor, it increases in temperature. This heat is 

then given off by the circuit while the pressure is 

maintained. When the fluid passes through the relief 

valve the rapid drop in pressure results in a cooling of 

the fluid. The fluid then absorbs heat from the 

surroundings before being re-compressed. In the case 

of domestic heating, the pressurised circuit provides 

the heating within the dwelling. The depressurised 

component is external and, in the case of ground source 

heat pumps, is buried in the ground. Heat pump 

efficiencies improve as the temperature differential 

between „source‟ and demand temperature decreases, 

and when the system can be „optimised‟ for a particular 

situation. The relatively stable ground temperatures 

moderate the differential at times of peak heat demand 

and provide a good basis for optimisation. 

 

The refrigerant circulated directly through the ground 

heat exchanger in a direct expansion (DX) system but 

most commonly GSHPs are indirect systems, where a 

water/antifreeze solution circulates through the ground 

loop and energy is transferred to or from the heat pump 

refrigerant circuit via a heat exchanger. This 

application will only consider closed loop systems. The 

provision of cooling, however, will result in increased 

energy consumption and the efficiently it is supplied. 

The GSHPs are particularly suitable for new build as 

the technology is most efficient when used to supply 

low temperature distribution systems such as 

underfloor heating. They can also be used for retrofit 

especially in conjunction with measures to reduce heat 

demand. They can be particularly cost effective in 

areas where mains gas is not available or for 

developments where there is an advantage in 

simplifying the infrastructure provided.  

 



Volume 1  |  Issue 2  |  September-October-2016 |   www.ijsrcseit.com  6 

0

5

10

15

20

25

30

35

40

45

50

08:00 09:00 10:00 11:00 12:00 13:10 14:10 15:10 16:10

Time (h)

T
em

p
er

at
u

re
 (

o
C

)

0

10

20

30

40

50

60

70

80

90

100

C
o

m
p

re
ss

o
r 

&
 h

ea
t 

ex
ch

an
g

er
 

te
m

p
er

at
u

re
 (

o
C

)

Pit temperature Indoor temperature 
Vapour temperature Condenser temperature 
Compressor temperature Heat exchanger temperature  

 

Figure 5. Variation of temperatures per day for the DX 

system. 

 

 

2.3.1. Coefficient of Performance (COP) 

 

Heat pump technology can be used for heating only, or 

for cooling only, or be „reversible‟ and used for heating 

and cooling depending on the demand. Reversible heat 

pumps generally have lower COPs than heating only 

heat pumps. They will, therefore, result in higher 

running costs and emissions. Several tools are available 

to measure heat pump performance. The heat delivered 

by the heat pump is theoretically the sum of the heat 

extracted from the heat source and the energy needed 

to deliver the cycle. Figure 5 shows the variations of 

temperature with the system operation hours. Several 

tools are available to measure heat pump performance. 

The heat delivered by the heat pump is theoretically the 

sum of the heat extracted from the heat source and the 

energy needed to derive the cycle. For electrically 

driven heat pumps, the steady state performance at a 

given set of temperatures is referred to as the 

coefficient pf performance (COP). It is defined as the 

ration of the heat delivered by the heat pump and the 

electricity supplied to the compressor: 

 

COP = [heat output (kWth)] / [electricity input (kWel)] 

  (1)  

 

For an ideal heat pump the COP is determined solely 

by the condensation temperature and the temperature 

lift: 

COP = [condensing temperature (
o
C)] / [temperature 

lift (
o
C)]                                                                       (2)  

 

Figure 6 shows the COP of heat pump as a function of 

the evaporation temperature. Figure 7 shows the COP 

of heat pump as a function of the condensation 

temperature. As can be seen the theoretically efficiency 

is strongly dependent on the temperature lift. It is 

important not only to have as high a source temperature 

as possible but also to keep the sink temperature (i.e., 

heating distribution temperature) as low as possible. 

The achievable heat pump efficiency is lower than the 

ideal efficiency because of losses during the 

transportation of heat from the source to the evaporator 

and from the condenser to the room and the compressor. 

Technological developments are steadily improving the 

performance of the heat pumps.  

 

The need for alternative low-cost energy has given rise 

to the development of the GSHP systems for space 

cooling and heating in residential and commercial 

buildings. The GSHP systems work with the 

environment to provide clean, efficient and energy-

saving heating and cooling the year round. The GSHP 

systems use less energy than alternative heating and 

cooling systems, helping to conserve the natural 

resources. The GSHP systems do not need large 

cooling towers and their running costs are lower than 

conventional heating and air-conditioning systems. As 

a result, GSHP systems have increasingly been used for 

building heating and cooling with an annual rate of 

increase of 10% in recent years. While in some zones 

such as hot summer and cold winter areas, there is a 

major difference between heating load in winter and 

cooling load in summer. Thus, the soil temperature 

increases gradually after yearly operation of the GSHP 

system because of the inefficient recovery of soil 

temperature as the result of imbalance loads (Figure 8). 

Finally, the increase of soil temperature will decrease 

the COP of the system.  

 

The first law of thermodynamics is often called the law 

of conservation of energy. Based on the first law or the 

law of conservation of energy for any system, open or 

closed, there is an energy balance as: 

 

 [Net amount of energy added to system] =  

[Net increase of stored energy in system] 

                                                            (3) 

 

Or 

 

 [Energy in] – [Energy out] = [Increased of stored 

energy in system]  (4)  
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In a cycle, the reduction of work produced by a power 

cycle (or the increase in work required by a 

refrigeration cycle) equals the absolute ambient 

temperature multiplied by the sum of irreversibilities in 

all processes in the cycle. Thus, the difference in 

reversible and actual work for any refrigeration cycle, 

theoretical or real, operating under the same conditions 

becomes: 

 

Wactual = Wreversible + To ∑I                   (5) 

 

 
Figure 6. Heat pump performance vs evaporation 

temperature. 

 
Figure 7. Heat pump performance vs condensation 

temperature. 
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Figure 8. Seasonal temperature variations. 

 

Where: 

 

I is the irreversibility rate, kW/K. 

To is the absolute ambient temperature, K 

Refrigeration cycles transfer thermal energy from a 

region of low temperature to one of higher temperature. 

Usually the higher temperature heat sink is the ambient 

air or cooling water, at temperature To, the temperature 

of the surroundings. Performance of a refrigeration 

cycle is usually described by a coefficient of 

performance (COP), defined as the benefit of the cycle 

(amount of heat removed) divided by the required 

energy input to operate the cycle: 

 

COP = [Useful refrigeration effect]/ 

 [Net energy supplied from external sources] 

 (6) 

 

For a mechanical vapour compression system, the net 

energy supplied is usually in the form of work, 

mechanical or electrical and may include work to the 

compressor and fans or pumps. Thus, 

 

COP = [Qevap] / [Wnet]  (7)  

 

 

In an absorption refrigeration cycle, the net energy 

supplied is usually in the form of heat into the 

generator and work into the pumps and fans, or: 

 

COP = (Qevap) / (Qgen + Wnet)  (8) 

  

In many cases, work supplied to an absorption system 

is very small compared to the amount of heat supplied 

to the generator, so the work term is often neglected. 

Applying the second law of thermodynamic to an 

entire refrigeration cycle shows that a completely 

reversible cycle operating under the same conditions 

has the maximum possible COP. Table 1 lists the 

measured and computed thermodynamic properties of 

the refrigerant. Departure of the actual cycle from an 

ideal reversible cycle is given by the refrigerating 

efficiency: 

 

ηR = COP / (COP)rev  (9) 

 

 

2.3.2. Seasonal Performance Factor (SPF) 

 

There are primary two factors to describe the efficiency 

of heat pumps. First, the coefficient pf performance 

(COP) is determined in the test stand with standard 

conditions for a certain operating point and/or for a 
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number of typical operating points. Second, the 

seasonal performance factor (SPF), describes the 

efficiency of the heat pump system under real 

conditions during a certain period, for example for one 

year. The SPFs in this case are the ratio of the heat 

energy produced by the heat pump and the back-up 

heater and the corresponding energy required of the 

heat pump. The SPF for individual months and an 

average value for the year 2008 for the DX GSHP are 

shown in Figure 9. The assessment of the 2008 

measurement data for the GSHP in the buildings 

providing both heating and cooling reveals a seasonal 

performance factor (SPF) of 3.8. The SPF of the 

individual system was in the range of  

3.0-4.6. 

 

The preliminary results show that the GSHP are 

especially promising when it comes to reaching high 

efficiencies under real conditions. However, there is 

still a need for optimisation in the integration of the 

unit in the supply system for the house and for the 

control strategies of the heat pump. Thus, a poorly 

integrated heat source or an incorrectly designed heat 

sink can decrease the seasonal performance factor of 

the heat pump. The main point to consider is the 

careful layout of the system as a whole, rather than 

with respect to single components. 
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Figure 9. Seasonal performance for individual months 

and average for 2008. 

 

Table 1. Measured and computed thermodynamic 

properties of R-22 

 

Measured Computed 

Stat

e 

Pressure 

(kPa) 

Temperat

ure 

(°C) 

Specific 

enthalp

y 

(kJ/kg) 

Specific 

entropy 

(kJ/kg°

K) 

Specific 

volume 

(m3/kg) 

1 

2 
3 

4 
5 

310 

304 
1450 

1435 
1410 

-10 

-4 
82 

70 
34 

402.08 

406.25 
454.20 

444.31 
241.40 

1.78 

1.79 
1.81 

1.78 
1.14 

0.075 

0.079 
0.021 

0.019 
0.0008 

6 
7 

1405 
320 

33 
-12.8 

240.13 
240.13 

1.13 
1.15 

0.0008 
0.0191 

 

III. COMPARISON OF NUMERICAL 

SIMULATION AND EXPERIMENTS 
 

The GSHPS are generally more expensive to develop, 

however they have very low operating cost, and justify 

the higher initial cost. Therefore, it is necessary to have 

an idea of the energy use and demand of these 

equipments. The performances are normally rated at a 

single fluid temperature (0°C) for heating COP and a 

second for cooling EER (25°C). These ratings reflect 

temperatures for an assumed location and ground heat 

exchanger type, and are not ideal indicators of energy 

use. This problem is compounded by the nature of 

ratings for conventional equipment. The complexity 

and many assumptions used in the procedures to 

calculate the seasonal efficiency for air-conditioners, 

furnaces, and heat pumps (SEER, AFUE, and HSPF) 

make it difficult to compare energy use with equipment 

rated under different standards. The accuracy of the 

results is highly uncertain, even when corrected for 

regional weather patterns. These values are not 

indicators for demand since they are seasonal averages 

and performance at severe conditions is not heavily 

weighted. 

 

The American Society of Heating, Refrigerating, and 

Air-Conditioning Engineers (ASHRAE) (Luo, et al., 

2005) recommends a weather driven energy calculation, 

like the bin method, in preference to single measure 

methods like seasonal energy efficiency ratio (SEER), 

seasonal performance factor (SPF), energy efficiency 

rating (EER), coefficient of performance (COP), and 

annual fuel utilisation efficiency rating (HSPF). The 

bin method permits the energy use to be calculated 

based on local weather data and equipment 

performance over a wide range of temperatures (Luo, 

et al., 2007). Both solid and liquid parts co-existed in 

one control volume of non-isothermal groundwater 

flow. It was therefore necessary to integrate the two 

parts into one energy equation. Accordingly, the 

governing equation (Luo, et al., 2007) describing non-

isothermal groundwater flow in a saturated porous 

medium was as follows: 

 

 T (Δv) + (δT/δt) σ = αt Δ
2
T + qt/ (ρCp)f         

 (10)                                                       
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 (ρCp)t = ψ (ρCp)f + (1- ψ) (ρCp)s          

  (11)                                                                                  

 

Latent heat during phase changes between freezing soil 

and thawing soil was regarded as an inner heat source 

described as follows:  

 

WH (σd) δfs/δts = qs  (12) 

 (δT/δt) σ + Ux δTf/δx = αt Δ
2
T + qt/ (ρCp)f 

 (13) 

  

Where:  

Cp is the specific heat (J kg
-1

 K
-1

); q is the internal 

heat source (Wm
-3

). 

W is the water content in soil (%); T is the 

temperature (°C). 

H  is the condensation latent heat of water (J kg
-1

). 

t  is the times (s); U is the velocity (ms
-1

). 

fs  is the solid phase ratio. 

s  is the soil; f is the groundwater. 

Ψ is the porosity. 

α is the convective heat transfer coefficient (Wm
-

2
K

-1
). 

δ is volumetric specific heat ratio. 

ρ is the density (kg m
-3

). 

 

The experiments and calculations are conducted for 

unsaturated soil without groundwater flow (US), 

saturated soil without groundwater flow (SS) and 

saturated soil with groundwater flow (SSG) under same 

conditions and their results are compared with each 

other in Figures 10-13. 
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Figure 10. Comparison of calculations and 

experiments for saturated soil with groundwater flow 

(SSG). 
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Figure 11. Comparison of calculations and 

experiments for saturated soil without groundwater 

flow (SS). 
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Figure 12. Comparison of calculations and 

experiments for unsaturated soil without groundwater 

flow (US). 

 

Performance Enhancement of GSHP 

 

The heat transfer between the GSHP and its 

surrounding soil affected by a number of factors such 

as working fluid properties (e.g., 20% glycol) and its 

flow conditions, soil thermal properties, soil moisture 

content and groundwater velocity and properties, etc. 

The GSHP has a great potential to be one of the main 

energy sources in the future as it can be tapped in a 

number of different ways and can be used to produce 

hot water as well as electricity. It has a large spatial 

distribution with almost all countries having at least 

low enthalpy resources available (less than 125
o
C) and 

many countries around the world in both developing 

and developed countries are already harnessing it. It is 

a resource that has always been there and always with 

be and does not rely on specific factors such as the 

wind to be blowing or the sun to be shining, as is the 
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case with other forms of renewable energies. The 

GSHP is inherently clean and environmentally 

sustainable and will soon become more economical 

than combustion (fossil fuel) plants as regulations on 

plant emission levels are tightened and expensive 

abatement measures such as carbon capture and storage 

become compulsory. This study urges the need for the 

GSHP to be considered much more strongly than it 

currently is in environmental policies as it has been 

overlooked as a main alternative to fossil fuels and 

other forms of renewable energies.  
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Figure 13. Comparison of experiments for saturated 

soil with groundwater flow (SSG), saturated soil 

without groundwater flow (SS) and unsaturated soil 

without groundwater flow (US). 

 

Table 2. Comparison of Energy Costs between 

Different Energy Sources 

 

Energy 

source 

Energy costs 

(US¢/kWh) 

Potential 

future energy 

costs 

(US¢/kWh) 

Hydro 

Biomass 

Geothermal 

Wind 

Solar 

Tidal 

coal 

2-10 

5-15 

2-10 

5-13 

25-125 

12-18 

4 

2-8 

4-10 

1-8 

3-10 

5-25 

4-10 

.4 

  

Geothermal power utilises the heat energy naturally 

produced within the earth. Its wide abundance and 

renewable nature make it an attractive alternative 

energy source to fossil fuels. The environmental impact 

of geothermal power plants is negligible in comparison 

to combustion plants and it is progressively becoming 

more financially viable as emission regulations are 

tightened. The technology is increasingly being utilised 

by countries all over the world, as there are many 

different ways in which geothermal can be harnessed. 

Geothermal power is very competitive with other 

sources of energy when it comes to energy costs. Table 

2 shows the globally averaged energy  

costs in 2008 for different energy sources and shows 

what the potential future energy costs for different 

sources will be. As the Table 2 shows, geothermal is 

already generally more financially viable and cost-

effective globally than other forms of renewable power, 

being on par with hydro-electricity (however, it is 

important to note that costs will vary between countries) 

(USEPA, 1997). 

 

Over its first year of operation, the ground source heat 

pump system has provided 91.7% of the total heating 

requirement of the room and 55.3% of the domestic 

water-heating requirement, although only sized to meet 

half the design-heating load. The heat pump has 

operated reliably and its performance appears to be at 

least as good as its specification. The system has a 

measured annual performance factor of 3.16. The 

system is quiet and unobtrusive and achieved comfort 

levels. The heat pump does not reduce the useful space 

in the laboratory, and there are no visible signs of the 

installation externally (no flue, vents, etc.). The 

performance of the heat pump system could also be 

improved by eliminating unnecessary running of the 

integral distribution pump. It is estimated that reducing 

the running time of this pump, which currently runs 

virtually continuously, would increase the overall 

performance factor to 3.43. This would improve both 

the economics and the environmental performance of 

the system. More generally, there is still potential for 

improvement in the performance of heat pumps, and 

seasonal efficiencies for ground source heat pumps of 

4.0 are already being achieved. It is also likely the unit 

costs will fall as production volumes increase. 

 

Energy Efficiency Ratio (EER) is a ratio calculated by 

dividing the cooling capacity in watts per hour by the 

power input in watts at any given set of rating 

conditions. Coefficient of Performance (COP) is a ratio 

calculated for both the cooling (C) and heating (H) 

capacities by dividing the capacity expressed in watts 

by the power input in watts (excluding any 

supplementary heat). Table 3 summarises COP for 

different loops. Tables 4-5 present energy efficiency 

ratios for cooling and heating purposes.  
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Ground storage systems can be classified in many 

different ways. One of the most important 

classifications is in accordance to the temperature of 

the storage. The ground storage systems are classified 

as follows: 

 

 GSHPs, without artificial charging the soil - 

temperature about 10°C. 

 Low temperature ground storage - temperature 

< 50°C. 

 High temperature ground storage - 

temperature > 50°C. 

 

Table 6 shows COP and EER for different applications. 

Conserving natural resources benefits everyone now 

and into the future. For homebuilders, green building 

means the resource-efficient design, construction, and 

operation of homes. It represents an approach to both 

building and marketing homes that highlights 

environmental quality. 

 

Table 3. COPs for Different Loops 

 

Type of system COPC COPH 

Opened loops  

Closed loops 

Internal loops 

4.75 at 15°C 

3.93 at 25°C 

3.52 at 30°C 

3.6 at 10°C 

3.1 at 0°C 

4.2 at 20°C 

 

Table 4. Energy Efficiency Ratios for Cooling and 

Heating Applications 

 

Applica

tion 

Type of 

system 

Minimum 

EER 

Minimum 

COP 

Cooling 

 

Heating 

 

Opened loops 

(10°C) 

Closed loops 

(25°C) 

Opened loops 

(10°C) 

Closed loops 

(0°C) 

13.0 

11.5 

- 

- 

- 

- 

3.1 

2.8 

 

Table 5. Direct expansion closed loop ground or water 

source heat pumps 

 

Application Type of 

system 

Minimum 

EER 

Minimum 

COP 

Cooling 

 

Opened 

loops (10°C) 

11.0 

10.5 

3.2 

3.1 

Heating 

 

Closed loops 

(25°C) 

Opened 

loops (10°C) 

Closed loops 

(0°C) 

- 

- 

3.0 

2.5 

 

 

 

 

Table 6. Key energy star criteria for ground-source 

heat pumps 

 

Product  

Type 

Minimum 

EER 

Minimum 

COP 

Water 

Heating 

(WH) 

Closed-

loop 

14.1 3.3 Yes 

With 

integrated 

WH 

14.1 3.3 N/A 

Open-loop 16.2 3.6 Yes 

With 

integrated 

WH 

16.2 3.6 N/A 

DX 15.0 3.5 Yes 

With 

integrated 

WH 

15.0 3.5 N/A 

 

5. Heat Exchanger Design 

 

A heat exchanger is usually referred to as a micro heat 

exchanger (μHX) if the smallest dimension of the 

channels is at the micrometer scale, for example from 

10 μm to 1 mm. Beside the channel size, another 

important geometric characteristic is the surface area 

density ρ (m
2
/m

3
), which is defined as the ratio of heat 

exchange surface area to volume for one fluid. It 

reflects the compactness of a heat exchanger and 

provides a criterion of classification. Note that the two 

parameters, the channel size and surface area density, 

are interrelated, and the surface area density increases 

when the channel size decreases. The exchangers that 

have channels with characteristic dimensions of the 

order of 100 μm are likely to get an area density over 

10 000 m 
2
/m

3
 and usually referred to as μHXs (Allan, 

et al., 1999).  
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By introducing α in the specific heat exchanger 

performance equation, the volumetric heat transfer 

power P/V (W/m 
3
) can be expressed as follows:  

 

 P = FUA ΔTm= FUA ρ α V ΔTm  (14) 

 

 P/ V= ρ FU ΔTm  (15) 

 

Where, U, ΔTm and F refer to the overall heat transfer 

coefficient (W/m
2
 K), the mean temperature difference 

(K) and the dimensionless mean temperature difference 

correction factor for flow configuration respectively. 

Note that for a specific heat exchanger performance, 

high values of α lead to a corresponding high 

volumetric heat transfer power, larger than that of the 

conventional equipment by several orders of magnitude. 

As a result, heat exchanger design by miniaturisation 

technology has become a common research focus for 

process intensification (Philappacopoulus, et al., 2001).  

The main advantages of μHX design are “compactness, 

effectiveness and dynamic”. These properties enable 

exact process control and intensification of heat and 

mass transfer (EPRI and NRECA, 1997):  

 

Compactness. The high surface area density reduces 

substantially the volume of the heat exchanger needed 

for the same thermal power. As a result, the space and 

costly material associated with constructing and 

installing the heat exchanger could be reduced 

significantly. Moreover, the fluid holdup is small in a 

μHX; this is important for security and economic 

reasons when expensive, toxic, or explosive fluids are 

involved.  

 

Effectiveness. The relatively enormous overall heat 

transfer coefficient of μHXs makes the heat exchange 

procedure much more effective. In addition, the 

development of microfabrication techniques (McCray, 

1997) such as LIGA, stereolithography, laser beam 

machining, and electroformation allows designing a 

μHX with more effective configurations and high 

pressure resistance.  

 

Dynamic. The quick response time of a μHX provides 

a better temperature control for relatively small 

temperature differences between fluid flows. The quick 

response (small time constant) is connected to the 

small inertia of the heat transfer interface (the small 

metal thickness that separates the two fluids).On the 

other hand, the exchanger as a whole, including the 

“peripheric” material, usually has a greater inertia than 

conventional exchangers, entailing a large time-

constant. Thus, the response of one fluid to a 

temperature change of the other fluid comprises two 

“temperature-change waves”, with very distinct time-

constants. In conventional exchangers, it is possible 

that the two responses are blurred into one.  

 

However, μHXs are not without shortcomings. On one 

hand, a high-pressure drop, a rather weak temperature 

jump and an extremely short residence time 

counterbalance the high performance. On the other 

hand, those fine channels (~100 μm) are sensitive to 

corrosion, roughness and fouling of the surfaces. 

Moreover, the distinguishing feature of the μHXs is 

their enormous volumetric heat exchange capability 

accompanied with some difficulties in realisation. 

μHXs design optimisation lies, on one hand, in 

maximising the heat transfer in a given volume taking 

place principally in microchannels, while, on the other 

hand, minimising the total pressure drops, the 

dissipations, or the entropy generation when they 

function as a whole system. Moreover, difficulties such 

as the connection, assembly, and uniform fluid 

distribution always exist, all of which should be taken 

into account at the design stage of μHXs. All these 

make the optimisation of μHXs design a multi-

objective problem, which calls for the introduction of 

multi-scale optimisation method (Jo, et al., 2001) to 

bridge the microscopic world and the macroscopic 

world. In recent years, the fractal theory (Anandarajah, 

2003) and constructal theory (Petrov, et al., 1997) are 

introduced to bridge the characteristics of heat and 

mass transfer that mainly takes place in micro-scale 

and the global performance of the heat exchanger 

system in macro-scale (Fahlen, 1997).  

 

The concept of multi-scale heat exchanger is expected 

to have the following characteristics (Rafferty, 2003):  

 A relatively significant specific heat exchange 

surface compared to that of traditional 

exchangers;  

 A high heat transfer coefficient, as heat transfer 

is taking place at micro-scales and meso-scales;  

 An optimised pressure drop equally distributed 

between the various scales;  

 A modular character, allowing assembly of a 

macro-scale exchanger from microstructured 

modules.  
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Some difficulties still exist. On one hand, the 

properties of flow distribution in such an exchanger are 

still unknown (Smith, et al., 1999). Many research 

works still needs to be done for the equidistribution 

optimisation. On the other hand, 3-D modelling of heat 

transfer for such an exchanger requires a thorough 

knowledge of the hydrodynamics and profound studies 

on elementary volume (smallest scale micro channels). 

Finally, maintenance problems for this type of 

integrated structures may become unmanageable when 

fouling; corrosion, deposits or other internal 

perturbations are to be expected. Figures 14-16 show 

the connections of the heat exchanger, water pump, 

heat rejection fan and expansion valve. 

 

The present DX GSHP system has been designed 

taking into account the local metrological and 

geological conditions and then systems was installed, 

using the ground source as a heat source. This project 

yielded considerable experience and performance data 

for the novel methods used to exchange heat with the 

primary effluent. The heat pump have also fitted in dry, 

well-ventilated position where full access for service 

was possible and monitored the performance of a 

number of the DX GSHPs, including one so-called 

"hybrid" system that included both ground-coupling 

and a cooling tower. 

 

The GSHPs provide an effective and clean way of 

heating buildings worldwide. They make use of 

renewable energy stored in the ground, providing one 

of the most energy-efficient ways of heating buildings. 

They are suitable for a wide variety of building types 

and are particularly appropriate for low environmental 

impact projects. They do not require hot rocks 

(geothermal energy) and can be installed in most of the 

world, using a borehole or shallow trenches or, less 

commonly, by extracting heat from a pond or lake. 

Heat collecting pipes in a closed loop, containing water 

(with a little antifreeze) are used to extract this stored 

energy, which can then be used to provide space 

heating and domestic hot water. In some applications, 

the pump can be reversed in summer to provide an 

element of cooling. The only energy used by the GSHP 

systems is electricity to power the pumps. Typically, a 

GSHP will deliver three or four times as much thermal 

energy (heat) as is used in electrical energy to drive the 

system. For a particularly environmental solution, 

green electricity can be purchased. The GSHP systems 

have been widely used in other parts of the world, 

including North America and Europe, for many years. 

Typically they cost more to install than conventional 

systems; however, they have very low maintenance 

costs and can be expected to provide reliable and 

environmentally friendly heating for in excess of 20 

years. Ground source heat pumps work best with 

heating systems, which are optimised to run at a lower 

water temperature than is commonly used in the UK 

boiler and radiator systems. As such, they make an 

ideal partner for underfloor heating systems. 

 
 

Figure 14. Shows the heat exchanger. 

 

 
 

Figure 15. Shows the connections of the heat 

exchanger, water pump, heat rejection fan and 

expansion valve. 

 

 
Figure 16. Shows the connections of the heat 

exchanger and expansion valve. 
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Figure 17. Variation of temperatures for heat 

exchanger for two weeks. 

 
Figure 18. Variation of temperatures for heat 

exchanger for 45 days. 

 
Figure 19. Variation of temperatures for heat 

exchanger for year. 

 

T1 is the Heat exchanger temperature 

T2 is the compressor temperature 

T3 is the condenser temperature 

T4 is the vapour temperature 

T5 is the indoor temperature 

T6 is the pit temperature 

 

Figures 17-19 show daily system temperatures for a 

sample day in each period and the periods of operation 

of the auxiliary heater and the immersion heater. The 

performance of the heat pump is inversely proportional 

to the difference between the condensation temperature 

and the evaporation temperature (the temperature lift). 

Figure 20 shows the output of the heat pump for a 

range of output (condensation) temperatures. These are 

stable operating conditions, but not true steady state 

conditions. At output temperatures greater than 40°C, 

the heat pump was providing heating to the domestic 

hot water. The scatter in the points is largely due to 

variations in the source temperatures (range 0.2°C to 

4.3°C). These results indicate that the system 

performance meets and possibly exceeds the specified 

rating for the heat pump of 3.7 kW at an output 

temperature of 45°C. Two different control 

mechanisms for the supply of energy from the heat 

pump for space heating were tested. From March 2007 

until July 2008, the supply of energy from the heat 

pump to the space heating system was controlled by a 

thermostat mounted in the room. From August 2008, 

an alternative control using an outside air temperature 

sensor was used. This resulted in the heat pump 

operating more continuously in cold weather and in 

considerably less use of the auxiliary heater. The 

amount the auxiliary heater is used has a large effect on 

the economics of the system. Using the outdoor air 

temperature sensor results in the return temperature 

being adjusted for changes in the outdoor temperature 

and good prediction of the heating requirement. Very 

stable internal temperatures were maintained. Figure 20 

shows the daily total space heating from the heat pump 

and the auxiliary heater for the two heating control 

systems. The same period of the year has been 

compared, using the room temperature sensor and an 

outdoor air temperature sensor. The operating 

conditions were not identical, but the average 24-hour 

temperatures for the two periods were quite similar at 

9.26°C and 9.02°C respectively.  

 

 

6. Performance of the Ground Collector 

 

The flow rate in the ground coil is 0.23 l/s. The heat 

collection rate varies from approximately 19 W to 27 

W per metre length of collector coil. In winter,  

the ground coil typically operates with a temperature 

differential of about 5°C (i.e., a flow temperature from 

the ground of 2°C to 3°C and a return temperature to 

the ground coil of -1°C to -2°C). Icing up of the return 

pipework immediately below the heat pump can be 
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quite severe. The ground coil temperatures are 

considerably higher in summer when, for water heating, 

the temperature differential is similar but flow and 

return temperatures are typically 11°C and 6°C 

respectively. When the heat pump starts, the flow and 

return temperatures stabilise very quickly. Even over 

sustained periods of continuous operation the 

temperatures remained stable. The ground coil appears 

adequately sized and could possibly be oversized. 

Figure 20 shows the variation of ground source heat 

pump against ground temperatures. 

A residential GSHP system is more expensive to install 

than a conventional heating system. It is most cost-

effective when operated year-round for both heating 

and cooling. In such cases, the incremental payback 

period can be as short as 3–5 years. A GSHP for a new 

residence will cost around 9-12% of the home 

construction costs. A typical forced air furnace with 

flex ducting system will cost 5-6% of the home 

construction costs. Stated in an alternative form, the 

complete cost of a residential GSHP system is $3,500-

$5,500 per ton. Horizontal loop installations will 

generally cost less than vertical bores. For a heating 

dominated residence, figure around 550 square feet/ton 

to size the unit. A cooling dominated residence would 

be estimated around 450 square feet/ton. The table 3 

below compares three types of systems.  

 

6.1. Geothermal Energy: Electricity Generation and 

Direct Use at the End 2008 

 

Concerning direct heat uses, Table 7 shows that the 

three countries with the largest amount of installed 

power: USA (5,366 MWt), China (2,814 MWt) and 

Iceland (1,469 MWt) cover 58% of the world capacity, 

which has reached 16,649 MWt, enough to provide 

heat for over 3 million houses (USGAO, 1994). Out of 

about 60 countries with direct heat plants, beside the 

three above-mentioned nations, Turkey, several 

European countries, Canada, Japan and New Zealand 

have sizeable capacity.  

 

 
Figure 20. Variation of heat pump output with 

temperature. 

 

The GSHPs energy cost savings vary with the electric 

rates, climate loads, soil conditions, and other factors. 

In residential building applications, typical annual 

energy savings are in the range of 30 to 60 percent 

compared to conventional HVAC equipment.  

 

IV. RESULTS AND DISCUSSION 

 

Most systems have less than 15 kWth heating output, 

and with ground as heat source, direct expansion 

systems are predominant. Ground-source heat pumps 

had a market share of 95% in 2006 (Rybach, et al., 

1995) (Figure 21). Figure 22 illustrates the monthly 

energy consumption for a typical household in the 

United Kingdom. Unlike air source units, GSHP 

systems do not need defrost cycles nor expensive 

backup electric resistance heat at low outdoor air 

temperatures. The stable temperature of a ground 

source is a tremendous benefit to the longevity and 

efficiency of the compressor.  

 

The energy used to operate this pump could be reduced 

if it was controlled to operate only when the heat pump 

was supplying heat. The improvement in efficiency 

would be greatest in summer when the heat pump is 

only operating for a short period each day. If this pump 

were controlled to operate only when the heat pump is 

operating, it is estimated that the overall annual 

performance factor of the heat pump system would be 

3.43, and that the average system efficiencies for the 

period November to March and April to September 

would be 3.42 and 3.44 respectively (Rybach, et al., 

1997). 
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Figure 21. Distribution of heat sources for heat pumps 

(for space heating). 
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Figure 22. Monthly heating energy demands. 

 

Under these conditions, it is predicted that there would 

only be a small variation in the efficiency of the heat 

pump system between summer and winter. This is 

explained by the fact that although the output 

temperature required for domestic water heating is 

higher than that required for space heating, the ground 

temperatures are significantly higher in the summer 

than in the winter. 

 

There is clearly a lot more that must be done to support 

distribution GSHPs in general especially from the 

perspective of buildings in the planning and operation, 

and distribution GSHP systems (Figures 23-25). 
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Figure 23. Residential energy consumptions according 

to end use 
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Figure 24. Commercial energy consumptions 

according to end use. 
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Figure 25. Energy consumptions according to end use. 
 

Table 7. Geothermal Energy: Electricity Generation and Direct Use  

at the End 2008 (Knoblich, et al., 1993) 
 

Regions Electricity generation Direct use 
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  Mwe GWh MWt GWh 

Algeria       100 441 0.50 
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Ethiopia 9 30 0.40       

Kenya 45 390 0.99 1 3 0.25 

Tunisia       20 48 0.28 

Total Africa 54 420 0.89 121 492 0.46 

Canada       378 284 0.09 

Costa Rica 115 804 0.80       

El Salvador 161 552 0.39       

Guadeloupe 4 25 0.67       

Guatemala 33 216 0.74 3 30 1.00 

Honduras       1 5 0.76 

Mexico 750 5 642 0.86 164 1 089 0.76 

Nicaragua 70 583 0.95       

United States of America 2 228 16 813 0.86 5 366 5 640 0.12 

Venezuela       1 4 0.63 

Total North America 3 361 24 635 0.84 5 913 7 052 0.14 

Argentina 1 N.A 0.67 26 125 0.55 

Chile       N.A 2 0.55 

Colombia       13 74 0.63 

Peru       2 14 0.65 

Total South America 1 N.A 0.67 41 215 0.60 

China 29 100 0.39 2 814 8 724 0.35 

Georgia       250 1 752 0.80 

India       80 699 1.00 

Indonesia 590 4 575 0.89 7 12 0.19 

Japan 547 3 451 0.72 258 1 621 0.72 

Korea (Republic)       51 299 0.67 

Nepal       1 6 0.66 

Philippines 1 863 10 594 0.65 1 7 0.79 

Thailand N.A 1 0.38 1 4 0.68 

Turkey 15 81 0.62 820 4 377 0.61 

Total Asia 3 044 18 802 0.71 4 283 17 501 0.47 

Austria       255 447 0.20 

Regions Electricity generation Direct use 
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Belgium       4 30 0.87 

Bulgaria       107 455 0.48 

Croatia       114 153 0.15 

Czech Republic       13 36 0.33 

Denmark       3 15 0.52 

Finland       81 167 0.24 

FYR Macedonia       81 142 0.20 

France       326 1 365 0.48 

Germany       397 436 0.13 

Greece       57 107 0.21 

Hungary       328 1 400 0.49 

Iceland 170 1 138 0.76 1 469 5 603 0.44 

Italy 621 4 403 0.81 680 2 500 0.42 

Lithuania       21 166 0.90 

Netherlands       11 16 0.17 

Norway       6 9 0.17 

Poland       69 76 0.13 

Portugal 20 79 0.45 6 10 0.20 

Romania       110 120 0.12 

Russian Federation 23 85 0.42 307 1 703 0.63 

Serbia and Montenegro       80 660 0.94 
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Slovakia       132 588 0.51 

Slovenia       103 300 0.33 

Spain       70 292 0.47 

Sweden       377 1 147 0.35 

Switzerland       547 663 0.14 

United Kingdom       3 10 0.38 

Total Europe 834 5 705 0.78 5 757 18 616 0.37 

Israel       63 476 0.86 

Jordan       153 428 0.32 

Total Middle East       216 904 0.48 

Australia N.A 1 0.60 10 82 0.90 

New Zealand 410 2 323 0.65 308 1 967 0.73 

Total Oceania 410 2 324 0.65 318 2 049 0.74 

TOTAL WORLD 7 704 51 886 0.77 16 649 46 829 0.32 

 

 

V. CONCLUSION 

 

The direct expansion (DX) ground source heat 

pump (GSHP) systems have been identified as one 

of the best sustainable energy technologies for 

space heating and cooling in residential and 

commercial buildings. The GSHPs for building 

heating and cooling are extendable to more 

comprehensive applications and can be combined 

with the ground heat exchanger in foundation piles 

as well as seasonal thermal energy storage from 

solar thermal collectors. 

 

Heat pump technology can be used for heating 

only, or for cooling only, or be „reversible‟ and 

used for heating and cooling depending on the 

demand. Reversible heat pumps generally have 

lower COPs than heating only heat pumps. They 

will, therefore, result in higher running costs and 

emissions and are not recommended as an energy-

efficient heating option. The GSHP system can 

provide 91.7% of the total heating requirement of 

the building and 55.3% of the domestic water-

heating requirement, although only sized to meet 

half the design-heating load. The heat pump can 

operate reliably and its performance appears to be 

at least as good as its specification. The system has 

a measured annual performance factor of 3.16. The 

heat pump system for domestic applications could 

be mounted in a cupboard under the stairs and 

does not reduce the useful space in the house, and 

there are no visible signs of the installation 

externally (no flue, vents, etc.). 

 

The performance of the heat pump system could 

also be improved by eliminating unnecessary 

running of the integral distribution pump. It is 

estimated that reducing the running time of the 

pump, which currently runs virtually continuously, 

would increase the overall performance factor to 

3.43. This would improve both the economics and 

the environmental performance of the system. 

More generally, there is still potential for 

improvement in the performance of heat pumps, 

and seasonal efficiencies for ground source heat 

pumps of 4.0 are being achieved. It is also likely 

the unit costs will fall as production volumes 

increase. By comparison, there is little scope to 

further improve the efficiency of gas- or oil-fired 

boilers. 
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ABSTRACT 
 

Nowadays competitive business environments, introduce new products of the global market, ahead of the 

competition and evaluate optimized procurement of goods from the global point of view, are essential. 

Accomplish businesses develop and strengthen their market position by manufacturing the highest quality of 

finish products more efficiently, at the minimum cost, and bringing them to market rapidly. Review the 

development step of a new product and need to start production preparation process (3P) based on Just-in-Time 

(JIT) within a small amount of time and in a timely fashion. Production Preparation Process 3P is an advanced lean 

approach required simulation, visual thinking, and kaizen for quick design for manufacturability. This work 

focuses on to minimize wastage of product, process design and used to eliminate waste in existing processes. 

However, this method is using within companies such as metals, petro- chemical, automobile industry and similar 

industries due to the demand for new products have increased. The reason for this research was to show the lean 

concepts, which can be efficient, effectively planned and managed. 

Keywords: Production Preparation Process (3P), Just In Time (JIT), Kaizen, Waste, Lean Concepts. 

 

I. INTRODUCTION 

 

The lean concept has many advantages which have 

helped many companies over the years to stay more 

competitive in global and national business [1]. The 

basic idea is to reduce the cost systematically, 

throughout the product and production process using a 

series of engineering reviews. The goal is to satisfy the 

customer with the exact quantity , product, quality and 

cost in the lowest amount of time. The Lean 

manufacturing is more than a cost reduction program 

or problem-solving approaches [3]. Lean experts 

typically view 3P as one of the most powerful and 

transformative advanced manufacturing tools, and it is 

generally only used by organizations that have 

experience implementing other lean methods. Whereas 

kaizen and other lean methods take a production 

process as a given and seek to make improvements, the 

(3P) focuses on minimizing the waste through product 

and process design. 3P seeks to meet customer 

requirements by starting with a clean product 

development slate to rapidly create and test potential 

product and process designs that require the least time, 

material, and capital resources. This method involves a 

diverse group of individuals in a multi-day creative 

process to rectify different alternative ways to meet the 

customer's needs using different product or process 

designs [2]. The Production Preparation Process 

typically results in products that are simpler aand easier 

to manufacture often referred to as design for 

manufacturability and easier to use and maintain. The 

3P can also develop production processes that 

eliminate multiple process steps and that utilize 

homemade, right-sized equipment that better meet 

production needs. Ultimately, 3P methods represent a 

dramatic shift from the continuous, incremental 

improvement of existing processes sought with kaizen 

events. Instead, 3P offers potential to make "quantum 

leap" design improvements that can improve 

performance and minimize waste to a level beyond that 

which can be achieved through the continual 

improvement of existing processes [4]. 

1.1 Importance of the Study 

This study is to reduce the operational cost, increase 

profit and to meet customer demand on time by 



Volume 1  |  Issue 2  |  September-October-2016 |   www.ijsrcseit.com 

 

 21 

eliminating non-value-added work from the process in 

a systematic way. The impact of not doing the study 

could be inefficient and collaborate with an excess 

amount of work-in-process inventory which will result 

in higher operating cost , delays on delivery orders, 

loss of customers, and fewer sales revenue. This study 

will open the door to many new angles of research and 

researchers on lean manufacturing and Production 

Preparation Process moving forward. 

II. METHODS AND MATERIAL 

 

2. Literature Review 

 

The concept of Kaizen started since 1930’s but was 

implemented in several Japanese businesses after World 

War II. Kaizen is Japanese for improvement Kai means 

Change and Zen means Good. Kiichiro Toyota 

introduced the first Toyota vehicle and utilized Kaizen 

to establish fundamental guiding principles. Taiichi 

Ohno later developed the Toyota Production System, 

or as we know it today, Lean manufacturing. Kaikaku 

was also introduced as a spin from Kaizen. Kaizen 

is usually done through incremental changes to reach 

an improved state. The 3P is a method in which 

employee teams conceptualize, develop, validate, and 

deploy radical improvement in product or process 

design. It is a robust methodology that can help you 

achieve giant leaps forward in your industry in fact it 

often yields results that qualify as industry secrets and 

3P projects can be processed or product-focused and 

can be done in both manufacturing and service 

environments. The main idea is that an efficient 

production can be achieved by a comprehensive 

approach to minimizing wastes. This means 

eliminating excess output and inventory, excessive 

movement of material, delays and waiting, excess 

worker motion, over processing, and the need for 

rework and corrections. The 3P takes the concept of 

Kaikaku in implementing the future state for a 

manufacturing process or product. It is a project based 

multifunctional activity that requires the involvement 

of organizational stakeholders (internal or external) who 

help identify problems,  Kaizen opportunities and 

concerns [1, 5-6]. Some examples of projects include 

1. New equipment 

2. New products or new models 

3. Changes in process layouts 

4. Improvement in performance 

5. Increasing Production Capacity 

6. Transfer of equipment to another facility 

The 3P process is typically intended for companies high 

in utilizing the lean tool for identifying the value added 

and non-value activities. These companies   have gone 

through different stages in establishing stability, 

capability, and sustainability. These organizations 

have created a culture of problem solvers and have 

become highly recognized competitors in the market 

place [2]. 

 

2.1 Why 3P 

 

Production Preparation Process 3P is a system designed 

to lead organizations  to another level, from 

incremental Kaizen activities to break-through ideas 

that eliminate waste and reduce cost when 

implementing a new process or product.  It is considered 

one of the most powerful and transformative advanced 

manufacturing tools of Lean Enterprise 

Transformation [2]. The 3 P consists of 

simultaneously developing a new product and  

manufacturing system while also minimizing the 

development time. A key feature of 3P is that it 

simulates the actual product, components and 

production  line during the early stages of the design 

process to learn about manufacturing or delivery 

requirements before making commitments to a floor 

plan or process flow. Production Preparation applies to 

the following situations [7]. The Figure 1 below shows, 

the Production Preparation begins at the point where 

the    product concept is well enough designed to enable 

the development of the manufacturing process. It ends 

once production ramps up, but includes capturing 

lessons learned from volume production ramp up. 

 

 
 

Figure 1: Production Preparation Stages 

 

The Principles of the 3P include the following, which 

require close attention and adherence: 

 

1. Integrated Product and Manufacturing 

Development:  This brings together product and 

process engineering, vendors of equipment, front- 

line workers, and others to ensure simultaneous 

development with minimal rework. 

2. Quality built into the System: This focuses on 

ensuring that the equipment and other processes 



Volume 1  |  Issue 2  |  September-October-2016 |   www.ijsrcseit.com 

 

 22 

hold needed tolerances, pressures and temperatures 

other operating parameters. 

3. Flexible Processes and Equipment: This ensures 

that the system is designed to meet current and 

future customer requirements, and can adapt to 

changing economic conditions. 

4. Lean Principles: To ensures that the 

manufacturing processes will  lunch with best 

practices from Lean Thinking.  

5. Timing: In the 1990s, Motorola compared a 

30% development cost overrun to a six-month 

delay in the start and learned that the profit   

reduction due to a launch delay was ten times 

larger than from the cost overrun. While this 

doesn’t say to overrun budgets, it does say that 

completing developments on time are essential. 

6. Target Cost: Since the market sets the price, the 

design of the process to enable lowest cost is 

necessary. The great reduction in 

manufacturing  cost is possible during the design 

of the new process. 

 

2.2 Lean Thinking 

 

The production preparation process (3P) derives its 

approach from Lean Thinking and develops Lean 

manufacturing capabilities. Taiichi Ohno, the founder     

of the TPS said, all we are doing is looking at the 

timeline, from the moment the customer gives us an 

order to the point when we collect cash. The easiest 

of all wastes and the hardest to correct is the waste of 

time removing the non-value added wastes. Ohno 

echoed Henry Ford who   said, time waste differs from 

material because wasted time does not litter the floor 

like wasted material [10-11]. 

 

 
Figure 2 : The Toyota Production System House 

[7]. 

 

Figure 2, The Toyota Production System House, 

illustrates the major elements of the production system. 

One pillar of the house is Just-In-Time meaning the 

right part at the right time, just when needed and of 

the desired quality and quantity. Just-In-Time is enabled 

through designing the production process for 

continuous flow, production rate to meet the 

customer’s actual demand (takt time), balancing work, 

and allowing the downstream operations to signal 

when upstream production is needed. The other pillar is 

Process Quality meaning that  only real output is passed 

to the next operation or customer [12-14]. Process 

Quality is enabled through standard work for 

production and maintenance, equipment designed to 

prevent errors, and checks on how people perform 

regular work and in-process quality audits.  This 

production system aims to provide the lowest cost, high 

quality, and flexibility [15]. 

 

III. RESULTS AND DISCUSSION 

 

3. Methods and Implementation Approach 

 

This focuses on team-based workshop for creating and 

testing alternatives. The moonshine enables us rapidly 

to actualize our ideas of so named try-storming and 

cardboards engineering, is to mock up and simulate 

quick-and-dirty solutions. The figure 3 below shows 

the high measure of (3P). There are two paths, one for 

production and the other one for product, the process is 

highly integrated and includes feedback from product 

and process to design. The figure below shows more 

detailed to look. The moonshine events occur during 

the Production Preparation Process. These illustrate 

shows some ways that 3P differs from traditional 

design. The key steps in the 3P moonshine events are 

described below: 

 

 
            

  Figure 3: The High-Level Flow of 3P Process. 
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Figure 4: The Detailed Level of Production 

preparation process 3P [7]. 

 

1. Define Product or Process Design 

Objectives/Needs: The team looks for 

understanding the core customer needs that 

need to be satisfied. If a product prototype is 

available, the project team is divided into parts 

and raw materials to assess the function that each 

plays. 

2. Diagramming: A fishbone diagram or a n other 

type of illustration is created to show the flow 

from raw material to finish goods. In this step, 

the plan team analyzes where work in process 

will happen and how information and content will 

join. The team looks for non- value- added 

activities. 

3. Find and Analyze Examples in Nature: This 

means to consider how each process steps or 

product feature has a the same in the natural 

world,  f o r  i n s t a n c e ,  the movement of an 

animal. This action helps the plan team break out 

of existing paradigms, to look at the product and 

process in an entirely new way. 

4. Sketch and Evaluation of the Process: Sub-teams 

are formed, and each of the sub-tea m members is 

considered to draw in a different format to fulfill the 

process in question. Each of the sketches is 

analyzed, and the best is selected along with any 

useful features from the plans that are not chosen 

for a mock- up. 

5. Build, Present, and Select Process Prototypes: The 

team prototypes will examine the selected process, 

spending several days (if possible) working with 

different variations of the mock-up to ensure it 

will satisfy the criteria. 

6. Hold Design Review: Once a concept is selected 

for additional refinement, it is presented to a 

larger group as part of the original product 

designers for feedback and determines the steps 

to implement the solution. 

7. Develop Project Implementation Plan: This means 

if the project is selected to precede the team 

chooses an implementation project leader who 

helps to determine the schedule, process, resources 

requirements, and distribution of responsibilities 

for completion. 

 

 

IV.CONCLUSION 

 
This tool simulates the actual product, components 

and production line of a   new product throughout its 

development cycle and design. In these levels of design 

and development, the simulation events contain 

development software and hardware then followed by 

production varieties. The application of 3P Process tool 

simulation can also be applied to non-product 

applications, for example, to develop a new or 

information infrastructure and upgraded service. In 

these cases, the simulations media may be different, e.g., 

live storyboards, the concept of operation scripts, role 

playing, pilots and process models. The goal is  to 

show the lean concepts which can be adequately 

planned and managed with the use of concepts  and 

lean tools in identifying any non-value added value  

including quality problems , constraints, productivity or 

performance issues and take action to repair these 

problems before implementation. 
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ABSTRACT 
 

This paper examines the impact of digital preservation of information resources on academic libraries. An 

explanatory research design was adopted. The method was to examine information resources available in libraries. 

The paper highlighted the impact of digital preservation and the nature of information resources in academic 

libraries. It concludes that since information resources include print and non-print, academic libraries should begin 

to develop skills and good housekeeping operation for digital preservation that will meet up with the international 

standard for long-term digital preservation of information resources. 

Keywords: Digital Preservation, Information Resources, Academic Libraries. 

 

I. INTRODUCTION 

 

Digital preservation by definition means a process by 

which digital data is preserved in digital form in order 

to ensure the usability, durability and intellectual 

integrity of the information contained in them. digital 

preservation can be understood as the series of 

managed activities necessary to ensure continued 

access to digital materials for as long as necessary 

(Digital Preservation Coalition, 2008). It involves the 

planning, resource allocation and application of 

preservation methods and technologies to ensure that 

digital information of continuing value remains 

accessible and usable (Day, 2006). It combines policies, 

strategies and actions to ensure access to reformatted 

and born digital content regardless of the challenges of 

media future and technological change. 

 

The preservation enterprise in the cultural heritage 

sector now functions largely within an environment of 

digital technologies, organised digital content and tools 

to find and use digital information (Conway, 2010). 

Digital preservation is informed by digital collection 

building but encompasses the acquisition, ongoing 

maintenance, periodic transforming and persistent 

delivery of digital assets. 

 

Atkinson (2005) predicts that the outcome of digital 

preservation actions will be “new special collections, 

which like its traditional counterpart, will be very 

expensive and will be warranted for only a small, 

selected subset of publications. Digital preservation is a 

process and activities which stabilize and protect 

reformatted and digital authentic records in forms 

which are retrievable, readable and usable overtime 

(National Archives & Records service of South Africa, 

2006). 

 

In the digital world, preservation must be concerned 

with entire technological systems, not one or another 

component such as a film or a storage disk. Digital 

systems are characterised by multiple subsystems 

(scanners and transmission devices) (Council on 

Library and Information Resources, 2014). 

Preservation must encompass shared goals that leaders 

and followers elicit together.    

 

II.  METHODS AND MATERIAL 

 

Information Resources and Digital Preservation 

 

Information resources constitute a range of materials 

and equipment gathered by the library in order to meet 

the information needs of both intended and anticipated 

users. Aliyu (2006) stated that information resources 

are made up of a variety of materials which 

information could be stored, retrieved and disseminated 

for use. Specifically, information resources include 
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such things as books, journals, theses; dissertations, 

technical report and all related materials in print format 

and Information and Communication Technology (ICT) 

and related electronic gadgets which store or provide 

information worldwide without any serious 

geographical barrier capable of satisfying the diverse 

information needs of researchers. (Abubakar & 

Salamatu, 2014). „Information resources‟ refers to all 

physical and digital materials including educational 

resources that provide information relevant to curricula 

and research, including  infrastructure such as 

electronic databases, that are made available by a 

provider to support the higher education objectives of 

its operations.  

 

In addition to information resources specific to the 

discipline, providers should make readily available 

other resources to support academic study in general 

and resources relevant to cognate areas. The term 

„resource‟ means a source of supply, usually in large 

quantity. A person is said to be „resourceful‟ when he 

or she is capable of handling difficult situations. 

Generally, resources are aids to the researcher. They 

are those materials, strategies, manipulations, 

apparatuses or consultations that help the researcher to 

enhance research and development. Information 

resources therefore include all forms of information 

carriers that can be used to promote and encourage 

effective research activities and developmental projects 

(Chimah & Nwokocha, 2013). Information resources 

made available should be appropriate to the size and 

complexity of the provider and the number of students 

and their enrolment status, as well as the learning. 

 

The growth of information resource according to 

Uluocha (2014) has become a phenomenon most 

especially in developing societies, owing to 

technological advancement in information technology. 

Academic librarians have a mandate to preserve its 

unique collections in whatever form they exist when it 

comes to digital materials, this can be a challenge 

because they are inherently fragile and can be difficult 

to maintain in the present while making sure they stay 

readable and useful for future generations (Willard 

Marriott Library, n.d). 

 

Many institutions that use CDs as a storage medium are 

now concerned because information technologist has 

deemed the medium to be unsuitable for long term use. 

As a result, institutions are racing to get the data off the 

discs as quickly as possible and into a more reliable 

digital storage environment (Library of Congress 

Digital Preservation Newsletter, 2014).  Frequent use 

and careless handling of these information resources by 

clientele and academic librarians causes deterioration, 

thus, preserving them is a necessary solution. 

Akporhonor and Azonobi (2015) noted that harsh 

environmental condition, biological and lack of storage 

space and facilities are the factors affecting the 

preservation of information resources in university 

libraries, hence, preservation should be seen as an 

integral part of library operations to enhance access 

and use. Digital preservation has become a common 

topic in digital library research and development as a 

result; libraries through transition from research and 

experimental projects to an important part of the 

infrastructure for research and teaching. The rapid 

acceptance of digital technologies and the growth of 

digital libraries created three primary motivations for 

investments in digital preservation research and 

program development, there is an increasing demand 

for continuing access to the resources that digital 

libraries make available and this lead to a greater 

impact on academic libraries as it may be derived from 

preserved information resource through re-use 

(Hedstrom n.d).  

 

III. RESULTS AND DISCUSSION 

 

Impact of Digital Preservation on Academic 

Libraries 

 

Digital preservation is an essential and necessary 

component of digital archiving ensuring longevity of a 

digital object, but though essential, if applied in 

isolation from digital archiving, cannot ensure the long 

term accessibility and comprehension of the digital 

records that have been preserved (National Archives of 

Australia, 2006). Digital preservation relies on a good 

record keeping as it provides access to complete, 

reliable and authentic records into the future. It is seen 

as a prohibitive expensive activity and as such the 

exclusive preservation of large information resource. 

There is an urgent need to develop simple and scalable 

digital preservation tools and strategies that can be 

deployed in any library settings. 

 

The complexity of information resources and the 

diversity of the user community can present a 
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considerable challenge to its preservation; therefore it 

has the following impact; 

 

It ensures visibility of digital collections. It also 

enables services to be rendered across the globe as 

information resources can be accessed, interpreted and 

used for the future. 

 

Adequate resourcing in the framework design and 

implementation. It encourages structured library 

processes to be assigned accountably to systems design 

and development. Standard development in the 

preservation of information resources is assured e.g. 

ISO TR – Long term preservation of Electronic 

Document based information. 

 

It offers librarians the opportunity to develop their 

skills professionally. 

  

IV.CONCLUSION 

 
Digital Preservation as a common phenomenon should 

be given desired attention in academic libraries. The 

modern librarian is faced with serious challenges in 

terms of dissemination of information resource due to 

the frequent deterioration of information resources in 

traditional media. It is critically important that 

information resources retain their authenticity, 

accessibility over time, through effective digital 

preservation.  It is the duty of the librarian to preserve 

and conserve the intellectual content of the documents 

for the generations to come irrespective of media and 

technological changes. Therefore, the impact of digital 

preservation cannot be overstressed as it enables 

efficiency, productivity, and accessibility of 

information resource and shared digital repository 

network. 
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ABSTRACT 
 

This paper studies two types of definite integrals. Using Parseval’s identity, we can determine the infinite series 

expressions of the two types of definite integrals. Moreover, we propose two examples to do calculation 

practically. The research method adopted in this study is to find solutions through manual calculations and verify 

these solutions using Maple. This research method not only allows the discovery of calculation errors, but also 

helps modify the original directions of thinking. For this reason, Maple provides insights and guidance regarding 

problem-solving methods. 

Keywords: Definite Integrals, Parseval’s Identity, Infinite Series Expressions, Maple. 

 

 

I. INTRODUCTION 

 

The computer algebra system (CAS) has been widely 

employed in mathematical and scientific studies. The 

rapid computations and the visually appealing 

graphical interface of the program render creative 

research possible. Maple possesses significance among 

mathematical calculation systems and can be 

considered a leading tool in the CAS field. The 

superiority of Maple lies in its simple instructions and 

ease of use, which enable beginners to learn the 

operating techniques in a short period. In addition, 

through the numerical and symbolic computations 

performed by Maple, the logic of thinking can be 

converted into a series of instructions. The computation 

results of Maple can be used to modify our previous 

thinking directions, thereby forming direct and 

constructive feedback that can aid in improving 

understanding of problems and cultivating research 

interests. 

In calculus and engineering mathematics courses, there 

are many methods to solve the integral problems 

including change of variables method, integration by 

parts method, partial fractions method, trigonometric 

substitution method, etc. Adams et al. [1], Nyblom [2], 

and Oster [3] provided some methods to solve the 

integral problems. On the other hand, Yu [4-34], Yu 

and Chen [35], and Yu and Sheu [36-38] used some 

techniques, for example, complex power series, 

integration term by term theorem, area mean value 

theorem, and generalized Cauchy integral formula to 

solve some types of integrals. In this article, we study 

the following two types of definite integral problems 

which are not easy to obtain its answer using the 

methods mentioned above. 
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where ,,sr are real number, and 1r . The infinite 

series expressions of the two types of definite integrals 

can be obtained by using Parseval’s identity; they are 

the major results of this paper (i.e., Theorems 1 and 2). 

In addition, we propose two examples to demonstrate 

the manual calculations, and verify the results using 

Maple. 

  

II.  METHODS AND MATERIAL 

First, some formulas and Parseval’s identity used in 

this paper are introduced below. 

Formulas 

1) Euler’s formula  

xixix sincos)exp(  , where 1i and x is a 

real number. 

2) DeMoivre’s formula  

pxipxxix p sincos)sin(cos  , where p is an 

integer, and x is a real number. 

3) Taylor series expansions                      
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Parseval’s identity 

If )(xf and )(xg are two square integrable (with 

respect to Lebesgue measure), complex valued 

functions defined on R of period 2 with Fourier 

series expansions 
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III. RESULTS AND DISCUSSION 

Main Results 

In the following, we use Parseval’s identity to 

determine the infinite series expressions of the definite 

integrals (1) and (2). 

Theorem 1  Suppose that ,,sr are real numbers, 

and 1r , then 
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On the other hand, by Eqs. (3), (4) and DeMoivre’s 

formula, we have 
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It follows from Eq. (7) and the real parts of both sides 

of Eq. (8) are equal that the desired result holds.     

q.e.d. 

Theorem 2  If the assumptions are the same as 

Theorem 1, then 
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Proof  Using Eq. (7) and by the imaginary parts of 

both sides of Eq. (8) are equal, the desired result holds.             

q.e.d. 

 

Examples 

For the definite integral problems discussed in this 

study, two examples are provided and we use 

Theorems 1 and 2 to obtain their infinite series 

expressions. Moreover, Maple is used to calculate the 

approximations of these definite integrals and their 

infinite series expressions for verifying our answers. 

Example 1 Let 4/1r , 5s , and 3/  in 

Theorem 1, then by Eq. (6) we have 
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Next, we employ Maple to verify the correctness of Eq. 

(10). 

>evalf(int(exp(5*cos(x+Pi/3))*(1/2*cos(5*sin(x+Pi/3))

*ln(17/16+1/2*cos(x))+sin(5*sin(x+Pi/3))*arctan(sin(x

)/(4+cos(x)))),x=0..2*Pi),16);  

4.563200959177383 

>evalf(-2*Pi*sum((-

5/4)^n*cos(n*Pi/3)/(n*n!),n=1..infinity),16);  

4.563200959177382 

Example 2 In Theorem 2, if 3/1r , 7s , and 

4/  , then using Eq. (9) yields 
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We also use Maple to verify the correctness of Eq. (11). 

>evalf(int(exp(7*cos(x+Pi/4))*(-

1/2*sin(7*sin(x+Pi/4))*ln(10/9+2/3*cos(x))+cos(7*sin

(x+Pi/4))*arctan(sin(x)/(3+cos(x)))),x=0..2*Pi),16);  

-4.627451284683444 

>evalf(2*Pi*sum((-

7/3)^n*sin(n*Pi/4)/(n*n!),n=1..infinity),16);  

-4.627451284683444 
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IV.CONCLUSION 

 

In this article, we mainly use Parseval’s identity to 

solve two types of definite integrals. In fact, the 

applications of Parseval’s identity are extensive, and 

can be used to easily solve many difficult problems; we 

endeavor to conduct further studies on related 

applications. Moreover, Maple also plays a vital 

assistive role in problem-solving. In the future, we will 

extend the research topic to other calculus and 

engineering mathematics problems and use Maple to 

verify our answers. These results will be used as 

teaching materials for Maple on education and research 

to enhance the connotations of calculus and 

engineering mathematics. 
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ABSTRACT 
 

Nigeria has witnessed an unprecedented increase in terrorist attacks in the last five years especially in the North 

eastern part by the Boko haram sect. This has culminated into thousands of deaths and displacement of hundreds 

of thousands from their towns and villages. However, despite the military efforts to curtail the insurgency, the 

terrorist attacks still occur abated in the region. Hence there is need to study the spatial distribution of the attacks 

and generate spatial information that would be useful in implementing effective counter insurgency strategies.  

Spatial data of terrorist attacks obtained from national emergency management agency (NEMA) and global 

terrorism database (GTD) in addition other ancillary data were analysed using geospatial techniques. These data 

were integrated into a geodatabase and spatial analysis carried out to determine the spatial characteristics of the 

terrorist attacks. The result shows that the pattern of the terrorist attacks is clustered and its orientation towards the 

north east of the study area. The hotspot of the terrorist attacks are Gwoza and Bama while central feature of 

attacks is Baga town; Maiduguri has the highest number of IDPS of 14,000 while Konduga has the lowest number 

of IDPS; Kalga has the highest number of fatalities. The attack hotspots is close to the border indicating 

transborder movement of the terrorists. Hence, more military force should be deployed to the Gwoza and Bama to 

counter the insurgent attacks.  

Keywords: Terrorist Attacks, GIS, Hotspots, Spatial Analysis, Insurgency. 

 

I. INTRODUCTION 

 

The term “Terrorism” is any form of violence or threat 

meant to coerce an individual, group or entity to act in 

a manner in which the individual, group or entity could 

not otherwise lawfully force them to act (1). This 

means that these acts are intended to intimidate 

individuals or group of people collectively to coerce 

change in government conduct through the use of mass 

destruction, assassination or kidnapping.. The 

psychological impacts generated in the mind of people 

matter more to the terrorist than the physical attack on 

the victims. Some activities of the terrorists include 

aircraft hijacking, suicide attacks, mass murder and 

insurgency with transmit national borders.  

Consequently, terrorism has attracted global interest 

and is subject of international discourse. The thinking 

of policy formulators and law enforcement agents is 

increasingly shaped by the need to respond 

appropriately to the threats or terrorism. Terrorism 

threatens fundamental nation’s law and order, human 

rights and it is the enemy of mankind. It has been 

around for a long time, and there is no realistic 

prospect of its becoming extinct in the foreseeable 

future. Therefore, all of those concerned with the 

effective combat of terrorism must be prepared for a 

long haul.  

 

The causes of terrorism range from socio-economic 

and political conditions to theories based on the 

personality and environment of the terrorists. Terrorism 

is motivated by a variety of inner drives such as 

financial gains, revenge, fundamentalism, deprivation, 

political frustration, regional disparities, 

marginalisation of sub-national groups, extremism, 

despair, injustice, discrimination, resentment against 



Volume 1  |  Issue 2  |  September-October-2016 |   www.ijsrcseit.com 

 

 34 

regime, feeling of insignificance, weak government, 

separation, oppression and inequality (1). Terrorism is 

fuelled by various factors. These include the openness 

of free societies, the easy access to technologies by 

means of violence and a radical and global ideology.  

 

Conflicts in some countries particularly in the Middle 

East have inevitably formed a global issue and 

solidarity among terrorists. This global issue has 

become a unifying factor to share the suffering and 

establish a sense of togetherness based on religious 

brotherhood among the believers to resist against the 

oppressor. Nigeria has witnessed an unprecedented 

increase in terrorist attacks in the last five years 

especially in the North eastern part by the Boko haram 

sect culminating into thousands of deaths in both 

civilian population and military force and displacement 

of thousands from their towns and villages (2-4). Boko 

Haram has intensified its operation in the North-East of 

Nigeria despite the state of emergency that was 

declared by the federal government in the three states 

in the northern region where Boko Haram activities are 

concentrated. The activities of the sect have been of 

concern to scholars who have written various academic 

papers on the modus operandi of Boko Haram. Studies 

by (6) analyzed the origin and ideology of the sect, 

from their analysis they posit that Jama'atu Ahlis Sunna 

Lidda'awati Wal-Jihad better known as Boko Haram is 

an Islamic terrorist group that has a strong operational 

based in the northeast of Nigeria. The ideology of the 

sect according them is to bring to an end the secular 

system of government and introduce sharia law in 

Nigeria. However, (2) did not subscribe to the notion 

that the Boko Haram aim is to Islamize Nigeria through 

the introduction of sharia law. He argued that the foot 

soldiers of the sect are unemployed and disgruntled 

youths who have been paid by unscrupulous politicians 

to cause mayhem in the country because of their selfish 

ambitions.  

 

The high rate of poverty, unemployment and political 

corruption has been blamed on the elongation of the 

conflict. Most of the foot soldiers of Boko Haram are 

youths that are frustrated because the lack employment, 

income and they have been disdained by politicians 

after being used by these politicians for their elections 

victory. Studies by (7-9) assert that the youths enlisted 

into Boko Haram because of the prevalence of poverty 

in the North. The poverty profile of Nigeria that was 

released in 2011 by the National Bureau of Statistics 

(NBS) indicated that the northern region has more poor 

people than people in the south. Aside the killings, 

kidnapping and bombing of the sect, their activities 

constitute a hindrance to the socioeconomic 

development of the northeast where their operation is 

focused and Nigeria as a whole. Similarly, most 

researches on the Boko Haram insurgency agree that 

the sect heinous crimes hinder socio-economic 

development in Nigeria (6,10,11). In combating 

terrorism in the study area, it will be worthwhile to 

explore geospatial technology in minimizing the 

activities of the terrorists.  

 

Geospatial techniques provide the means to collect and 

use geographic data which are spatially referenced to 

the earth. Geographic Information System (GIS) is 

capable of integrating, storing, editing, analysing, 

sharing and displaying geographically referenced data. 

It has been commonly said that whereas information is 

power, geographic information implies its might and 

speed” (5). This information provides a base for all 

intelligence operations, tactical decisions and 

operations, planning and execution of most battlefield 

activities. In order to successfully support current and 

future military operations in the study area, geospatial 

information must be rapidly integrated and analysed to 

meet on going force structure evolution and new 

mission directives. 

 

1.1 Statement of the Problem 

 

The frequency of insurgency, terrorism and other 

violent crimes by the militant Islamist group known as 

Boko Haram, has caused severe havoc in North-eastern 

Nigeria through suicide bombing, assassination and 

abductions claiming over and destruction of properties 

worth billions of naira (12). The internal displace 

monitoring center (IDMC) estimates that there are 

almost 2,000,000 internally displaced people (IDPs) in 

Nigeria as of 31 December 2015 as result of boko 

haram attacks (13). 

 

Most of the researches carried out on the terrorist 

attacks focused mainly on the socio-economic effects 

(10-12).  However, there is no study on understanding 

the spatial distribution of the terrorist attacks with a 

view of providing spatial information for effective 

counter terrorism measures and provision of adequate 

relief for the victims in the study area. 
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1.2  Aim and Objectives of the study 

 

This study is aimed at assessing the spatial distribution 

of terrorist attacks in selected local government areas 

in Borno State, Nigeria with the view of providing 

vivid description of attacks and its attendant effects to 

provide policy makers with information required for 

making decision.The specific objectives are to: 

a. analyze the terrorist attacks in the study area; 

b. determine the distribution pattern of the terrorist 

attacks in the study area and 

c. identify the hotspot of the terrorist attacks in the 

study area. 

 

1.3  The Study Area 

 

The general study area is bounded by latitudes 10
0
 30

’
 

and 13
0
 00

’
 N and longitudes 11

0
 30’ and 14

0
 40’ E in 

Borno State, North -eastern Nigeria. It has an area of 

about 12,100 square kilometres. The area is located in 

the semi-arid region and is made up of ten local 

government areas that are mostly affected by 

insurgency: Michika, Hong, Mubi South and North, 

Girei, Madagali, Damboa, Konduga, Maiduguri, Biu, 

Kaga, Bama, Dikwa, Jere, Mafa, Chibok, Magumeri, 

Hawul, Gwoza, Askira/Uba, Geidam, Damaturu, 

Gujba, Tarmua and Gulani.(Figure 1). The Southern 

and Eastern part of the study area is predominantly 

hilly, the geology which is underlying by the basement 

complex. The areas is characterized by mountains, 

plateau, ridges, escarpment and related features (14). 

The landscape developed on the young sedimentary 

rock on the Chad formation. The area features a variety 

of fluvial and Aeolian like fossil sand dunes, beach 

ridges, and interdunes ridges depression (15). The 

study area is drained by two rivers; one is towards the 

south draining to river Benue while the other is towards 

Lake Chad. The soil types are predominantly sandy at 

the surface and also low in organic matter content and 

low weatherable minerals, rapid oxidation of organic 

residue and frequent exposure of soil due to seasonal 

bush burning characterize these soils. The climate of 

the study area is semi-arid type with distinct seasonal 

and diurnal temperature ranges, a long dry season 

followed by a short wet season. The vegetation types 

falls within the transition zones of the Sudan and Sahel 

savannah type of vegetation. The distribution and 

character of the vegetation result from the interplay of 

climate, edaphic and biotic factors. Generally the 

natural vegetation consists of shrubs, short grasses and 

scattered trees. The study area is agrarian with people 

engaged in farming, cattle rearing and fishing, 

important grown include millet, groundnut and beans. 

 

II.  METHODS AND MATERIAL 

 

This methodology adopted by this research was divided 

into three stages namely: data acquisition, processing 

and analysis as depicted in figure 2.  

  

 
 

Figure 2 : Flow Chart 
 

2.1 Description of Data/Sources 

 

Various forms of data from both primary and 

secondary sources were used for this study. The 

primary data used were direct field observations 

carried out in affirming the insurgent activities and 

GPS coordinates of some geographic features 

recorded in the study area. The secondary data 

consists of Geo-Eye satellite image, boundary 

feature from OSGOF, population data from NPC, 

NEMA and GTD terrorist attacks data (Table 1).  

 

Table 1: Data Characteristics and their Sources 

SN DATA YEAR FOR

MAT 

SOURCE 

1. GPS 

coordinates of 

geographic 

features 

2016 Digital Field Work 

2.  Terrorist 

Attacks 

2010-

2015 

Digital National 

Emergency 

Manageme

nt Agency 

and Global 

Terrorist 

Database 

3. Administrative 

Boundary 

2012 Digital Office of 

the 

Surveyor 

General of 

the 
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Federation 

(OSGOF). 

4 Population Data 2006 Digital National 

Population 

Commissio

n 

5 Geo-Eye 

Satellite Image 

2015 Digital  Geo-Eye 

Inc, USA 

 

2.2 Data Processing 

 

The population density and current population was 

determined from the population data. The road network 

was extracted from the Geo-Eye satellite images. The 

terrorist attacks was imported as point feature while the 

population data was imported as polygon feature. The 

administrative boundary was used to delineate the 

study area. All data were converted to geodatabase 

format and organized in different thematic layers. 

 

2.3 Assessment of the Spatial Pattern of Terrorist 

Attacks 

 

The modelling of the spatial pattern provides the 

distribution and pattern of the terrorist attacks in the 

study area. The spatial patterns are geo-statistical 

operations that identify the mean centre, median centre, 

mean central feature, directional distribution, density, 

standard distance and pattern of attacks in the study 

area. The coordinates of terrorist attack data obtained 

from NEMA was used to determine the spatial pattern. 

Attribute information on the spatial distribution of 

other features include the total number of people, 

number of internally displaced people, number of lives 

loss, frequency of attacks, number of houses, shops,  

schools, churches and vehicles destroyed in the study 

area. The road network in the study area was also used 

to evaluate the proximity of the terrorist attacks. 

 

This identifies the most centrally located feature within 

a set of features in a geographic boundary. The central 

feature tool identifies the most centrally located feature 

in a point, line, or polygon feature class. Distances 

from each feature centroid to every other feature 

centroid in the dataset are calculated and summed. 

Then the feature associated with the shortest 

accumulative distance to all other features (weighted if 

a weight is specified) is selected and copied to a newly 

created output feature class. The Central Feature tool is 

useful for finding the center when you want to 

minimize distance (Euclidean or Manhattan distance) 

for all features to the center.  The central feature of the 

terrorist attacks in the study area was calculated to 

identify the area that is most prone to the attacks in the 

region and recommend fortifying the town defenses. 

2.3.1 Mean Centre of the Terrorist Attacks 

 

The mean centre is the average x- and y-coordinate of 

all the features in the study area. It's useful for tracking 

changes in the distribution or for comparing the 

distributions of different types of features. The mean 

centre was calculated using formula 1 in the in spatial 

analyst of ArcGis. The mean centre of the terrorist 

attacks in the study area was calculated to suggest a 

central place for sitting a military command that can 

deploy troops and machineries to counter terrorist 

attacks within a reasonable time frame. 

 

 
 

where x  and y  are the coordinate for features   and n 

equal to the number of features. 

 

2.3.2 Density of Attacks 

 

The kernel density tool calculates the density of 

features in a neighbourhood around those features. It 

can be calculated for both point and line features. 

Kernel Density calculates the density of point features 

around each output raster cell. Conceptually, a 

smoothly curved surface is fitted over each point. The 

surface value is highest at the location of the point and 

diminishes with increasing distance from the point, 

reaching zero at the Search radius distance from the 

point. Only a circular neighbourhood is possible. The 

density map created is sometimes called heat map or 

dot density map. The density map of the terrorist 

attacks was created to show areas where the attacks 

were more intense in the study area. 

 

2.3.3 Standard Distance of Terrorist Attacks 

 

The standard distance measures the compactness of a 

distribution and provides a single value representing 

the dispersion of features around the centre. The value 

is a distance, so the compactness of a set of features 

can be represented on a map by drawing a circle with 
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the radius equal to the standard distance value. The 

Standard Distance tool creates a circle polygon. The 

standard distance was calculated to determine the 

dispersion of the terrorist attacks around the mean 

centre in the study area. 

 

2.3.4 Distribution Pattern of Terrorist Attacks  

 

This distribution pattern describes the pattern of the 

clusters of the terrorist attacks and shows whether the 

occurrence of the attacks are clustered, random or 

dispersed in the study area. The spatial autocorrelation 

tool in ArcGis spatial analyst tool was used to 

determine the distribution pattern of the terrorist 

attacks. This measure spatial autocorrelation for a 

series of distances and optionally creates a line graph 

of those distances and their corresponding z-scores. 

When values for neighbouring features are either both 

larger than the mean or both smaller than the mean, the 

cross-product will be positive. When one value is 

smaller than the mean and the other is larger than the 

mean, the cross-product will be negative. In all cases, 

the larger the deviation from the mean, the larger the 

cross-product result. If the values in the dataset tend to 

cluster spatially (high values cluster near other high 

values; low values cluster near other low values), the 

Moran's Index will be positive. When high values repel 

other high values, and tend to be near low values, the 

Index will be negative. If positive cross-product values 

balance negative cross-product values, the Index will 

be near zero. The numerator is normalized by the 

variance so that Index values fall between -1.0 and 

+1.0.  Z-scores reflect the intensity of spatial clustering, 

and statistically significant peak z-scores indicate 

distances where spatial processes promoting clustering 

are most pronounced. These peak distances are often 

appropriate values to use for tools with a distance band 

or distance radius parameter. 

 

2.3.4 Directional Distribution of Terrorist Attacks 

 

Directional distribution measures the trend for a set of 

points or areas by calculating the standard distance 

separately in the x- and y-directions. These two 

measures define the axes of an ellipse encompassing 

the distribution of features. The ellipse is referred to as 

the standard deviational ellipse, since the method 

calculates the standard deviation of the x-coordinates 

and y-coordinates from the mean centre to define the 

axes of the ellipse. The ellipse allows you to see if the 

distribution of features is elongated and hence has a 

particular orientation. The directional distribution was 

determined using directional distribution tool in spatial 

analyst of ArcGis and shows the direction which the 

terrorist attacks are occurring in the study area. 
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Where  ̅  and  ̅  are the deviation of the xy –coordinate 

from the mean center 

 

2.3.5 Density of Attacks 

 

The kernel density tool calculates the density of 

features in a neighbourhood around those features. It 

can be calculated for both point and line features. 

Kernel Density calculates the density of point features 

around each output raster cell. Conceptually, a 

smoothly curved surface is fitted over each point. The 

surface value is highest at the location of the point and 

diminishes with increasing distance from the point, 

reaching zero at the Search radius distance from the 

point. Only a circular neighbourhood is possible. The 

density map created is sometimes called heat map or 

dot density map. The density map of the terrorist 

attacks was created to show areas where the attacks 

were more intense in the study area. 

 

 

2.4:  Hotspot Analysis 

 

The Hot Spot Analysis calculates the Getis-OrdGi* 

statistic (pronounced G-i-star) for each feature in a 

dataset. The resultant z-scores and p-values tell you 

where features with either high or low values cluster 

spatially. This analysis examines each feature within 

the context of neighbouring features. A feature with a 

high value is interesting but may not be a statistically 

significant hot spot. To be a statistically significant hot 

spot, a feature will have a high value and be 

surrounded by other features with high values as well. 

The local sum for a feature and its neighbours is 

compared proportionally to the sum of all features; 
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when the local sum is very different from the expected 

local sum, and that difference is too large to be the 

result of random chance, a statistically significant z-

score results. In determining the hotspot of the terrorist 

attacks, data on terrorist attacks obtained from the 

National Emergency Management Agency, Abuja 

containing information on the coordinates of attacks 

areas, total number of persons affected by the attacks, 

number of internally displaced people, number of death 

recorded, frequency of attacks, number of schools, 

churches, shops, houses and vehicles affected the 

terrorist attacks in the North East, Nigeria.  The hotspot 

of the terrorist attacks was determined using the 

hotspot analysis tool in ArcGis software and hotspot 

areas identified using the frequency of attacks. 

 

III. RESULTS AND DISCUSSION 

 

3.1 Spatial Analysis of Terrorist Attacks 

 

The terrorist attacks were analysed and spatial 

characteristics determined include the mean centre, 

median centre, central feature, directional distance and 

standard distance of the terrorist attacks in the study 

area. The population density, internally displaced 

people, fatalities and frequency of attack was also 

determined. The mean centre and median attacks are 

located the Goneri, north-eastern part of Damboa local 

government area between Yamtaji and Bullaulm but 

with different geographic coordinates (fig 3). The close 

proximity of both the mean and median centre indicate 

minimal presence of outliers and almost binomial 

distribution of the data. The central feature of attack is 

also located at Goneri in between Damboa and mulgwe 

Mayirirna along the highway road network towards the 

north-eastern part of the study area. The central feature 

is surrounded by the most frequently attacked areas and 

equidistant to all other places of the attacks. However, 

this does not imply that the central feature of attack is 

the most frequently attacked. The close proximity of 

the central feature, median centre to mean centre of 

attacks validates the selection of Goneri as potential 

site for establishing a response centre to rapidly deploy 

resources against insurgent attacks.   

 

 

Figure 3. Mean Centre and Standard Distance of Attacks in the Study Area 

The standard distance is represented by a circle with 

the mean centre of attack as its centre. The radius of 

the circle is equal to the standard distance from the 

mean centre.  The standard distance of attacks 
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encompassed other places of attacks and covers 

Gwoza, Maiduguri and part of Chibook, Damboa, 

Konduga, Kaga and Bama local government areas. The 

area coverage of the standard distance is 424km
2
. 

 

The estimated population calculated using the NPC 

2006 census growth rate of 3.4% in the study area is 

549,180. The UNPFA 2015 population estimate for 

Borno state is 345,169 (16). The estimated population 

density of the different local government area varied 

from 55 to 341. However, the activities of the 

insurgents have created high number of IDPS and lead 

to thousands of fatalities. Hence, the estimated 

population was recalculated taking into account the 

number of IDPS and fatalities recorded in the region. 

An estimated population of 452,231 was derived with 

the population density ranging from 45 to 452 in the 

different local government areas (Fig 5). Maiduguri, 

Gwoza, Bama and Dikwa were the most densely 

populated areas. 

 

The total number of IDPs generated from both the 

NEMA and GTD data is 1,345,345 and ranged from 

34,000 to 123,000 in the different local government 

areas (Table 2 and Fig 4). IDMC reported that there are 

1,434,149 IDPs in Borno state as at December, 2015 

(13). However, according to (17), the actual number of 

IDPS remains unknown due to ineffective monitoring 

of displaced persons.  Hence, the figure of IDPs 

obtained from NEMA though not actual give us a close 

estimate of the actual number and can serve baseline 

data for planning purpose. The spatial distribution of 

the IDPs show that there are more IDPs in high density 

areas than those low density areas. This indicate a 

positive correlation with IDPs and population 

confirming that the terrorist target areas with high 

population for maximum damage as reported by (18). 

 Table 2 : Terrorist Attacks Data 
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Figure 4. Number of IDPs in the Study Area 

 

Similarly, fatalities data obtained from both NEMA and GTD reveal a total of 23,456 fatalities and ranged from 

456 to 15,600 across the local government areas (fig 5). According to IDMC, over 20,000 lives have been lost due 

to terrorist attacks in Borno state (13). Though the actual figure of fatalities is not known, the figure determined is 

a close estimate of the number of fatalities recorded in the study area.  

 
 

Figure 5. Number of Fatalities in the Study Area 
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The frequency of attacks data show that Bama, Gwoza and Maiduguri were most frequently attacked local 

government areas while Dikwa, Kaga and Biu were the least attacked local government areas as seen in figure 8. 

Bama, Gwoza and Maiduguri are densely populated and this could account for the frequent attacks in these areas. 

 
 

Figure 6. Frequency of Terrorist Attacks in the Study Area 

 

 

3.2 Spatial Distribution of Terrorist Attacks 

 

The spatial distribution of the attacks were determined and analysis carried out include the nearest neighbourhood 

analysis, directional distribution and density of attacks. Statistics generated from the nearest neighbourhood 

analysis that the distribution of the attacks is clustered in the study area (Figure 7). The Nearest Neighbourhood 

Ratio is 0.879056, Z-Score is -1.921934 with P value ranging from 1.96 to 2.58 indicating that the attacks are 

clustered. Given the z-score of -1.92, there is a less than 10% likelihood that this clustered pattern of attacks could 

be the result of a random chance. This confirms that the terrorist attacks is targeted to specific areas and not 

random in occurrence. Similarly, (19) argued that terrorist attacks are not randomly distributed in geographic 

space. The density of attacks map further reinforces the clustering pattern of the attacks as seen in figure 8. 

Damboa, Gwoza, Dikwa have high clustering of attacks while Konduga, Chibook recorded low attacks.  Similarly, 

previous studies have identified areas such as Maiduguri and Gwoza has been the theater of the insurgency 

confirming the distribution pattern attacks (3, 17). 
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Figure 7. Nearest Neighborhood Analysis of Terrorist Attacks in the Study Area 

 
Figure 8. Density of Terrorist Attacks in the Study Area 

 

The directional distribution of attacks show the direction in which the attacks are progressing in the study area. 

From the analysis, the distribution of the attacks is from north east to south west of Borno state (fig 9). Thus, most 

of the attacks are directed from the border areas such as Dikwa, Gwoza, Bama towards the south western areas 

such as Damboa, Chibook and Konduga. Furthermore, the attacks are clustered in nature and linear along the road 

networks in the study area. Studies by other authors noted that the terrorist base is on the fringes of the border, 

hence, border areas are easy targets for the attacks (3,4,17,). Maiduguri does not fall within the eclipse of terrorist 

attacks directional distribution. However, it has also experienced intense terrorist attacks as a result of being 

administrative headquarter of the Borno state, having good road network that facilitates the terrorist movement. 
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Figure 9. Directional Distribution of Terrorist Attacks in the Study Area 

 

3.3 Hotspot of Terrorist Attacks 

The hotspot analysis determines areas that statistically significant to be considered as hotspot and coldspot. Hence, 

Gwoza and Bama local government area was determined as the hotspot of the terrorist attacks based on the 

intensity of attacks (fig 10). However, Gwoza has 99 % compared to Bama 95% confidence as a terrorist hotspot. 

All the remaining were not significant to considered either as cold or hot spot.   Gwoza is a relatively large area 

and densely populated while Bama is largely and less densely populated. Both area that borders Cameron in the 

east which may account for the intense terrorist attacks in the area. Furthermore, their neighbours Dikwa, 

Konduga and Damboa have also experienced intense terrorist attacks. Studies by (20) reported that terrorism 

hotspots are predominately occur in large metropolitan areas. With the identification of Gwoza and Bama as a 

terrorist hotspots, contingency strategies targeted at eliminating the activities of insurgents in the area should be 

deployed immediately. 
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Figure 10. Hotspot of Terrorist Attacks in the Study Area 

 

IV.CONCLUSION 

 
This study examined the spatial distribution of terrorist 

attacks in selected local government areas in Borno 

state, Nigeria from 2010 to 2015. Geo-statistical 

information generated from terrorist attacks data reveal 

that the mean center of terrorist attacks was located in 

Goneri, Damboa local government area. Hence, 

response and relief center can be established in area to 

service other areas in the region. The distribution 

pattern of the attacks is clustered with most of the 

attacks concentrated in Damboa, Gwoza and 

Maiduguri, the administrative capital of the state. 

These attacks originate from the borders areas in east 

towards the areas in south and state capital. 

Consequently, a high number of fatalities and even 

higher number of IDPs has been recorded in the region. 

The geographical representation of attacks, fatalities 

and IDPs provide vivid information on locations which 

will be valuable for decision and policy makers 

charged with managing the terrorist menace. The 

location of the terrorist hotspot areas identified as 

Gwoza and Bama confirmed the linear and 

transnational movement of the terrorists. Therefore, 

effectively counter terrorist measures and transnational 

collaboration should be embarked upon to curtail the 

terrorist activities in the region. 
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ABSTRACT 
 

India has been endowed with substantial resources for sustained agricultural development, viz. land, labor, water, 

livestock, fisheries, forestry accompanied by congenial climate and adequate solar radiation. India has, also, established 

extensive and robust network of agricultural research institutions which have been engaged in evolving high-yielding 

varieties of crops and production technologies. However, studies have revealed that government‟s agricultural extension 

agencies are weak to disseminate accurate and authentic information relating to proven farm technologies and related 

services to small, marginal, tenant and women farmers. It has been reported that only 3% farmers receive agricultural 

information from the government agencies whereas as high as 94% farmers depend upon “fellow farmers” followed by 

agricultural input dealers [10%], and TV/Radio [4%].According to a “Situation Assessment of Indian Farmers”, only 

about 28% of all farmers use any kind of agriculture-related information that is available rather than what they need. 

About 72% of farmers, especially small farmers and other vulnerable groups do not benefit from any source of 

information delivery system that can help them adopt latest technology. Additionally, farmers are unable to benefit 

from several institutions, organizations and agencies [credit, insurance, marketing etc.] established to provide support 

services. This is primarily responsible to farmer‟s low crop productivity, output and profitability of farming enterprise. 

This article briefly highlights the imperative need to facilitate small, marginal & women farmers‟ easy, authentic and 

accurate access to agricultural information that they need through digital ecosystem for agriculture and initiatives of the 

government & private sector along with specific areas that need for focused attention in the context of government‟s 

policy on digital India. 

Keywords: TV/Radio, ICAR, AGRISNET, ICT, KCC, M2M, SEEDNET, DACNET, AGMARKNET, RML, ITC, 

USAID 

 

I. INTRODUCTION 

 

Low Crop Productivity & Profitability 

 

Despite India has the largest irrigated land and ranks 

second in terms of arable land the yield of most of the 

crops is 20%-40% of the world‟s best levels. As for 

example, yield of rice in 2011 in India was 3.2 tons per 

hectare as against 7.5 tons in USA, 6.7 tons in China and 

average of 4.3 tons for the world. Similarly, yields of 

coarse cereals were 1.0 ton per hectare in India as 

compared with 2.7 tons in USA and 2.1 tons in China. 

Even the most productive States in India fall short of 

world standards in terms of yields. During 2010-11, 

Punjab with the highest yield in rice produced 3.8 tons per 

hectare as against the world average of 4.3 tons. Yield of 

oilseeds in Tamil Nadu, the highest in India, at 2.1 tons 

per hectare was lower than 2.7 tons in China and the 

USA. The ICAR study to assess the size of untapped yield 

reservoir in different crops and in different agro-

ecological regions at currently available levels of 

technology showed that the difference between the yield 

of demonstrations in farmers‟ fields and the average yield 

of the area varied by a factor 3 to 6. The ICAR report on 

the available exploitable production potential showed 

that, integrating agricultural credit with technology and 

production inputs, farmers can increase wheat production 

by 30 million tons or around 40% and double paddy 

production at current levels of technology. Efficient 

agricultural extension agency and support service 

providers can bridge the existing gap between the actual 

crop yields at field level and the potential yields. The 

post-harvest losses exceed 25% annually. For marketing, 

small farmers have to deal with multiple layers of 

middlemen. For example, farmers sell 85% of wheat and 

75% of oil seeds in Uttar Pradesh, 70% of oil seeds and 

35% of cotton in Punjab, and 90% of jute in West Bengal 

in village itself. These middlemen take away about 47% 

of the price of rice, 52% of groundnut and 60% of 

potatoes. On an average, Indian farmers realize only 20% 
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to 25% of the value paid for by consumers.as compared to 

40% to 45% in in developed countries. 

 

II. METHODS AND MATERIAL 

 
Rural & Agricultural landscape of India  

 Rural households: [i] India has 73.5% rural 

households of which less than 50% are engaged 

in agriculture; 25 % have no access to 

irrigation; only 30.1% directly engaged in 

farming and 51.14% employed as farm or manual 

laborers [ii] In case of 74.5% of rural households, 

the highest-earning member earns less than 

Rs.5000 per month [iii] 36% of the 884 million 

people are illiterate; of the 64% literate, more 

than 20% have not even completed primary 

school, only 5.4% have completed high school 

and 3.4% have graduated from college; 23.52% 

rural families have no literate adult above 25 

years [iv] 12.24 crore [68.32%] have mobiles 

which suggests mobile connectivity has become a 

basic service, helped by cheaper handsets and 

call rates.  

 Small farmers: Indian agriculture has been 

characterized as farms of “small and marginal” 

size. Small and marginal farmers owning less 

than two hectares constitute 85.9% of the total. 

Though small farmers are efficient in production 

their increasing number and shrinking farm size 

raises questions about their economic viability, 

sustainability and producing marketable surplus. 

Disadvantages they face are economies of scale 

and inadequate access to technology, production 

inputs, institutional credit, insurance and 

marketing services. Agriculture has been 

crowded with the increasing number of small 

farmers and facing substantial production, market 

and climate change risks, thereby forcing them in 

a vicious cycle of food insecurity and poverty. 

During the last three decades [1980-81 to 2010-

11] [i] numbers of landless labourers and the land 

owners have doubled from 141 million to 282 

million [ii] nearly 50 million holdings were 

added from about 88 million to 138 million. This 

resulted in the decline in operated area by about 

four million hectares and [iii] 91 million landless 

labourers were added from 53 million to 144 

million. The net sown area remained stagnant 

around 140 million hectares since 1970-71 and 

consequently the per capita net cultivated land 

area declined from 0.26 hectare in 1971 to 0.11 

hectare in 2011. Also, the land/man ratio 

declined from 0.90 hectare per agricultural 

worker in 1972-73 to 0.68 hectare per worker in 

2009-10. This shows significant pressure on land 

creating adverse impact on land and labour 

productivity. This declining trend makes small 

farms financially unviable/unsustainable leading 

to increase in the rate of poverty. Small farmers 

are concentrated in rain-fed areas and cultivate 

crops under a high risk environment, mostly 

confronted by frequent droughts, floods and soil 

erosion. Their crop-yields are lower than that of 

irrigated/better endowed areas. Policy and 

programs to enable them to access technologies; 

technical education, credit, insurance and 

marketing services are sine qua non for them to 

produce marketable surplus farm output, 

minimize costs & risks, and generate more 

income. 

 Land Degradation: More than 57% of the total 

reporting area in India is characterized as 

degraded land as against 17% at the global level. 

Nearly 120.72 million hectares of land in India is 

degraded due to soil erosion and about 8.4 

million hectares are affected by soil-salinity and 

water-logging problems. It is estimated that India 

is losing every year about 0.8 million tons of 

nitrogen, 1.8 million tons of phosphorus and 26.3 

million tons of potassium depriving soil major 

essential plant nutrients.  

Potential of ICT 

Information and Communication Technology (ICT) 

has the potential to revolutionize Indian farming 

sector in terms of significantly improving farm 

productivity, production and profitability at the level of 

lakhs of small, marginal, tenant and women farmers. 

Several apps are now available and many more can be 

developed  which can help farmers access authentic, 

accurate and timely information related to high-yielding 

variety seeds, production-enhancing & cost-minimizing 

agronomic practices, efficient use of water including 

micro-irrigation system, integrated nutrient and pest 

management, post-harvest management technology, 

measures to mitigate adverse impact of climate change 

and marketing of farm produce in domestic and 

international markets. 

 

Farmers’ Needs  

 

Digital ecosystem for agriculture in 21
st
 century assumes 

indispensable role for disseminating information on all 
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aspects of developing agriculture including crop 

cultivation, animal husbandry and fisheries. Farmers, in 

the context of advanced technologies developed by 

national, regional and international premiere research 

institutes, need to be motivated and encouraged to adopt 

these proven yield-enhancing, cost-efficient and 

environment-friendly technologies. For this, they should 

be provided accurate information from authentic sources 

on various aspects, viz. [i] details of location-specific crop 

production technology [ii] economics of crop, livestock 

and fish farming [iii] authorized sources of timely 

availability of standard quality  inputs [seeds, fertilizers, 

pesticides etc.] farm equipment, sprinklers, drippers, 

among others, along with costs  [iv] post-harvest 

management technology and facilities including transport, 

storage, processing, preservation, packaging and 

marketing [v] commodity prices, weather, measures to 

minimize impact of drought and climate change [vi] 

detailed procedure for availing bank credit, crop and 

livestock insurance cover, government subsidies, land 

records, schemes of National Bank for Agriculture and 

Rural Development, etc. [vii] government‟s programs 

providing subsidy and other facilities to develop irrigation 

potential, rainwater harvesting, soil and water 

conservation measures, soil and water testing, prevention 

and control of pests and diseases, bio-gas, minimum 

support prices [vii] contract farming, value chain system, 

warehouse receipt [viii] reclamation of degraded, saline & 

alkaline land [ix] mechanism to redress grievances. 

Accordingly, farmers need ICT-enabled portals for 

following purposes. .   

 

Technology: Production-enhancing proven crop-specific 

technologies [from pre-sowing to harvesting and post-

harvest management] based on soil & water analysis. 

Separate for dry land & irrigated farming focusing 

efficient use of seeds, fertilizers, water, pesticides, farm 

equipment & labour; and reclamation of degraded, saline 

& alkaline land. 

 

Production inputs & farm equipment: Crop-specific 

reasonably priced standard quality production inputs 

[seeds, fertilizers, pesticides, etc.] and farm equipment 

and machinery along with sources of availability 

Post-harvest services: Storage, transport, processing, 

packaging,  

Institutional services:  Land records, farm credit, 

insurance, marketing, weather, farmer-producers‟ 

organizations, market yards, procurement centres  

Government facilities:  Availability of subsidies, 

assistance available to mitigate effects of climate change, 

drought, floods, earthquake, cyclones  

Institutions: State government‟s department of 

agriculture, state agricultural universities, krishi vigyan 

kendrs, regional research institutes, farmer- producers 

organizations, corporate/industrial/business houses and 

multinational companies engaged in 

manufacturing/production and distribution of farm inputs, 

farm equipment& machinery, rural financial institutions, 

insurance companies, among others, have a significant 

role and added responsibility to contribute their 

professional knowledge to develop digital ecosystem for 

agriculture in India.     

Mobile penetration in rural areas 

India has about 69% rural population. In 2002, the 

Government constituted a Universal Service Obligation 

Fund, to encourage private telecom operators to service 

remote and less lucrative markets. The digital penetration 

in the Indian hinterland is growing silently but rapidly. 

Internet penetration is increasing with mobiles playing the 

major catalytic role. According to the Telecom 

Regulatory Authority of India, country has around 960 

million mobile subscribers as of 31
st
 March 2015 and now 

service providers for expansion are focusing attention to 

rural India. By June, 2014, rural India have about 122.4 

million [68.32%] households with mobiles and estimated 

85 million Internet users exhibiting mobile connectivity 

has become a basic service in rural areas. Rural mobile 

subscriber base is growing twice as faster compared to 

urban subscriber base. As of March 2015, the national 

teledensity was 79% and rural teledensity 46.5%. The 

2012 Telecom Policy aims to increase rural teledensity to 

60% by 2017 and 100% by 2020. Study of the IAMAI 

revealed 80% using it for communications, 67% for 

online services, 65% for e-commerce and 60% for social 

networking. In coming years, digital platform will herald 

a new era by empowering the rural households through a 

variety of services. Since the Government is committed to 

provide services through the digital platform in several 

areas [including improved governance, land records, 

health, education and agriculture and digitisation of 

personal and public records] rural India would present 

unfathomable opportunities to a number of promising 

entrepreneurs and existing business/corporate houses to 

service the rural markets as never before. 

 

Mobile phones can be effectively utilized for myriad 

purposes including generating, processing, transmitting, 

disseminating, sorting, archiving and retrieving critical 

information and data relating to agriculture. Mobile 

phones are omnipresent and cost effective means to 

revolutionize agriculture in India. Mobile telephony has 

significant potential to deliver the benefits of information 
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access and digital empowerment to large number of small, 

marginal, tenant and women farmers. Farmers‟ timely 

access to farm output related minute information right 

from the selection of seeds for planting to marketing of 

produce in domestic and international markets is a must. 

Mobile Vaani is an important platform on which various 

innovative technologies can be deployed to address the 

needs of the farmers and the farming community. Gram 

Vaani technology offers interesting voice-based platform 

that can be used for Information dissemination and 

establishing helplines to answer agriculture-specific 

queries of farmers. 

 

Government’s initiatives  

 The Government has proposed a National Broadband 

Network, which will essentially lay out a fibre-optic 

cable across the country to achieve last mile 

connectivity. The Government through the network, 

like roads, will encourage private operations to make 

services available in those previously untouched 

areas. For this, the Government has committed about 

$4 billion to build the network to connect 250,000 

village headquarters.  

 The Government has proposed to create a National 

Agriculture Market. Currently, farmers are restricted 

to selling their produce at mandis or market 

committees that charge various taxes on producers. 

An online platform would be set up wherein farmers 

will be able to sell and buy fruits, vegetables and 

other produce from across the country. An agency 

would be set up to oversee online trading and to 

ensure that transactions take place smoothly. It will 

also focus on creating go-downs and facilitating 

transportation of the farm produce after the online 

trade. The move is expected to give choice to farmers 

to sell the farm produce both in physical mandis or 

online platform. The freer access to sell via online 

trade is likely to boost their incomes and improve 

availability moderating price rise. 

Use of ICT in Agriculture: : Acknowledging the 

emphasis of the national policy on farmers to use ICT for 

disseminating among farmers at village level the required 

and authentic information and advisories, sustained 

efforts are being made to improve and harness latest IT 

techniques which can capture and collate data and add 

value to it. 

 Government has already developed and put in 

operation three portals viz. farmer portal, kisan call 

centre and mkisan portal to facilitate farmers take 

informed decisions with more precision for efficient 

farming and utilization of post-harvest products due 

to weather unpredictability. Analytical tools can 

provide demand forecasts to enable farmers to 

produce as per the requirement, thus cutting down on 

wastages. Farmers can reach the nearest buyers 

directly and sell products easily and thus can avoid 

post- production storage and transportation cost. 

Social media help connecting farmers all over the 

country and connecting buyers with sellers directly 

removing the middlemen.  

 Recently farmers in Maharashtra have formed a 

group on social media and invite other farmers from 

across the region to join the group to meet the supply-

demand gap.  

 Farmers’ portals: This portal aims at serving as One 

Stop Shop for all farmers for accessing information 

on agricultural activities. Besides, giving links to 

appropriate pages of 80 portals already developed so 

far, the farmers‟ portal links the location of the farmer 

[from his block] with National Agricultural Research 

Project zone that he belongs to. Therefore, all 

information related to crops grown in that area along 

with agronomic practices in that region is then 

provided to the farmers using a graphical interface. 

Farmers can get information about package of farm 

practices, crop/seeds/varieties, common pests; dealer 

network for seeds, fertilizers, pesticides, machinery & 

tools, agri-met advisories etc. Data for most states has 

been entered in one language and the portal will be 

launched after the data are entered both in English 

and in vernacular language of the State.  

 Kisan Call Centres: KCC initiative aims at 

providing information to farmers through Toll-free 

telephone line. Farmers can get information in their 

language through 25 kisan call centres located in 

different States. During four years in each of the 10
th

 

and 11
th

 plan 20.63 lakh and 41.85 calls were 

received. Kisan Knowledge Management System is 

developed and KCC agents give instant and 

appropriate information making use of this user-

friendly search engine. Unattended calls 

automatically get escalated to the next higher level 

after some time for further response.  

 Machine-to-Machine [M2M]: M2M helps farmers 

optimising crop productivity through efficient use of 

farm resources on real time basis under different 

agro-climatic conditions.   

 Technologies, viz. geographic information system 

and global positioning system along with a wide 

range of sensors, monitors and controllers for 

agricultural equipment enable farmers to use 
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electronic guidance aids to direct equipment 

movements more accurately and provide precise 

positioning for all equipment actions and chemical 

applications. 

 Precision farming helps in mapping and monitoring 

crop yield as also presence of weeds, salinity, 

applications of fertilizers and spraying pesticides at 

variable rates.  

 Under the eGovernance program, soil health card 

software has been standardized and web-based 

software developed in association with Indian 

Institute of Soil Science, Bhopal to provide  

 integrated nutrient management recommendations 

using soil test crop response method for eight states.        

 National e-Governance Plan in Agriculture 

[NeGP-A]: This mission mode project introduced 

during XI plan aims at achieving rapid agricultural 

development by providing agriculture related 

information to farmers through use of ICT. For 

providing information on various activities to farmers 

under agricultural value chain system various IT 

initiatives are taken up. These initiatives are being 

integrated to help farmers make proper and timely use 

of available information. This information will be 

provided to farmers through multiple channels 

including Common Service Centres  Internet Kiosks 

and SMSs. Currently, 12 identified clusters of 

services  provide information on [i] weather [ii] soil 

health [iii] seeds, nutrients, pests [iv] irrigation [v] 

crops, good agricultural practices, farm machinery[vi] 

marketing infrastructure [vii] farm commodity prices, 

arrivals, procurement points, interaction platforms 

[viii] electronic certification for export & import [ix] 

drought relief & management [x] livestock, fisheries  

management[xi] training [xii] monitoring 

implementation and evaluation of schemes. The first 

phase of the project is under implementation in seven 

states, viz. Assam, Himachal Pradesh, Karnataka, 

Kerala, Jharkhand, Madhya Pradesh and Maharashtra.  

 Strengthening/promoting Agricultural Informatics 

System: To promote e-Governance in agriculture at 

the level of central government & to provide support 

to states for implementing the central sector schemes 

with components viz. [i] IT Apparatus for central 

Government, field offices & directorates [ii] 

development of agriculture informatics & 

communication [iii] strengthening of IT Apparatus in 

states [AGRISNET] [iv] Kisan Call Centres. IT 

Apparatus for central government and its field 

offices/directorates: Under the DACNET project, the 

directorates and field offices are provided basic 

infrastructure to help achieve e-readiness. 

 Development of informatics & communication: 

Government has developed 80 portals, applications 

and websites, in association with NIC, covering both 

the central /state governments, and field units. Portals 

include SEEDNET, DACNET, AGMARKNET 

[prices &, arrivals in mandis], RKVY, ATMA, NHM, 

NFSM & APY [acreages, productivity & yield]. This 

facilitates the central government to get online data 

right from district level and generate reports. 

 Strengthening IT Apparatus in States/UTs 

[AGRISNET]: Under the scheme funds are provided 

to states for providing computers up to the Block 

level in 26 states, state-specific software packages 

have been developed to disseminate information to 

farmers Availability of required hardware and locally 

suitable software package has resulted in quick 

retrieval of data, dissemination of information to 

farmers and provision of farmer-centric services. 

States include, Andhra Pradesh, Madhya Pradesh, 

Tamil Nadu, West Bengal, Uttar Pradesh, Gujarat, 

Karnataka, Uttrakhand, Himachal Pradesh, 

Meghalaya, Nagaland, Sikkim, Maharashtra, Punjab, 

Odisha, Mizoram, Kerala, Haryana, Rajasthan, 

Chhatisgarh, Puduchery, Arunachal Pradesh, Goa, 

Bihar and Manipur.  

 Activities in NER: Under the IT Apparatus at field 

offices/directorates offices covered are [i] directorate 

of marketing & inspection, Guwahati & Shillong[ii] 

central integrated pest management centres at 

Guwahati, Aizwal, Dimapur, Gangtok [iii] regional 

bio-fertilizer development centre, Imphal [iv] NER 

farm machinery training & testing centre at Sonitpur, 

Assam [v] support under AGRISNET extended to 

various States of NER.           

Private sector initiatives 

Private sector, NGOs and social groups have also been 

using ICT in agriculture to supplement the efforts of the 

Government for efficient delivery of a variety of services 

to farmers. Following two, among others, are briefly 

described which have unique methodologies and content 

to enable farmers to access a plethora of services for 

agricultural development.    

e-Choupal: It is a business initiative by ITC that provides 

Internet access to  farmers. e-Choupal is an innovative 

market-led business model designed to enhance the 

competitiveness of Indian agriculture. e-Choupal 

leverages the power of Information and digital technology 

and the internet to empower small and marginal farmers 
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with a host of services related to agricultural knowhow 

and best practices, timely weather information, order 

supplies of inputs throughout the region, transparent 

discovery of farm prices, questions &answers  section 

which enables interaction with ITC‟s agricultural experts.. 

ITC is, also, partnering with banks to offer farmers access 

to credit, insurance and other services. Portal, also, 

enables farmers to manage risks, such as soil 

contamination or salinity, through access to technical 

information.  

ITC has established “ITC Kiosk” with computer and 

internet facility in villages managed by a computer-

trained farmer [sanchalak] in his house and is linked to 

the Internet via phone lines or by a very-small aperture 

terminal [VSAT] connection. e-Choupal builds on three 

elements, an internet-enabled computer located at a “focal 

point farmer,” an internet connection via phone lines or 

VSAT and dedicated services through the echoupal.com 

portal. Each internet connection serves 10 villages in a 

5km radius, reaching 600 farmers on average. This creates 

a direct marketing channel for farmers, reducing their 

transaction costs and improving logistics. Finally, it 

provides the link to Choupal Saagars, integrated rural 

service centres serving 40 e-Choupals each, where 

farmers can bring their farm produce to sell and buy 

seeds, fertilizer and consumer goods. The sanchalak bears 

some operating cost but in return earns a service fee for 

the e-transactions done through his e-Choupal. The 

warehouse hub is managed by the same traditional 

middle-men [samyojaks] but with no exploitation due to 

streamlined services. These middlemen fulfil critical jobs 

like cash disbursement, quantity aggregation and 

transportation   

e-Choupals not only connect farmers with markets but 

also allow for a virtual integration of the supply chain and 

create significant efficiencies in the traditional system. Its 

aim is to inform and empower farmers which can improve 

farm productivity and quality of agricultural products. 

Farmers‟ higher profit margin is because they are no 

longer forced to sell through a middleman. ITC benefits 

because its simplified and intensified supply chain system 

increases business and profits. ITC has 6500 e-Choupals 

computer stations in 40,000 villages serving 4 million 

farmers of 10 States in India. 

RML Information Services Pvt. Ltd: Following nearly 

18 months of market research prototyping and market 

trials, RML was launched in  Maharashtra in 2007 and in 

Punjab in 2008. RML delivers customized, localized and 

personalized agricultural information to farmers from pre-

sowing to post-harvest stages including weather, crop 

prices through SMS on mobile phones in local 

language.  .About 1.4 million farmers from about 50,000 

villages have been using this service across 18 states. 

Following are  RML's key ICT products: 

  

» RMLdirect -  SMS based personalized agricultural 

information service on crops from pre-

sowing to harvest and selling of crops 

» Krishidoot - Connecting farming communities and 

marketplace for agricultural  value chain 

system 

» R-Edge  Market Information  

» RMLpro - Analytical and communication tool 

providing data, insights and intelligence on 

farmers‟ organizations, farmer groups, 

commodity prices 

» myRML - Comprehensive agriculture information 

application for farmers 

RML has empowered farmers with actionable 

information which enables them to take informed 

decisions and reduces their production and marketing 

risks, thereby directly improving their livelihood. 

According to ICRIER study [2009], RML users had 5% 

to 25% increase in their income. The World Bank study 

[2010] revealed 8% increase in price realization to 

farmers selling directly to traders. The USAID study 

[2011] observed that farmers accessing RML services 

realized Rupees six to eight more per kg on their crop.. 

Around 80% farmer-users improved alignment of farm 

output to market demands, ensuring improved 

productivity and better quality of produce.  

ICICI Bank in Akodara  

The ICICI Bank, India‟s largest private sector commercial 

Bank, recognized the hard reality that with a nearly 

saturated urban market and intense competition over a 

reducing pie, rural India is where the future of banks lies. 

And it has demonstrated through its branch in Akodara 

village [Sabarkantha district of Gujarat] that the key to 

bank‟s growth is technology, as it is only through mobile 

phones, the Internet, and tablet banking that banks can 

bring down operational costs and boost rural consumption 

and rural economic growth.. Akodara‟s real symbolic 

appeal for Indian corporate entities lies in something 

beyond what ICICI has done. Young generation in this 

village regularly buy things from Flipkart and Snapdeal. 

For them to buy most things online is common. They do 

not worry about getting inferior product because they 

know that they can return the same if there is a problem. 

This signifies that commercial banks can replicate the 

https://en.wikipedia.org/wiki/VSAT
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experiment of technology-savvy branches profitably in 

thousands of unbanked villages across the country.  

  

III. RESULTS AND DISCUSSION 

 

Digital India  

Government of India‟s “Digital India” envisions 

empowering citizens with e-access to government and 

related livelihood services. The project has three core 

components, viz. digital infrastructure, digital services 

and digital literacy. Mobile phone is the preferred 

delivery medium under digital India with focus on 

mGovernance and mServices. The mAgriculture and 

mGramBazar out of the seven components covered under 

mServices directly impact agricultural extension services. 

The recently launched innovative concept of dedicated 

Payment Banks, supported by digital platform and mobile 

operators who have millions of customer- access points 

across the country, would enable customers load cash 

onto mobile wallets and send payments across the country. 

All the components of the policy and programs embodied 

in the Prime Minister Narendra Modi‟s address on 

Wednesday, the 1
st
 July 2015 while inaugurating the 

“Digital India Week” are most relevant to agriculture and 

rural livelihood as it would empowers the people and 

extend services better with the use of information 

technology and its tools. The digital India has the 

potential to create a transformational change in various 

sections of the society with rural India poised for being 

the biggest beneficiary of this change. The plan to provide 

universal phone connectivity and access to broadband in 

2.5 lakh villages by 2019 is the clarion call for corporates 

and entrepreneurs to seize the opportunity to develop new 

solutions for rural markets. 

The digital India policy has several aspects to benefit 

rural India, viz. [i]   seeks to transform India into a 

digitally-empowered, knowledge economy [ii] will 

facilitate efficiency in governance through programs that 

include digital literacy and electronic delivery of services 

[iii]  seeks to develop online on-demand digital signature 

and every Indian will have a digital identity and a mobile 

connection linked to it [iv] re-engineering of software and 

systems to help store, share online certificates that will 

bring convenience and eliminate paperwork[v] at least 

one person in every family would be digitally 

empowered, The government expects to make 10 million 

people digitally literate in five years while aiming to train 

one million individuals by the end of 2015-16.   [vi] 

covers nine programs that include broadband highways, 

100% mobile density, electronic manufacturing and 

eKranti or electronic delivery of services by 2018 [vii] 

aims to bridge the digital divide existing in the country 

[viii] among other things, it will boost e-governance in 

several state services, which will cut delivery costs and 

increase transparency[viii] focus on spreading the 

broadband connectivity across all local government 

bodies by 2017 to reach out to underprivileged masses 

and bring them into the mainstream of society[ix] 

government has envisioned the 'National Digital Literacy 

Mission' to educate over 1 million people by 2019.  

Focused Attention:  “Digital India” policy for 

agricultural development offers the potential to add 

annually 0.5% growth rate in agriculture [3% in 5 years] 

and generate annually 30,000 to 40,000 employments for 

rural youths trained in agriculture & computer technology 

by state agricultural universities. For this, following areas 

need focused attention.     

 Immediate need is to conduct a nation-wide[separately 

for each agro-ecological region] evaluation study to 

assess the impact of digital ecosystem for agriculture 

already developed and put in place by the government 

and private sector in respect of [i] number of farmers 

regularly receiving & using mobile-enabled 

agricultural information services [ii] feedback from 

users about content, timeliness, utility, satisfaction, 

changes required, their grievances [iii] increase in 

productivity, output and income of benefitted farmers 

[iv] increase in price realization in farm commodities 

sold, direct selling without dependence on middlemen 

[v] reduction in costs of transactions[vi] mechanism to 

redress grievances.  

 The study of the Asia-Pacific Research Centre of the 

Stanford University on ICT Initiatives under the 

project” Agriculture & Rural Livelihood” in India 

concluded that the usage of ICT was sparse compared 

to its significant potential and substantially constrained 

by factors viz. illiteracy, inadequate infrastructure 

[particularly connectivity], low level of awareness of 

usage, availability of very few digital programs, 

central site location, and government regulations.  This 

suggests the greater need now than before to make 

coordinated and concerted efforts to create a national 

agricultural knowledge repository in digital form 

which is nurtured daily through feeding, weeding, 

pruning and enriched and disseminated among 

farmers.  

 For developing farmer-friendly digital ecosystem for 

agriculture & better suited to different agro-ecological 

regions, factors which need to be considered include 

viz.[i] Indian agriculture is characterized by 

innumerable fragmented small farms and very weak 
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infrastructure [ii] most farmers have to heavily depend 

upon middlemen and a patchy network of ad 

hoc information sources such as local shop keepers 

leverage the information asymmetry in the system to 

make higher profits at the cost of the individual 

farmers [iii] agriculture is among the most complex 

commercial systems which requires inputs from a 

plethora of sources in relation to soil, water, 

environment, goods, asset and labour markets[iv] apart 

from the availability of new agricultural technology, a 

significant amount of useful knowledge generated 

remains at local level as unstructured information or 

tacit knowledge[v] timely creation, dissemination and 

enhancement of appropriate and relevant content for 

farmers should be the prime focus of digital ecosystem 

for agriculture [vi] the diffusion and use of ICT can be 

made self-sustaining and self-enabling by improving 

the level of general literacy and computer skill[vii] an 

ideal knowledge ecosystem for agriculture should be 

able to capture all intricacies and build a large 

knowledge sharing data base to ensure that the implicit 

knowledge or experience of one farmer is shared with 

many others without necessitating the re-invention of 

the wheel over geographically or temporally separated 

regions[viii] highly specific local needs and existence 

of the great diversity in local conditions [ix]poor 

literacy rate, low use of textual information in daily 

life and high reliance on verbal communication for 

knowledge transfer[x]remote village locations [xi] 

content availability in vernacular languages[xii]any 

technology solution aimed at benefiting large number 

of small farmers must be affordable and low-cost so 

that the perceived economic benefits of such an 

endeavour are much more than the cost of switching 

over to a different technological solution.  

 For successful designing digital ecosystem for 

agriculture, the system design should have all desired 

features of higher user satisfaction, viz. [i] ease of 

access [ii] updated content  [iii] layout, design, 

consistent themes [iv] easy navigation [v] higher 

interactivity [vi] access through multiple media 

(particularly voice) [vii]higher use of non-textual 

information [viii]language options[ix]lower cost of 

transaction. 

 Setting up manufacturing facility to produce large 

scale low cost devices, the shared use of mobile 

devices by families in rural markets, sharing cost of 

infrastructure by mobile service providers and 

government subsidizing the roll out cost of mobile 

services would benefit farmers and boost rural growth.  

 A professionally managed ICT platform in public 

private partnership mode can bring various pieces of 

agricultural value chain system together and design 

solutions with „mobile-first‟ approach to maximize on-

ground adoption and create visible impact. 

 Regulatory & Development Authority need to be in 

place to ensure [i] increase in farmers‟ easy, timely 

and reliable access to agricultural information system 

[as per farmers‟ needs] throughout the country in a 

systematic & planned manner [ii] development of 

need-based appropriate digital models for agriculture 

under public & private sector which conform BIS & 

available at affordable cost[iii] improving general and 

digital literacy and computer skill and digital 

infrastructure in rural India in line with digital India 

vision and [iv] prevention of  fake models and 

fraudulent practices. 

IV.CONCLUSION 

 
A digital ecosystem for agriculture offers farmers from 

less developed and remote areas opportunities to 

participate in the global economy, resulting in knowledge 

sharing and cooperation among farmers of India and the 

world to foster local agricultural & economic growth.  

Development and management of digital contents would 

result in access to the right kind of information at the right 

time, resulting in inclusive growth as well as competitive 

agriculture.  It would facilitates two way interactions 

among all stakeholders, viz. farmers, agricultural 

scientists, input dealers, marketing agencies, food 

processors, credit & insurance agencies which are critical 

for further technological progress in agriculture. In any 

developing economy, the success of any social 

development initiative depends on the commitment and 

ability of the policy makers to seek full participation of 

the users and the active involvement of the private sector. 

The unlocking of the potential for agricultural and rural 

transformation on the strength of digital platform calls for 

continued innovations and pragmatic approach for 

determined implementation. 
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ABSTRACT 
 

In this article, we study the partial differential problem of two types of two variables functions. The infinite series 

forms of any order partial derivatives of the two types of two variables functions can be obtained mainly using 

differentiation term by term theorem. Therefore, the difficulty of calculating higher order partial derivatives of 

these two variables functions can be greatly reduced. On the other hand, some examples are provided to do 

calculation practically. The research method adopted is to find solutions through manual calculations, and verify 

these solutions using Maple. 

Keywords : Two Variables Functions, Partial Derivatives, Infinite Series Forms, Differentiation Term By Term 

Theorem, Maple. 

 

I. INTRODUCTION 

As information technology advances, whether computers 

can become comparable with human brains to perform 

abstract tasks, such as abstract art similar to the paintings 

of Picasso and musical compositions similar to those of 

Beethoven, is a natural question. Currently, this appears 

unattainable. In addition, whether computers can solve 

abstract and difficult mathematical problems and develop 

abstract mathematical theories such as those of 

mathematicians also appears unfeasible. Nevertheless, in 

seeking for alternatives, we can study what assistance 

mathematical software can provide. This study introduces 

how to conduct mathematical research using the 

mathematical software Maple. The main reasons of using 

Maple in this study are its simple instructions and ease of 

use, which enable beginners to learn the operating 

techniques in a short period. By employing the powerful 

computing capabilities of Maple, difficult problems can 

be easily solved. Even when Maple cannot determine the 

solution, problem-solving hints can be identified and 

inferred from the approximate values calculated and 

solutions to similar problems, as determined by Maple. 

For this reason, Maple can provide insights into scientific 

research. 

In mathematics and physics, the study of partial 

differential problem of multivariable functions is very 

important. For example, Laplace equations, wave 

equations, and other physical equations are involved the 

partial derivatives of multivariable functions. Therefore,  

in many scientific fields, the evaluation and numerical 

calculations of partial derivatives of multivariable 

functions are necessary. This paper studies the partial 

differential problem of the following two types of two 

variables functions: 
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where yxr ,,,,,  are real numbers, 0 , and 

0x . Using differentiation term by term theorem, we 

can determine the infinite series forms of any order 

partial derivatives of the two types of two variables 

functions. Thus, we can greatly reduce the difficulty of 

evaluating the higher order partial derivatives of these 

two variables functions. [1-5] provided some methods 

to evaluate the partial derivatives of multivariable 

functions, which are different from the methods used in 

this paper. In addition, [6-23] used some techniques, 

for example, complex power series, binomial series, 

and differentiation term by term theorem to study the 

partial differential problem. In this study, we propose 

two examples of two variables functions to evaluate 

their any order partial derivatives, and calculate some 

of their higher order partial derivative values 

practically. Moreover, we employ Maple to calculate 

the approximations of these higher order partial 

derivative values and their infinite series forms to 

verify our answers. 

  

II.  METHODS AND MATERIAL 

First, some properties used in this paper are 

introduced below. 

Definitions 

1) Let nm,  be non-negative integers. The )( nm  -th 

order partial derivative ( n -times partial derivatives 

with respect to x , m -times partial derivatives with 

respect to y ) of a two variables function ),( yxf , is 

denoted by ),( yx
xy

f

nm

nm



 

. 

2) Let  be a complex number, where 

1i  and are real numbers. a , the real part of 

z , is denoted as )Re( z ; b , the imaginary part of z , is 

denoted as )Im( z . 

3) Assume that r  is a real number and k  is a positive 

integer. Define )1()1()(  krrrr k , and 

1)( 0 r . 

Formulas 

1)Euler’s formula 

 sincos iei  , where  is any real number. 

2) DeMoivre’s formula 

 nini n sincos)sin(cos  , where n  is 

any integer, and  is any real number. 

3)Differentiation term by term theorem ([24, p230])  

If, for all non-negative integer , the functions 

 satisfy the following three conditions：

(i) there exists a point such that is 

convergent, (ii) all functions  are differentiable 

on open interval , (iii)  is uniformly 

convergent on . Then  is uniformly 

convergent and differentiable on . Moreover, its 

derivative . 

 

III. RESULTS AND DISCUSSION 

Main Results 

In the following, we determine the infinite series forms 

of any order partial derivatives of the two variables 

functions (1) and (2) respectively. 

Theorem 1  If  ,,, r are real numbers, 0 , p  

is an integer, nm, are non-negative integers, and let the 

domain of 
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for all 0x . 

Proof  Since  
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for all complex numbers ,z , ,0z and any integer p . 

Let yixz    and  ire in Eq. (4), then 
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Using Euler’s formula and DeMoivre’s formula yields 
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And hence, using the equality of the real parts of both 

sides of Eq. (5) yields 
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Differentiating n -times with respect to x , and m -

times with respect to y in Eq.(6), and using 

differentiation term by term theorem yields 
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q.e.d. 

Theorem 2  If the assumptions are the same as 

Theorem 1 and let the domain of 
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for all 0x . 

Proof  By the equality of the imaginary parts of both 

sides of Eq. (5), we obtain 
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Also, using differentiation term by term theorem in Eq. 

(8) yields the desired result holds.                 q.e.d. 

 

Examples 

For the partial differential problem discussed in this 

article, two functions are proposed and we use 

Theorems 1 and 2 to obtain the infinite series forms of 
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their any order partial derivatives. On the other hand, 

Maple is used to calculate the approximations of some 

partial derivative values and their infinite series forms 

for verifying our answers. 

Example 1  Suppose that the domain of the two 

variables function  
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and 5p in Theorem 1), then by Eq. (3) we have 
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for all 0x . 

Hence, the 9-th order partial derivative value of 
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Next, we use Maple to verify the correctness of Eq. 

(11). 

>f:=(x,y)-

>(16*x^2+9*y^2)^(5/2)*exp((4*x+3*sqrt(3)*y)/(16*x

^2+9*y^2))*cos((4*sqrt(3)*x-

3*y)/(16*x^2+9*y^2)+5*arctan(3*y/(4*x))); 

>evalf(D[1$6,2$3](f)(5,3),18); 

-0.13048570154444534678962 

>evalf(sum(4^6*3^3*2^k*product(5-k-

j,j=0..5)*product(-1-k-t,t=0..2)/k!*481^((-4-k)/2)*sin((-

4-k)*arctan(9/20)+k*Pi/3),k=0..infinity),18); 

-0.13048570154444534678905 

Example 2  If the domain of the two variables function  
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for all 0x . 

Therefore, the 11-th order partial derivative value of 
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       (14) 

We also employ Maple to verify the correctness of Eq. 

(14). 

>g:=(x,y)-

>(4*x^2+25*y^2)^(7/2)*exp(15*y/(4*x^2+25*y^2))*s

in(-6*x/(4*x^2+25*y^2)+7*arctan(5*y/(-2*x))); 

>evalf(D[1$7,2$4](g)(-2,4),18); 

0.0000814159610848975365 

>evalf(sum((-2)^7*5^4*3^k*product(7-k-

j,j=0..6)*product(-k-t,t=0..3)/k!*416^((-4-k)/2)*sin((-4-

k)*arctan(5)+k*Pi/2),k=0..infinity),18); 

0.0000814159610848975339 
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IV.  CONCLUSION 

This article provides a new technique to calculate 

partial derivatives of two variables functions. We hope 

this technique can be applied to solve other partial 

differential problems. On the other hand, 

differentiation term by term theorem plays a significant 

role in the theoretical inferences of this study. In fact, 

the applications of this theorem are extensive, and can 

be used to easily solve many difficult problems; we 

endeavor to conduct further studies on related 

applications. In addition, Maple also plays a vital 

assistive role in problem-solving. In the future, we will 

extend the research topic to other calculus and 

engineering mathematics problems and solve these 

problems using Maple. 
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ABSTRACT 
 

Groundwater accounts for about 30% of earth’s freshwater, the demand for this natural resource is 

increasing due to rapid industrialization and population growth,  leading to its scarcity in some regions, 

Auchi is an area experiencing groundwater stress, were water table depth decreases rapidly and 

boreholes have to be drilled to great depths to get this scarce resource. The replenishment of this 

resource to a groundwater flow system is groundwater recharge. 

 

The study aims to delineate groundwater recharge potential zones of the northern part of Edo state 

comprising of Auchi and sorrounding communities, utilizing remote sensing, geospatial techniques and 

weighted index overlay analysis model. Six multi-influencing factors of lithology, soil cover, lineament 

density, drainage density, land use and land cover and slope were all generated from Landsat ETM, 

topographic map and shuttle radar topographic mission (SRTM) data, producing the various thematic 

layers. The multi-layers were then reclassed and weighed according to their varying influence to 

groundwater recharge. 

 

The resultant groundwater recharge potential map revealed that majority of the study area, comprised 

partly of the hilly terrain of the north eastern and north western part and the gentle slope regions had 

moderate recharge, while parts of the south eastern and south western part of Auchi had low 

groundwater recharge. This research could serve as a base line study for future groundwater studies  in 

the area. 

Keywords : Groundwater Recharge,  Remote Sensing, Weighted overlay, Geospatial. 

 

I. INTRODUCTION 

 

Water is one of the most important natural 

resource for the sustenance of life, the availability 

of water supply in terms of quantity and quality is 

essential to human existence. The distribution of 

water on earth is highly unbalanced with 97.41% 

confined in world oceans,  the remaining 2.5 % is 

locked up in glaciers (1.953%) and beneath the 

surface as groundwater (0.614%) and   0.015% for 

lakes and rivers [11]. 

 

Groundwater accounts for about 30% of the 

earth’s freshwater, whereas surface water 

resources from lakes and rivers accounts for less 

than 0.3%  [23]. Demand for fresh water resources 

in the world is noticeably increasing as a result of 

rapid industrialization and population growth. 

Hence, groundwater extraction has become an 
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integral part in many of the water management 

approaches, especially for rural areas   [20], this is  

because it represents the largest available source 

of fresh water lying beneath the ground.  

 

Basically ―Ground-water recharge‖ is the the 

replenishment of water to a ground-water flow 

system  [30]. Most water recharging the 

groundwater system moves relatively rapidly to 

surface-water bodies and sustains stream flow, 

lake levels, and wetlands. Over the long term, 

recharge is generally balanced by discharge to 

surface waters, to plants, and to deeper parts of the 

ground-water system. However, this balance can 

be altered locally as a result of pumping, 

impervious surfaces, land use, or climate changes 

that could result in increased or decreased 

recharge, It has become crucial to monitor, 

conserve this important resource also identify and 

delineate areas of potential groundwater recharge 

and its availability in order to sustain groundwater 

system and avoid their depletion. 

 

Groundwater table depletion occurs whenever 

pumping rates are higher than the rate of 

replenishment. Hence, areas with excessive 

groundwater withdrawal rates experience a 

significant volume decrease in the groundwater 

reservoirs. This can cause depletion of water levels 

in wells, streams and lakes, deterioration of water 

quality, land subsidence and higher pumping costs 

[25] ,[29]                                                  

 

Auchi an area located in the northern part of  Edo 

state Nigeria and some   surrounding communities, 

in the region tend to experience water stress, and 

difficulty in accessing groundwater especially 

during the dry season were communities 

experience drying up of dug wells. For this reason, 

boreholes have to be drilled  to great depths of 

approximately 250m -300m and sometimes above 

to get this scarce and essential resource. In Ikpeshi 

a community in Akoko-Edo,  studies have shown 

that over the last few years, out of the total 

monitoring wells, 55% experienced depletion  in 

water table depth especially during the dry season 

Leading to the associated problem of lowering 

tube well depth and drying of open dug wells in 

these areas. [7] 

As a result of the decrease in this important natural 

resource, remote sensing and geographic 

information system (GIS) techniques have been 

employed in this research study to delineate 

prospective groundwater potential zones. 

 

 Geospatial technologies have become an 

important tool in water studies due to their 

capability in developing spatio-temporal 

information and effectiveness in spatial data 

analysis and prediction [5], [16], [26]. Various 

studies have been carried out throughout the world 

to identify  the groundwater recharge potential 

zones by employing remote sensing and GIS 

techniques [10], [21], [22], [24] [28], [32], [19]. 

Most of these studies were based on knowledge-

driven factor analysis, integrating different 

thematic layers such as land cover/land use, 

geology, lineaments, drainage density, slope, soil 

permeability with GIS techniques. Satellite remote 

sensing and image processing techniques were 

often employed in these studies for the preparation 

of necessary thematic layers. In addition, existing 

maps, data bases, aerial photographs and field data 

collection have been commonly used in factor 

layer preparation, Which when incorporated 

together can aid in identifying groundwater 

recharge zones. 

  

STUDY AREA 

 

The study area is in Auchi, Edo state Nigeria, it is 

located at the Northern part of Edo state, and lies 

between latitude 7’30’0‖N and 7’00’00‖N, Longitudes  

6’00’00‖E and 6’30’00‖E ,  Figure 1a,1b. The  

research area comprises of Six (6) local government  

with major towns namely Auchi, Ososo, Ibillo, Igarra, 

Ikpeshi, Uzanu, Ogonmeri and Ebule. 

 

Climatic conditions of the area is essentially tropical 

and favors rock weathering and soil  formations, there 

are two major seasons the wet and dry season. The wet 

season starts in March and continues  till October, 
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during which rainfall is low to medium, the dry season  

starts in November and ends in March.  

 

The relief is influenced by the underlying geology, it is 

characterized by  rocky mountainous highlands mostly 

at northern fringes mainly the tall ranking older 

granites and low lying lands towards the southern part 

of the study area. 

 

Vegetation in the area is typically guinea savannah 

grassland and lush vegetation of tall trees, shrubs and 

grasses. 

 
Figure 1a: Showing the Study Area 

 
Figure 1b: Satellite image of the study area 

 

II. METHODS AND MATERIAL 

 

GIS techniques was employed in this study to delineate 

the groundwater recharge potential of the northern part 

of Edo state using remote sensing data and integration 

of  multi influencing factors (MIF) of  lithology, 

lineament density, slope, soil cover, drainage density 

and  land use land cover. 

The methodology for this study to delineate suitable 

sites for groundwater recharging has been illustrated in 

figure 2. 

 

 
Figure 2 : Showing flow chart  methodology of the 

research 

 

Data  acquired for the study namely geology map, from 

Nigerian geological survey at a scale   of 1: 500,000,  

soil map and the topographic sheet were scanned,  geo-

rectified and vectorized to extract the corresponding 

lithology, soil cover, settlement and drainage of the 

area, the Landsat image of the area was pre-processed 

in Envi 4.7 by layerstacking, mosaicing and subsetted 

to enable classification of land use land cover classes 

using false color composite (FCC) band combination of 

4,3,2  also the satellite image was used for the  

extraction of lineaments from band combination 7,5,3.  

Shuttle Radar Topographic  Mission  (SRTM)  with a 

resolution of 30m was downloaded from glovis earth 

explorer, the SRTM data  was subjected to analysis in 

ArcGIS 10.3  to generate hill shade of the area,  the 

slope of the region and also the drainage.   

 

All the MIF were then converted to raster and 

subsequently reclassed in order of suitability to 

groundwater recharge. 

 

[31], [12], [14] employed similar method of MIF and 

remote sensing for groundwater studies. 

 

III. RESULTS 

 

Establishment of the  six (6) groundwater recharge 

potential-related factors for the research study are 

discussed. 

The Lithology of the study area is  distinct this is due 

to the transition in geologic formation Figure 4, from 

the basement complex igneous and metamorphic rock 

types occurring in the northern part of the study area, 



Volume 1  |  Issue 2  |  September-October-2016 |   www.ijsrcseit.com 

 

 60 

underlain by coarse grained granite, meta conglomerate 

biotite, porphyroblastic gneiss, migmatite  gneiss,  

schists and the unique sedimentary formation occurring 

in the southern part, made up of clayshale with 

limestone, sandstone coal , shale mustone and lignite 

claystone, this could be as a result of weathering of the 

basement rocks found on the northern hilly region and 

the gentle slope downward towards the south eastern 

and southwestern part of the area, Figure 3 showing the 

geomorphology 

 

 
Figure 3 : Geomorphology of the area 

 

[22] pointed out that the type of rock exposed to the 

surface signicantly affects groundwater recharge. 

Lithology affects the groundwater recharge by 

controlling the percolation of water  [3]. 

 

Zones with less compaction, and with a higher degree 

of weathering and fracturing facilitate infiltration of the 

runoff, and hence are more suitable for groundwater 

recharging (Krishnamurthy et al., 2000). Hence 

lithology was assigned a  weight and  the various rock 

types were grouped based on similar geology and then 

ranked  considering the permeability, porosity, textural 

properties, weathered/fractured zone formation and 

groundwater  yield potential of different rock/aquifer 

material [6] , [1]. 

 

The  lithology types was then subsequently  reclassed 

based on potential for groundwater recharge. 

 
Figure 4 : Showing the Lithologic Map of Auchi and 

environs. 

 

The Land use/ Land cover is an important factor in 

groundwater recharge. This is because the land use 

pattern of any terrain is a reflection of the complex 

physical processes acting upon the surface of the earth. 

The land use and land cover of the area provides 

important indications of the extent of groundwater 

requirement and utilization [17], It includes the type of 

Land use  caused by man’s physical activity, which 

include built up areas, bare surface,  cultivated lands, 

etc  and the natural vegetative Land cover of the area. 

The various classes  interpreted and  identified were 

built up, water body, cultivated land, shrub land, forest 

vegetation and rock outcrop  Figure 5,this various land 

use classes were then reclassed in ArcGIS based on 

there characteristics to infiltrate water into the ground, 

generally rock outcrop are found to be least suitable  

for infiltration while the cultivated land, shrubland, 

vegetation, sand deposit were assigned reclass values 

based on their varying suitability to  recharge and 

groundwater infiltration. 

 
Figure 5: Land use Land cover of the area 
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Lineaments are structurally controlled linear or 

curvilinear features, which expresses the topography of 

underlying structural features and tonal alignments 

visible on satellite image due to its synoptic view. They 

represent  fractured zones on geological structure of an 

area such as, fault and dykes and  they can control the 

movement of water between surface and subsurface. 

Previous studies have revealed a close relationship 

between lineaments and groundwater flow and yield  

[13], [4]. 

 

Lineaments were extracted from satellite image using 

band combination 7,5,3 figure 6a also in order to 

further enhance the extraction, lineaments were  also 

identified from hillshade generated from SRTM  at an 

illumination angle of 45
o
 figure 6b,a total of 387  

lineaments were identified. 

 
Figure 6a: Lineament density of the area 

 
Figure 6b: Lineament overlain on Hillshade 

The lineament density map was produced in ArcGIS 

and based on the lineament density generated, 

lineaments were concentrated more in the northwest of 

Ososo and northeastern part  of Ibillo, but with little or 

no lineation towards the southwest and southeastern 

region of the study area comprising of  Auchi and 

Ebule, this shows  that the basement complex rocks 

experience more faulting and fracturing when 

compared with the sedimentary formation, and such 

lineated areas have high groundwater potential 

prospects. 

 

The drainage density is the total length of streams 

divided by the total area of a basin. It is a measurement 

of the infiltration rate of water into watershed and deals 

with the relationship between surface runoff and 

permeability. The quality of a drainage network 

depends on lithology, which provides an important 

index of the percolation rate. Figure 7 Many studies 

have integrated lineaments and drainage maps to infer 

the groundwater recharge potential zone [2] ,[22] 

drainage of the study area was extracted from 

topographic map and SRTM image to generate 

drainage density  thematic map which was then 

reclassed into 5 classes. Higher drainage density is 

related to increase infiltration and groundwater 

recharge and vice versa. 

 
Figure 7: Drainage density of the study area 

 

The acquired SRTM of the study area with 30m 

resolution  was analyzed generating the slope map of 

the area figure 8, using the spatial analyst tool in 

ArcGIS 10.3, the high sloping  regions of Ibillo, Igarra  

and Ososo, in the study area comprises of hilly terrain, 

which causes more run-off and less infiltration but with 

a gradual decrease  in slope elevation  towards the 

southern part   of  Auchi, Ebule and Ogonmeri which is 

categorized by gentle slope, leading to less run-off and 

increased infiltration. The wide range and distribution 

of the slope  in the study area is an indication of varied 

degree in run-off and recharge  which implies varied 

groundwater potential in the study area. 
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Figure 8: Slope of the study area 

 

Soil cover is one of the significant control factors to 

determine the infiltration rate of an area. the various 

soil types of the area are the acrisols, gleysols, nitisols, 

and lixisols.  

 

Based on research findings, the various soil types were 

categorizedbased on their parent material and their 

hydrological characteristics, with the lixisols and 

leptosols found to have poor groundwater retention 

capacities, while the acrisols, nitisols and gleysols soil 

types have moderate to suitable groundwater 

permeability and retention properties respectively.  The 

various soils were then reclassed based on their 

influence on groundwater recharge  

 
Figure 9: Soil map of the study area 

 

IV.  DISCUSSION And CONCLUSION  

 
All the various multi influencing factors (MIF) 

analysed, and there thematic layers comprising of 

lithology, soil and Landuse land cover were 

categorized based on there subfactors and then 

reclassed and converted into raster format while the 

automatically generated raster based actors comprising 

of slope, lineament density, drainage density were also 

reclassed based on their influence to groundwater 

recharge, all in raster format.  

 

Reclassed values ranged from 1 to 5 with 1 having the 

least influence on groundwater recharge  and 5  with 

the most influence, this was done by researchers 

judgement and information gotten from previous 

research work carried out on groundwater studies.  

 

All the 6 thematic layer were then subjected to the 

weighted index overlay analysis (WIOA) using multi-

criteria approach, the combined reclassed thematic  

layers of the individual MIF was used  to identify 

groundwater potential recharge zones of the study area.  

The WIOA is one of the most accepted methods for 

assigning weights and relative ranks based on the 

multi-criteria evaluation for decision making   [17], 

[18] [16], [8], [27],[ 9]. It is a technique that applies a 

common measurement scale of values to diverse and 

dissimilar inputs to create an integrated analysis using 

multicriteria approach, this analysis according to [15] 

has no standard scale, but incorporates human 

judgment for its efficiency.  

 

For this study each of the thematic maps was assigned 

a weight that represents its importance in respect 

groundwater recharge based on criteria of previous 

work [31], [12], [14] 

 

Integrated influential factor layers using weighted 

overlay method on a GIS platform has been often 

employed in delineating artificial recharge potential 

zones by various researchers such as [22] , [32] and 

[26], [10] used weigthed aggregation method to 

integrate different thematic layers in order to demarcate 

groundwater recharge potential zones in hard rock 

terrain.   

 

The resultant groundwater recaharge potential map of 

the study area figure 10, was generated by the 

integration of the result of lithology, lineament density, 

slope, soil cover, drainage density and  land use land 

cover.  On the basis of assigning and weighting of the 

individual features of the thematic layer. The 

groundwater recharge map produced depicts three 

classes of low, moderate and high groundwater 

recharge with majority of the area having moderate 

recharge rate. This research  could serve as a base line 

study  for  future water management projects in the 

area.  
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Figure 10 : Showing the groundwater recharge of the 

study area  
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ABSTRACT 
 

OpenCV is an open source library for image and video analysis by Intel.It is related to computer vision, such as 

feature and object detection and machine learning.The purpose of the paper is implementation of image processing 

techniques using  opencv with python in Ubuntu platforms. 

Keywords: Opencv, Ubuntu, Python, Image Processing Techniques. 

 

I. INTRODUCTION 

 

Computer vision is a fast growing field for  analyzing, 

modifying, and high-level understanding of images. 

Main motive is to determine and understand  the 

images and to  provide people with new images that are 

extra useful. 

 

OpenCV is an Image Processing library created by 

Intel,It can be freely downloaded and It is  available for 

C, C++, Java and Python,Windows, Linux, Mac OS, 

iOS and Android Newest Its versions are opencv-

2.4.13 and opencv-3.1.It is open Source and also Easy 

to use and install .It is designed for computational 

efficiency strong focus on real-time applications The 

first implementation was in the C programming 

language; however, its popularity grew with its C++ 

implementation as of Version 2.0. New functions are 

programmed with C++. However, nowadays, the 

library has a full interface for other programming 

languages, such as Java, Python, and 

MATLAB/Octave.OpenCV is freely available for 

download at http://opencv.org. This site provides the 

last version for distribution (currently, 3.0 beta) and 

older versions. OpenCV requires that images be in 

BGR or Grayscale in order to be shown or saved. 

Otherwise, undesirable effects may result. 

  

II. METHODS AND MATERIAL 

 

Open cv  Features: 

 Both low and high level API 

  Image data manipulation (allocation, release, 

copying, setting, conversion). 

 Image and video I/O (file and camera 

basedinput,image/video file output). 

 Matrix and vector manipulation and linear algebra 

routines. 

 Various dynamic data structures (lists, queues, sets, 

trees, graphs). 

 Basic image processing (filtering, edge detection, 

corner detection, samplingand interpolation, color 

conversion, morphological operations, 

histograms,image pyramids 

 Structural analysis (connected components, 

contour processing, distance transform, various 

moments, template matching, Hough transform, 

polygonal approximation, line fitting, ellipse 

fitting, Delaunay triangulation). 

 Camera calibration (finding and tracking 

calibration patterns, calibration, fundamental 

matrix estimation, homography estimation, stereo 

correspondence). 

 Motion analysis (optical flow, motion 

segmentation, tracking). 

 Object recognition (eigen-methods, HMM). 

 Basic GUI (display image/video, keyboard and 

mouse handling, scroll-bars).Image labeling (line, 

conic, polygon, text drawing). 

 

Modules of opencv 

 cv - Main OpenCV functions 
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 cvaux - Auxiliary (experimental) OpenCV 

functions 

 cxcore - Data structures and linear algebra support 

 highgui - GUI functions, This provides simple 

user interface (UI) capabilities. 

 imgproc - linear and non-linear image filtering, 

geometrical image transformations, 

                color space conversion, histograms, etc. 

 calib3d - multiple-view geometry algorithms, 

single and stereo camera calibration, etc. 

 features2d - These are functions for feature 

detection (corners and planar 

 objects), feature description, feature matching, and 

so on. 

 objdetect - detection of objects and instances of 

the predefined classes (for example, faces, eyes, 

mugs, people, cars, etc.) 

 gpu - GPU-accelerated algorithms from different 

OpenCV modules 

 others – helper 

 

Basic opencv Data Structures 

 Point, Point2f - 2D Point: int x,y several operators 

and fuctions available 

 Size - 2D size structure: int width, height 

 Rect - 2D rectangle object int x, y, width, height 

 RotatedRect - Rect object with angle 

 Mat - image object mainly - rows, cols - length 

and width, channels, depth,a large number of 

functions for manipulation, a critical being 

Mat.type() returns the TYPE of a matrix 

 

OpenCV: Types 

 

The TYPE is a very important aspect of OpenCV 

Represented as CV_<Datatype>C<no of Channels> 

 OpenCV: PixelTypes 

shows how the image is represented in data 

 BGR - The default color of imread(). Normal 3 

channel color 

 HSV - Hue is color, Saturation is amount, Value is 

lightness. 3 channels 

 GRAYSCALE - Gray values, Single channel 

 Converting colorspaces: cvtColor( image, image, 

code): codes 

 

CV_<colorspace>2<colorspace>,  

 

e.g CV_BGR2GRAY, CV_BGR2HSV 

 

Basic Image Transformation Functions or 

Techniques of opencv  

 

All OpenCV classes and functions are in the cv 

namespace, and consequently, we will have the 

following two options in our source code: 

 Add the using namespace cv declaration after 

including the header files. 

 Append the cv:: prefix to all the OpenCV classes, 

functions, and data structures that we use.         

This option is recommended if the external names 

provided by OpenCV conflict with the often-used 

standard template library (STL) or other 

libraries. 

 

Image Normalization: process of stretching the range 

of an image from [a, b] to [c, d], important for 

visualization, normalize(imagein, imageout, low, high, 

method). This is incredibly important for visualization 

because if the image is beyond [0,255] it will cause 

truncation or unsightly effects. 

  

 
 

Figure 1. Image Normalization Results 

 

Thresholding threshold( image, image, thresh, maxVal, 

CODE), codes e.g. THRESH_BINARY 

 
Figure 2. Image Thresholding Results 

 

Edge Detection: several methods available: Sobel, 

Scharr, Laplacian and Canny 

• Sobel Edge Detection 

void cv::Sobel(image in, image out, CV_DEPTH, dx, 

dy); 

• Scharr Edge Detection 
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void cv::Scharr(image in, image out, CV_DEPTH, dx, 

dy); 

• Laplacian Edge Detection 

void cv::Laplacian( image in, image out, CV_DEPTH); 

 

 
Figure 3. Edge Detection Results 

 

Image Smoothing: Image smoothing is used to reduce 

the the sharpness of edges and detail in an image. 

OpenCV includes most of the commonly used methods. 

• void GaussianBlur(imagein, imageout, Size ksize, 

sig); 

• void medianBlur (imagein, imageout, Size ksize); 

 

 
Figure 4. Image Smoothing Results 

 

Erosion: 

Erosion erodes the image. It tries to bring uniformity in 

the image by converting bright points in neighborhood 

of points of less intensity into darker ones 

 
Figure 5. Image Erosion Results 

 

Notice the change in eyes, illuminates spots in the eyes 

are removed because in the input image there is a stark 

change in illumination at points near pupil.  

 

Dilation: 

 

Dilation dilates the image. It tries to bring uniformity 

in image by converting dark points in neighborhood of 

points of higher intensity into bright ones. 

 

 
Figure 6. Image Dilation Results 

 

 

III. RESULTS AND DISCUSSION 

 

All  

fully in Regular font. 

 

IV.CONCLUSION 

 
This paper presented a brief look at implementing basic 

computer vision functionality using Python. The three 

libraries looked at have very different goals, but can all 

be used for computer vision at different levels. 

OpenCV can be used for computer vision development 

and applications.For embedded platforms where speed 

is of utmost importance, or when computer vision 

functionality is the main requirement, OpenCV is the 

fastest and most complete tool for computer vision. 

OpenCV is considered by many to be side by side with 

many commercial image-processing packages, and yet 

it is an open source tool. Furthermore thanks to the fact 

that OpenCV keeps evolving is an additional guarantee 

that it will advance research in vision and promote the 

development of rich, vision-based CPU intensive  

applications. 
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ABSTRACT 
 

The level of noncompliance associated with filling stations in respect to the guidelines of the regulating bodies has 

become pervert. The study uses geospatial techniques to determine the distribution pattern and assess the level of 

conformity of the filling stations against the physical planning standards by the regulating bodies. Primary and 

secondary data were used as data sources. Roads were digitized from high resolution image of the area and a 

handheld Germin (GPSmap® 78) Global Positioning System (GPS) receiver was used to capture the coordinates 

of Filling stations. Analysis was done using analyzing pattern of the spatial statistic tools to determine the pattern 

of distribution and proximity (Buffering) Analysis to determine the level of conformity. The finding shows 225 

filling stations in the study area with a clustered pattern of distribution. 71.6% of the filling station met the 15m 

distance from the edge of the road and 28.4% violation. Also, 97.3% of the filling stations violate the 400m apart 

with only 2.7% in compliance. 98.7% deviate from the 2km radius of four stations with 1.3% in compliance. 

However, all the stations ensured that the drainage from their site does not flow into a river and does not lie within 

pipeline or high tension cable Right Of Way. The study therefore concludes and recommended that the regulating 

bodies be firm in discharging their duties diligently in enforcing compliance at all level of the guidelines for the 

safety of the hosting communities and even distribution across the study area.  

Keywords: GPS, GDP, AGO, DPK, GIS, NNPC, DPR, NNR, PHCN 

 

I. INTRODUCTION 

 

In Nigeria, Filling stations operations started prior to 

independence; the production and distribution of 

petroleum products which did not gain much popularity 

until independence in 1960 as a result of the fact that 

the mileage of motor able roads rarely increased and 

are few vehicles plying these roads. However with the 

independence in1960, Construction of more roads, 

schools, and factories started and consumption of 

Petroleum Products increased. Demands for all grades 

of Petroleum Products started to overtake the supply 

and this became more manifested after the civil war 

leading to opening of many filling stations across the 

country (Udoh, 2013). 

 

The petroleum industry in Nigeria is the largest 

industry which provided approximately 90 percent of 

foreign exchange earnings and about 80 percent of 

Federal revenue and subscribe to the rate of growth of 

Gross domestic product (GDP) (Baghebo and Atima 

2013). 

 

Petroleum is the largest source of Nigeria's income and 

foreign exchange. The petroleum industry in Nigeria is 

divided into two main segments. The upstream and the 

downstream sectors. The upstream refers to activities 

such as exploration, production and delivery to an 

export terminal of crude oil or gas. The downstream on 

the other hand encompasses activities like loading of 

crude oil at the terminal and its user especially 

transportation, supply trading, refining distribution and 

marketing of petroleum as well as activities of filling 

stations or petroleum outlets (Dominic, 1999).  

 

Filling Station otherwise known as Petrol station, Gas 

Station, Refuelling Station, or Service Station across 

the world is a facility which sells fuel and lubricants 

for motor vehicles, generators and other machine. The 

most common fuel products sold is Premium Motor 

Spirit (PMS) known as petrol, Automotive Gas Oil 
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(AGO) and Dual Purpose Kerosene (DPK) known as 

kerosene. Filling stations should be located where they 

are less congestion and danger to the community as 

much as possible and should conform to the guidelines 

of the regulating bodies Keble (1968) in Samuel (2011). 

GIS is a tool that allows for the processing of spatial 

data into information which is used to make decisions 

about some portion of the earth (Demers, 2000 shayya, 

2004). 

 

According to Oloko-oba et’ al (2016) the use of GIS 

technology as a planning tool can be employed to 

enhance the location of infrastructures and assessment 

for proper distribution.  

 

Samuel (2011) examined the spatial distribution of 

filling stations in Kaduna North. The study identified 

the pattern and distribution problem in the area. The 

study found that there are 22 filling stations in the area 

and the distribution is uneven as the stations are mostly 

concentrated along major roads. In addition the study 

looked at the setbacks and locational situation of the 

stations and concluded that 69.5% did not conform to 

the standard. Though GIS was applied for mapping, it 

was not employed for measuring the standards 

compliances.  

 

Similarly a study was carried out in Agege Local 

government Area of Lagos State by Abdullahi (2012). 

The study observed that filling stations are randomly 

distributed in the area. The study observed due to land 

shortage people build station wherever the land is 

available and this creates a pseudo development pattern. 

Mshelia et’al (2015) revealed that the guidelines for 

sitting petrol stations have not been adhered by most of 

the petrol stations thereby posing serious threat on 

residence in close range to them even though some of 

these petrol stations were situated much earlier than the 

residential houses close to them. It is expected of the 

State legislature therefore to enact law prohibiting both 

government and individuals from converting plots of 

land for location of petrol stations within the 

community straightaway. Further attempt by either of 

the two sides to convert the use of any land within 

community should be resisted by the people and the 

court. The study looked at proximity to residential 

buildings in the study area using simple descriptive 

statistics such as frequencies and percentages.  

 

Samuel et ‘al 2015 finds that the petrol filling stations 

in the study area neither conform to the required 

distance of 400m apart nor conform to the required 

distance of 15m from the road. Thus, the study 

recommends, among others, the need for the regulatory 

agency, DPR, to improve their capacity in enforcing 

the compliance of petrol filling stations with laid down 

regulations. The study is limited to just two level of 

conformity amongst many and does not consider the 

pattern of distribution of the petrol station in the study 

area.  

 

Mohammed et’al 2014 The findings in the study 

revealed that there are 214 filling station located along 

the 43 roads in the study area, of which 69% are owned 

by independent marketers, 26% owned by Major 

Marketers and 5% owned by the NNPC. Most of the 

station satisfied the minimum requirement of 15m 

distance from the road (96%). Equally 98% of the 

filling stations met the minimum distance of 100 meter 

from the health care facilities. However many station 

had not meet the criteria of 400m minimum distance to 

other. The research however considers few level of 

conformity and does not look at spatial distribution and 

finally concludes that regulatory agencies need to look 

into the issue and take appropriate measures.  

 

The fast growing population and the high increase of 

cars and other fuel consuming machines makes demand 

for fuelling products high which has in turn trigger the 

numbers of filling stations. This is because all the 

millions of cars on Nigeria roads as well as generators 

to power our homes and offices run on Petrol or Diesel. 

As a result of this, there is need to adequately study the 

distribution of filling station and examine the levels of 

conformity with respect to the guidelines of the 

regulating bodies Department of Petroleum Resources 

(DPR) and Urban Town Planning. 

 

Suitability inspection of DPR guidelines for approval 

to construct and operate petroleum products filling 

station includes: 

(i) Size of the proposed land site. 

(ii) The site does not lie within pipeline or PHCN 

high tension cable Right Of Way (ROW). 

(iii) The distance from the edge of the road to the 

nearest pump will not be less than 15 meters. 

(iv) Total number of petrol stations within 2km 

stretch of the site on both sides of the road will 
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not be more than four including the one under 

consideration. 

(v) The distance between an existing station and the 

proposed one will not be less than 400 (four 

hundred) meters. 

(vi) The drainage from the site will not go into a 

stream or river. 

(vii) In some instances where site is along Federal 

Highway, a letter of consent from the Federal 

Highway is required. 

(viii) DPR guided/supervised EIA study of the site by 

DPR accredited consultant. 

This study considers ii, iii, iv, v and vi of the suitability 

guidelines. 

 

Study Area 

Ilorin is the host city of Kwara State which lies 

within Latitude 8
0
 24’N to 8

0
34’N and Longitude 

4
0
 28’E to 4

0
39’E. It is situated in a transition zone 

between the Northern and South Western part of 

Nigeria with a total land area of approximately 

105sq.km with a population of about 766,000 as at 

2006 census which cuts across three Local 

Government Areas namely (Ilorin West, East and 

South) comprising of twenty political wards. 

 

 
Figure 1: Study Area Map 

 

II.  METHODS AND MATERIAL  
 

The study utilizes primary and secondary data. The 

primary data was acquired through handheld Germin 

(GPSmap® 78) Global Positioning System (GPS) 

receiver to acquire the coordinates of Filling stations. 

The secondary data used is a high resolution image of 

the study area to extract road network using onscreen 

digitizing. GPS coordinate of filling stations and other 

related dataset (Names, Address and Type) were 

further geo-coded and integrated into ArcGIS database. 

Nearest neighbor analysis of the spatial statistics tools 

was used to determine the pattern of distribution using 

Filling station location, total number of stations and the 

total area covered in kilometer as criteria. Proximity 

Analysis (Buffering) was used to determine the level of 

conformity of filling stations in the study area with 

respect to the guidelines of the regulating body. 

 

III. RESULTS AND DISCUSSION  

 

A total number of two hundred and twenty five (225) 

filling stations were discovered in the study area in the 

cause of field survey among which thirty six (36) were 

owned by major marketers, one hundred and eighty 

four (184) independent and five (5) NNPC as shown in 

fig.2 

 

 
 

Figure 2: Distribution of Filling Station with Respect 

to Types of Ownership 

 

The result of spatial pattern of distribution of filling 

stations in the study area shows a clustered pattern of 

distribution with Nearest Neighbor Ratio (NNR) of 

0.43 and a Z-Score of -16.14 as shown in fig.3 below. 

This means that majority of the stations are close to the 

same location than been uniformly distributed. 
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Figure 3: Nearest Neighbor Analysis of Filling 

Station. 

3.1 DPR Guidelines for Approval of Construct and 

Operation. 

 

A. The distance from the edge of the road to the 

nearest pump will not be less than 15 meters. 

The result of the analysis revealed that 71.6% meet 

the criteria of ≥ 15m while 28.4% violate the 

criteria as shown in Fig. 4 and Fig.5 below. 

 

 
 

Figure 4: Filling Station Conformity with Respect to 

15m Distance to Road 

 
 

Figure 5: Pie Chart showing percentage of conformity 

of 15m Distance to Road 

B. The distance between an existing station and the 

proposed one will not be less than four hundred 

meters (400m). 

The result of the analysis revealed 97.3% of the filling 

station does not satisfy the 400m distance apart from 

the nearest station while only 2.7% are in conformity to 

the guideline with respect to distance apart. See Fig. 6 

and Fig. 7. 

 
 

Figure 6: Filling Stations Conformity with Respect to 

Distance to Nearest Station. 

 

 

28.4% 

71.6% 

< 15m… ≥ 15m … 
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Figure 7: Pie Chart showing 400 Meters Apart to the 

Nearest Filling Station. 

 

C. Total number of petrol stations within 2km stretch 

of the site on both sides of the road will not be 

more than four including the one under 

consideration. 

 

The buffer analysis of 2km radius performed on the 

filling station in the study area reveals that only 1.3% 

satisfies the 2km stretch on both sides of the road while 

98.7% as there are more than 4 filling stations observed 

in every 2km buffer radius as shown in Fig. 8 and Fig. 

9 below. 

 

 
 

Figure 8: 2km Radius of Four Stations 

 
Figure 9: Pie chat of 2km Radius of Four Stations. 

 

D. The drainage from the site will not go into a stream 

or river 

The field review carried out in the study area shows 

that there is no drainage from the filling station that 

runs into a river or stream. Also none of the filling 

station lies within the Nigerian Electricity 

Transmission Network. (PHCN high tension cable 

Right Of Way (ROW).) 

 

The filling stations satisfy both criteria 100% in 

accordance to the lay down guidelines of the regulating 

body. 

 

IV. CONCLUSION 

 
The use of GIS technology has proven powerful to the 

achievement of the assessment of filling stations in the 

study area. The study shows that the distribution of 

filling station is clustered with various level of 

conformity with respect to the regulating bodies 

guidelines. There is very huge violation observed in the 

400m distance apart to the nearest station as well as the 

2km radius stretch of four stations. However, a 100 % 

percent compliance is recorded in the area of drainage 

not running into the stream from the stations and not 

falling under the high tension cable right of way. It is 

therefore recommended that the regulating bodies be 

firm in discharging their duties diligently in enforcing 

compliance at all level of the guidelines for the safety 

of the hosting communities and even distribution 

across the study area. Further studies can be carried out 

to look into the size of the propose land for filling 

station construction in the area. 
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ABSTRACT 

 

The count of mobile Internet users in India has been growing at a rate of 27% annually and is expected to 

reach300MB by 2017. There is however limited understanding of whether this rapid growth is happening while 

also ensuring that good quality of service is provided to users. To and out, building upon our earlier work [17] we 

deployed a measurement framework in 20 rural, semi-urban, and urban sites in North India and probed four 

leading 2G and 3G telecom providers to measure performance metrics such as availability, throughput and latency. 

We also observed some design and conjuration aspects of cellular networks that affect the quality of service 

perceived by users. Our results point to many instances where miss conjurations or inadequate provisioning or 

poor monitoring of cellular networks led to signicantly low performance provided to users. We are now Using 

these results to argue for more robust Quos regulation in the country, and show how the current regulations for 

2Gand 3G services are not sufficient to hold providers account Able for the quality of service provided by them. 

Keywords : Cellular data networks, Measurement, Performance, Reliability, Reliability, availability, and 

serviceability 

 

I. INTRODUCTION 

 

The rapid proliferation of mobile phones seen around 

the world, and optimistic projections for the growth of 

mobile Internet in developing regions in the next few 

years, have indeed become legendary tales in the 

information technology revolution of the 21st century. 

In fact, persuading voice users to convert to using data 

services has spawned an inof relevant content and 

services, which if not enabled well can become 

impediments to the adoption of data services. In this 

paper, we focus on the rest challenge, that of in-

restructure quality, and investigate the quality of 

service currently provided on 2G and 3G networks in 

India. While acquiring new users, telecom providers 

need to expand their infrastructure in tandem to cater to 

the increased Demand. However, consumer complaints 

are noted commonly in India that providers are not able 

to meet the quality of service committed by them [7]. 

The regulatory environment in India is quite proactive, 

and TRAI (Telecom Regulatory Authority of India) has 

taken several measures to hold providers accountable 

for meeting minimum A recent report by the Telecom 

Regulatory Authority of India notes that India has 

about 860 million cellular network subscriptions [8]. 

With wired broadband (> 256Kbps) connectivity 

available to less than % of the population [8], cellular 

data connectivity provides an avenue to bridge the 

digital divide and provide Internet access to the rural 

regions of India. There s, however, little understanding 

of performance of cellular data connectivity in India. 

While there have been studies regarding cellular data 

networks in the developed world [4, 19, 20], with 

recent attention to understanding data usage and TCP 

performance on 3G/4G networks [18, 31], such studies 

have not been performed in India. Inthe absence of 

systematic studies and with cellular service providers 

always advertising maximum achievable physical data 

rate, one is left to rely on anecdotal. We do this by 

collecting performance data on throughput, latency, 

and availability from 20 sites in rural, semi-urban, and 

urban areas in North India, and give concrete evidence 

that the QoS provided differs considerably reported by 

the providers to TRAI, and show that the values differ 
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substantially and that more realistic test environments 

should be mandated by TRAI to mimic the actual user 

experience with cellular data services. We also show 

through two examples that better infrastructure 

monitoring and more careful network conjurations can 

help improve the QoS even with the current 

infrastructure { providers who have con_gured smaller 

buffer sizes in their network elements are able to 

provide better latency, and similarly providers who 

have con_gured less reactive switching between 2G 

and 3G are able to avoid certain detrimental 

interactions with the higher layer TCP protocol that 

impacts the through- put achieved. Overall, we 

highlight the need for telecom providers to manage 

their networks more efficiently and provide better QoS 

to consumers, who currently do not seem to be getting 

the service to which they are entitled. As part of a 

larger effort in this project, we have partnered with a 

consumer rights organization to now take these to 

TRAI and other regulatory bodies, and push for urgent 

revisions on QoS regulation in the country. Much of 

the works cited above conducted measurements in the 

developed parts of the world. Developing regions are 

likely to exhibit interesting characteristics though, and 

several researchers have worked in this context. [15] 

Prowled Internet usage in a small community in 

Zambia which got its backhaul connectivity through a 

low bandwidth satellite link, but with fast wireless 

meshes within  he community. It revealed the need for 

efficient aching and peer to peer solutions to keep the 

traffic  coal. [29] conducted measure-  mints in Ghana 

and  found that due to a lack of server infrastructure  

locally, draw attention to the degree of connectivity 

etweenISPs and peering with CDNs, along with 

keeping a focus also on the quality of network 

conjurations and monitoring by different telecom in I 

Telangana. 

  

II.  METHODS AND MATERIAL 

 

CELLULAR DATA TECHNOLOGIES 

 

The evolution of cellular data technologies over the 

past 15years has been complex. Multiple generations of 

technologies have been introduced, with multiple 

standards spanning each generation, and each standard 

defining a variety of modulations, data rates, and 

device classes. The situations further complicated by 

differences in the technologies de- 

played around the world and differences between 

standards’ names and marketing terms used to 

popularize them. This section provides a brief history 

of cellular data technology evolution and identifies 

technologies deployed in Telangana. The Third 

Generation Partnership Program (3GPP) and Third 

Generation Partnership Program 2 (3GPP2) were 

created by telecom standards development 

organizations to guide cellular data standards 

development based on GSM and CDMA technologies, 

respectively. Table 2 shows the standards introduced 

under the 3GPP and 3GPP2 umbrella [5].While GSM 

networks evolved to GPRS and EDGE, which further 

evolved to HSPA networks, the CDMA networks 

evolved to 1xRTT followed by 1xEV-DO. Typically, 

data technologies prior to 3G are commonly referred to 

as 2Gtechnologies although there are significant 

differences in data rates between technologies within 

the same generation. In India, a majority of the 

operators use GSM technology and hence have evolved 

to EDGE, HSDPA, and HSUPA.Only three out of a 

total of 13 service providers across India [25] operate 

on CDMA and have evolved to 1xRTT and1xEV-DO. 

In this paper, we consider one CDMA-based ser-vice 

provider and three GSM-based service providers. 

 

 

 
 

RELATEDWORK 

 

In terms of methodology, our work comes closest to 

[18] and research on large scale measurement of 

broadband networks [23, 19, 2, 8, 10], all of which 

have highlighted the need to understand network 

conditions from the end user's point of view. Users are 

impacted by Policies and capacity provisioning of edge 

ISPs with aspects like buffer sizes and traffic shaping 
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having a significant impact on the QoS experienced by 

the users. Our measurement architecture is similar to 

Neutralizer, and we have also borrowed several 

techniques from these papers to probe _re-walls, 

caching, etc reported in our earlier research [17]. 

Similar work of large-scale probing of the network 

edge is however not common in the cellular data 

connectivity space. Cellular network measurement 

research has actively covered TCP behavior on cellular 

networks [14, 12, 4, 5], and has also seen interest in 

understanding hardware characteristics such as the 

radio wake up latency and scheduling policies [3, 9, 

21,25] with the broad objective to tweak protocols so 

as to obtain better performance on cellular data 

networks. Our own focus in this paper is not on 

network protocol medications to get better performance, 

but to conduct measurements on2G and 3G networks in 

the developing region context of India to understand 

the current state of QoS experienced by the users. Our 

goal is to specially use the measurements to reason 

about appropriate regulatory mechanisms that can help 

ensure that telecom providers will work towards better 

quality of service provisioning for the users. Much of 

the work cited above conducted measurements in the 

developed parts of the world. Developing regions are 

likely to exhibit interesting characteristics though, and 

several researchers have worked in this context. [15] 

ProledInternet usage in a small community in Zambia 

which got its backhaul connectivity through a low 

bandwidth satellite link, but with fast wireless meshes 

within the community. It revealed the need for efficient 

caching and peer to peer solutions to keep the traffic  

of these networks, particularly, the performance of 

TCP on them received much attention [4, 19, 20, 29]. 

While the field measurements reported near theoretical 

through-put values [27, 32], the packet-level 

evaluations provided several insightful observations 

[12]. For example, Chakravorty et al. [6, 7] showed 

that small initial congestion window combined with 

large RTT (> 1000ms) caused ineffective use of 

available bandwidth as it took a long time to fill the 

network pipe during slow start and hence impacted 

small file transfers. They also showed that large buffer 

size sat gateways, a phenomenon nowadays referred to 

as “buffer bloat” [16], cause large delays in interactive 

applications antic SYN timeouts during new TCP flow 

creation. They Recommended use of a transparent 

proxy between a GPRS client and a server, where the 

proxy uses a large initial window to send data to the 

client while advertising a smaller receive window to 

the server to reduce impact of queuing. Subsequently, 

several recommendations for improving 

TCPperformance on cellular networks have been 

evaluated [15,1].More recently, several studies have 

evaluated the performance of 3G networks in the 

developed world [28, 26, 24,31]. While these 

measurements are predominantly on access 

technologies different from those deployed in India, we 

summarize results relevant to our work. Elmokashfi et 

al. [10] evaluated latencies on two HSPA and one EV-

DO networks in Norway and reported that the delay 

characteristics depend mainly on network configuration 

rather than location or measurement device. They also 

note clear diurnal pat-terns in latencies. In contrast, 

measurements by [31] in Hong Kong show significant 

customization in cell-by-cell manner according to 

demographics of individualists. Jurvansuu et al. [18] 

evaluate performance of TCP on WCDMA and 

HSDPA networks and find that HSDPA pro vides an 

improvement in TCP throughput over WCDMA, but 

the improvement is modest, particularly for short 

duration flows. Conjunction with recent studies on 

Internet usage in developing regions [14, 3], our work 

helps in broadening our understanding of the 

experience of using the Internet in developing regions. 

Our goal is to obtain an understanding of basic network 

properties such as throughput, latency, DNS lookup 

times of cellular service providers in rural India. At a 

architecture consisting of appropriate hard-ware and 

software that can be deployed in rural challenges and 

concludes with a description of our measurement 

campaign. 

 

METHODOLOGY 

 

Our goal is to obtain an understanding of basic network 

properties such as throughput, latency, DNS lookup 

times of cellular service providers in rural India. At a 

high level, we are presented with two challenges. The 

first challenges selection of locations in rural India for 

conducting measurement campaigns. The second 

challenge is to design measurement architecture 

consisting of appropriate hard-ware and software that 

can be deployed in rural locations, require minimal 

manual intervention, and efficiently cope with the 

challenges on the ground such as electricity out-ages, 

rodents in the building chewing cables, and minimal 

technical support. This section describes how we 

addressed these challenges and concludes with a 

description of our measurement campaign. 
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Measurement Sites and Service providers 

 

During the conceptualization of our work, we 

determined that the logistics of us manning remote 

measurement locations is daunting because accessing 

rural communities is of-ten very difficult and also 

because working relationship with locals of these 

communities is necessary for a successful ex-pediment 

campaign. Although the logistics of location 

identification and equipment setup and maintenance 

are mundane activities from research perspective, they 

nevertheless are quite challenging and, like in our case, 

often dictate with PRADAN, a NGO that has presence 

in over 4,000 villages across eight of the poorest states 

in In-dia. PRADAN provided logistic support for our 

experiment campaign. They helped in selecting 

locations and service providers for measurements, 

finding appropriate transport to reach the locations, and 

finding food and accommodation. We chose BSNL, 

Airtel, Idea, and Reliance as four different service 

providers for measurements. BSNL, Airtel,and Idea 

provide data connectivity over GSM based 

technologies EDGE and HSDPA, which we refer to as 

G1, G2,and G3 respectively for the rest of the paper. 

Reliance pro-vides connectivity over CDMA based 

technologies 1xRTTand 1xEV-DO, and so we refer to 

it at C1. At any given location, three best service 

providers were evaluated, the choice of which was 

based on knowledge of local PRADAN staff about 

providers’ connection quality and pilot measurements 

conducted at the location. Overall G1 and G2 were 

evaluated in 6, G3 in 5, and C1 in 3 locations. Table 3 

shows the access technologies available at our 

measurement locations. We note that in S1, the access 

technology fluctuated between EDGE and HSDPA, 

resulting in some measure As reported in an earlier 

paper [17], during 2013 we collected 2G and 3G 

measurements from 7 rural and urban locations, having 

probed each location for a period of at least 3 months. 

We have since then repeated the measurement exercise 

in more locations, bringing the count of the total 

number of rural and semi-urban sites probed to 15,and 

urban sites to 5. The methodology followed was the 

same as in our earlier work. We wrote a measurement 

suite on Linux based Net books which were placed at 

these sites, and were conjured to run tests to measure 

the through put ,latency, availability, etc of 2G and 3G 

connections provided by different  place our equipment 

for a long stretch of time over several 

 
Measurement Architecture 

 

Ployments, thus focusing on robustness, flexibility to 

change the suite post deployment, and remote 

monitoring. Figure 1shows the key components of the 

architecture. Our measurement clients are low cost net 

books with 1GHzprocessors, 1GB RAM, and three 

USB modem ports. Thenetbooks provided about 10 

hours of battery backup, which allowed us to conduct 

measurements through several hours of power outages 

- a frequent phenomenon in rural India. Additionally, 

we were able to connect three USB modems teach 

computer reducing the cost of deployment per modem. 

The modems used were Hawaii E173 for EDGE/HSPA 

net-works and Hawaii EC159 for 1xRTT/1xEV-DO 

networks. Both the modems were capable of handling 

throughputs ad-vertices by the service providers. The 

measurement client is preconfigured with a unique 

node ID and information about the service providers 

and corresponding access technologies to be used. For 

each topple of (client id, service provider, access 

technology), the client requests the control server for a 

list of tests to be con-ducted. The control server looks 

up a database to respond tithe request. The control 

server also provides all the relevant parameters for 

executing he tests. For example, when con-ducting a 

latency test using ping, the control server provides the 

IP address of the measurement server and the number 

of ping packets to be sent. Using the information from 

the Control server, the client conducts a list of tests, the 

results of which are then uploaded to the data server. 

The measurement server also collects data like packet 

level traces and uploads them to the data server. Our 

measurement architecture design draws upon prior 

work by Kreibich etal. [21], borrowing the key concept 

of having a separate con-troll server to serve the tests 
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to be conducted by the client. Flexibility: A separate 

control server that decides what tests to run provides 

significant flexibility, which we outline from our own 

experience here. We use the control server to specify 

different file sizes to download depending on the 

access technology. In addition to the measurement tests 

we have also included additional commands like 

download, upload, and install on the client that can be 

executed when requested by the control server. We use 

these commands toad new tests to our client and also 

upload the test results to the data server. Finally, there 

have been situations where command-line access to the 

clients was required, for which we created a new 

command that creates an SSH tunnel and then sends an 

email notification to us. We are now able to Connect to 

any of the clients by making the client execute this 

command via the control server. 

 
The control server looks up a database to respond tithe 

request. The control server also provides all the 

relevant parameters for executing the tests. For 

example, when con-ducting a latency test using ping, 

the control server provides the IP address of the 

measurement server and the number of ping packets to 

be sent. Using the information from the control server, 

the client conducts a list of tests, the results of which 

are then uploaded to the data server. The measurement 

server also collects data like packet level traces and 

uploads them to the data server. Our measurement 

architecture design draws upon prior work by Kreibich 

etal. [21], borrowing the key concept of having a 

separate control server to serve the tests to be 

conducted by the client. Flexibility: A separate control 

server that decides what tests to run provides 

significant flexibility, which we outline from our own 

experience here. We use the control server to specify 

different file sizes to download depending on the 

access technology. In addition to the measurement tests 

we have also We are now able to connect to any of the 

clients by making the client exe Monitoring Suite Heal 

implemented monitoring mechanisms for several 

aspects of our infrastructure as de-tailed below. First, 

we developed a heartbeat system that periodically 

sends net book battery life information, signal strength, 

and connection status of all the three modems to the 

control server. In case of power outage or 

disconnection for a long period, we solicit help from 

the PRADA field staff to rectify the problem. 

Additionally, if the con-troll server does not receive the 

Heartbeat UDP packets fore threshold amount of time, 

it sends an alert mail. Second, we deployed a daily 

reporting system that sends a summary of successful 

tests at each client. Third, we developed an alert system 

to report if a USB modem is detached from the client 

net book. We use this as a security feature to detect 

client device tampering1. Fourth, we developed a 

system to track our cellular data usage since we utilize 

“pay as you go “data plans2. Specifically, we 

periodically  

 

Measurement Tests 

 

Since there is little information available about cellular 

data connectivity in India, we focused on 

understanding the basic network characteristics like 

throughput, latency, IP address allocation, and 

existence of middle boxes. Table 4summarizes the tests 

reported in this paper. For each (client, service provider) 

tulle, the periodic tests included throughput, latency, 

and DNS lookup time tests. We used pier to run a 

single TCP flow in downlink direction to measure 

downlink throughput. A similar at each client, tests for 

eservice provider repeated 4.5 hours. We logged the IP 

addresses assigned to the clients and the DNS servers 

provided when a new connection is established. We 

also conducted additional tests such as testing the 

existence of NATs, HTTP proxies, and web caches in 

the service provider networks using Metalize [21]. 

These tests were conducted only once as they capture 

properties of ser-vice provider networks that rarely 

change. Finally, metrics like signal strength reported by 

the modem and the access technology being used by 

the modem to talk to the base station were logged 

every 2 seconds. 

  

III. RESULTS AND DISCUSSION 

 

1. Throughput 

Are the achieved throughputs close to their theoretical 

maximums? Figures 2 and 3 show the average 2G and 
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3G throughputs measured across locations and service 

providers3 along with the standard deviation in the 

throughput measurements. The horizontal dashed line 

shows the theoretical maximum throughput achievable 

by a client in ideal circumstances. The achieved 

throughputs are (as may be expected) significantly 

lower than their theoretical maximums. The 

3Gconnection, however, appears to provide reasonably 

good “broadband” like performance (> 256 Kbps). 

Next, we consider the impact time-of-day and day-of-

week has on the measurements. Are throughputs better 

at night or on weekends? We find diurnal patterns in 

G2 EDGE networks in both the uplink and downlink 

directions with _ 25% higher through 

 

 
 

2. QOS Measurement Results 

With the objective to understand the QoS provided by 

telecom providers, we probed three key metrics: 

availability, upload and download throughput, and 

latency, at all the measurement sites. We then 

compared this data with the values reported by telecom 

providers to TRAI. 

 

Availability 

 

For each service provider at each location, we 

evaluated the fraction of time for which connectivity 

was available. To do so we time stamped network 

connection and disconnection events reported by the 

USB modems during the time when the 

upload/download/latency experiments ran on the 

modems, and also noted any modem down times 

during this period when the modem was not responding 

and re-mounting attempts were being made by 

watchdog scripts. Using this we calculated the 

availability as: 

 

 in the cellular network. We also compared this to the 

end to end latency to the measurement server, to 

understand what proportion of the latency is spent in 

the radio access network. 

 

 
 

Figure 4 shows the round trip latencies to the 

measurement server, and its sub-component to the 

gateway node in the network. It is interesting to note 

that providers like G3are able to provide almost 3G 

like latencies on 2G such as nutrition labels [24] could 

also help empower consumers by making them more 

aware of the QoS to expect and then use the 

information to make better choices when buying data 

plans. However, unless TRAI does not mandate some 

minimum QoS standards to which providers can be 

held accountable, or the published information is not 

made available to consumers easily to be able to 

exercise their choice in selecting providers, even these 

stronger regulatory measures may arguably not yield 

much beets. We therefore believe that TRAI should 

continue to mount pres-sure on the providers to 

manage their networks better since our data indicates 

that just careful network con_gurationsalone can help 

to a sign cant extent. 

 

3. Network Connectivity 

We next explore inter-ISP connectivity and CDN 

linkages of cellular providers because these aspects 

innocence the quality of service perceived by users [29, 

6].We start with listing some common CDN providers, 

and then use trace route and the RIPE database to chalk 

out AS hops to these CDN networks from the four 
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cellular providers probed by us. Figure 6 shows the 

consolidated AS map. We can see from the map that 

Bharti Airtel and Tata Com-medications (which 

acquired a controlling stake in the state owned VSNL 

network in 2002 [11]) hold dominant positions in 

providing backbone connectivity for India with the rest 

of the world. We also interestingly _end that providers 

like G3 to provision additional infrastructure.Another 

observation from Figure 4 is that the latency be-yond 

the gateway is also lower for G3 and C1, indicating 

that these ISPs are likely to have better connectivity 

with. 

 

 

 

 

 

 

 
 

IV. CONCLUSION 

 

We showed through our measurements that the quality 

of service obtained by users differs considerably from 

ad-verities’ values by the telecom providers, and from 

values reported by them to the telecom regulatory 

authority in In-dia. We also showed that in many cases 

just more carefulcon gurations of the cellular networks 

could lead to better performance. We are now working 

together with a consumer rights organization to take up 

this evidence to the government regulators and argue 

for stronger QoS regulations in the country. We have 

conducted active measurements across 5 rural,1 semi-

urban, and 1 urban location over four different cellular 

service providers using our measurements framework 

designed for operations in rural locations.  
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ABSTRACT 
 

The paper analyses the bearing shaft surface geometry as one of factors influencing the vibrations values and thus 

the life of rolling bearings. Any deviation of ideal cylindrical shape of contact surface of bearing shaft and inner 

bearing ring considerably influence the shape of bearing rolling race. The dimension and geometry accuracy of 

bearing shaft is very important for intended life and mounting of bearing.  Moreover, paper dealt with analytical, 

numerical approaches for pressed joint and it provides the application to flexoprinting machine for which the 

presented analyses were made to eliminate high-speed printing vibrations. 
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I. INTRODUCTION 

 

The experiences showed there are the unsatisfied 

customers who despite the fact they buy new or precise 

bearings, the bearing life is several times or even 

one/two order/s shorter. Moreover, dissatisfaction is 

also caused by noisy bearings operation. Furthermore, 

some of the bearing users decide to use precise 

bearings that are about 10-times more expensive and 

they do not achieve satisfaction. Such customers think 

that the bearings are not of enough quality. The answer 

is in accuracy but not the accuracy of bearing but the 

accuracy of bearing shaft. 

 

In generally, the research of various parameters 

influencing the bearing life was performed to increase 

the life of usage in different research institutions in the 

world. 

 

Interference fits on the inner ring of a cylindrical roller 

bearing can significantly reduce bearing fatigue life 1, 

2. Moreover, interference fits also affect the maximum 

Hertz stress-life relation. The life factors found in their 

study ranged from 1.00 (no life reduction) to a worst 

case of 0.38 (a 62-percent life reduction). Experimental 

data of Czyzewski showing the effect of interference fit 

on rolling-element fatigue life determine the shear 

stress-life exponent 1, 2. 

 

Furthermore, relationships were found between bearing 

life and internal clearance as a function of ball or roller 

diameter, adjusted for a load by Oswald, F.B., Zaretsky 

and E.V., Poplawski J.V. in 3. They analyzed the 

variation of loads on the elements of a radially loaded 

ball bearing. Rolling-element loads can be optimized 

and bearing life maximized for a small negative 

operating clearance. Bearing life declines gradually 

with positive clearance and rapidly with increasing 

negative clearance 3. These analyses are focused on 

internal clearance. Taking into account the influence of 

fits and thermal gradients Ricci in 4 introduces a 

procedure for get numerically, accurately and quickly, 

the static load distribution of a ball bearing under axial 

and radial loading. 

 

Cao et al. 5 concerned with the variation of 

interference fit and the preload condition of bearings in 

a high-speed spindle system. The centrifugal radial 

expansion deformations due to the centrifugal force 

also induce the variation of internal clearance which 

changes of the joint state between the shaft and the 

bearing. If the internal clearance of the bearing 

becomes smaller than the specified value, the breakage 
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of oil film and seizure due to excessive contact stress 

may lead to the reduction of bearing life, and even 

spindle vibration and noise 5. 

 

The bearing unit is multi-parameter system and its life 

is influenced by many parameters. The mentioned 

research analyses did not involve inaccuracy 

(dimensional and geometrical) of shafts as a source of 

larger vibrations and noise resulting in the reduction of 

bearing life. Our research has been focused on the 

impact of shaft accuracy on bearing life. The paper 

focused on dimensional and geometrical inaccuracies 

that highly modify the bearing life. Moreover, the 

paper provides the results obtained in the flexoprinting 

machine where the needle rolling bearings were 

mounted focusing on radial bearing clearance and 

related vibrations. The vibration measuring draw 

connection between the size of the vibration and the 

accuracy of the bearing shaft, upon which the bearing 

mounted.  

 

Furthermore, this problem is connected with 

manufacturing of shaft cylindrical surface. The 

waviness and other geometrical deviations of 

manufactured surface are the physical phenomenon 

caused by dynamic character of cutting process. It can 

be minimized, but not eliminate. More is discussed in 

6-9. 

 

Bearing life is running time of the bearing until the 

appearance of signs of material fatigue on the contact 

surfaces of solids of revolution or the races 10. The 

bearing life is expressed in terms of the number of 

millions of revolutions (10
6
 min

-1
) of one race relative 

to another or in terms of working hours. 

 

The basic equation of bearing life L calculation is: 
p

F

C
L 








    (1) 

where C is base dynamic load rating (in catalogues), it 

means the load that responds to a basic bearing life of 

million revolutions, N, F is applied load, N, and p is 

exponent that is chosen in accordance with the 

outcomes of experiments – for ball bearings p=3, for 

roller bearings p=10/3. The load F is substituted by Fe, 

equivalent dynamic load. For more detailed life 

calculation see more in 11-13. 

 

The mentioned equation (1) considers the low changing, 

symmetrical and centric load; for radial bearings it 

assumes only radial load, the rotating inner ring, the 

not moving outer ring, standard bearing steel, rotational 

frequencies, etc. For material or operating conditions 

different from the standards ones as well as increased 

safety requirements and to take into account special 

bearing properties, the corrected bearing life is 

determined. 

 

The real service conditions of bearings may strongly 

change the theoretically estimated bearing life. We can 

involve correcting coefficient a and then the equation 

(1) has form: 

p

F

C
aL 








      (2) 

where a is coefficient in range 0.1÷10 according to 

experiences and measuring depending on special 

bearing properties and operating conditions. The range 

of a is large and significantly influence the bearing life.  

 

II.  METHODS AND MATERIAL 

 

To demonstrate the importance of bearing shaft 

accuracy, we made the numerical simulation of pressed 

joint to find the relation between accuracy of bearing 

shaft or bearing case and inner or outer rolling race.  

 

We analyze the pressed joint (Fig. 1) of bearing shaft 

and inner bearing ring. The aim of analysis and 

numerical simulation is to find: 

 

 outer radial displacement 
II

3r  of inner race;  it 

means the increase of inner rolling ring radius 

depending on ring thickness and interference, 

 inner radial displacement 
II

2r (
I

2r ) of the inner 

rolling ring (bearing shaft radius), 

 influence of bearing shaft roundness (circularity) 

on outer radial displacement 
II

3r  after mounting, 

 influence of bearing shaft surface micro-geometry 

on outer radial displacement 
II

3r  after mounting. 
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Figure 1. Pressed joint - schema 

 

Let's consider interference fit in hole-basis system of 

fits Ø100H7/p6. The maximal and minimal dimensions 

of hole and bearing shaft and interferences are known. 

The roundness for any fit is IT/2. Roundness tolerance 

specifies a tolerance zone bounded by two concentric 

circles within which each circular element of the 

surface must lay 10. The roundness tolerance depicts 

Fig. 2 (Fig. 2, right – measured roundness, real shaft 

profile).  

 

For example, the tolerance range for ring hole is 0.035 

mm (0.0175 mm for radius). The roundness tolerance 

from mechanical engineering tables is 0.016 mm for 

IT7. The roundness tolerance must be less than the 

dimension tolerance. IT/2 is involved for roundness 

tolerance. 

 
Figure 2. Roundness tolerance 

 

To simulate the influence of bearing shaft inaccuracy, 

the no ideal ―cylindrical‖ contact surfaces are 

substituted by elliptical shape.  The real cross-section 

of bearing shaft and ring may have various shapes and 

dimensions depending on turning condition, but they 

must be within tolerance size and roundness range. 

 

 
Figure 3. Dimensional and geometry accuracy 

 

Figure 3 analyses possible variants of dimensional and 

geometry accuracy. The ellipses of dashed, dash-dotted, 

dotted lines represent extremely variants of cross-

sections.   

 

Figure 4 depicts the two extreme combinations that are 

made by the combination of various cross-section 

described in Fig. 3. Every other combination than that 

shown in Fig. 4 is the same but revolved by 90°. The 

extreme case selected for numerical simulation is the 

variant 2 in Fig. 4 because of largest and lowest 

interference with maximum and minimum roundness. 

 
Figure 4. Variants 

 

III. RESULTS AND DISCUSSION 

 

A. Analytical Calculation 

 

The radial σr, tangential σt and contact p2 stress are 

analytically calculated as pressed joint that calculation 

is induced according to a theory of thick-wall pipes 

14, 15. Despite the fact that in most cases we 

consider the bearing ring as thin-walled. Criterions 

between thin and thick walled pipes are different 

according to several authors. We decided to use the 

dimensions that are on the border between them (r2 = 

50 mm, r3 = 60 mm). Following formulas are according 

to 14-16.  

 

Tangential and radial stress: 

 
2rt,

r

B
Ar           (3) 
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where A, B are integral constants calculated from 

boundary conditions, r is radius. 

 

Contact pressure p2: 

 
2

3

2

2

2

3

2

2
22 r

rr

r

E
p





   (4) 

where δ is interference, E is Young's modulus of 

elasticity. 

 

Radial bearing shaft displacement 
I

2r (decrease of 

original bearing shaft radius): 

  122I
2

E

rp
r    (5) 

where μ is Poisson's ratio. 

 

Radial ring displacement 
II

2r (increase of original 

bearing shaft radius): 



















 

2
2

2
3

2
3

2
222II

2
rr

rr

E

rp
r     (6) 

 

To control results we can use: 

II
2

I
2

2
rr 


     (7) 

 

Results are in column ―Analytical‖ of Table I. 

 

B. Numerical Results 

 

 
 

Figure 5. Displacements of ideal (left) and elliptical 

contact surfaces 

The numerical model is equivalent of variant 2 in Fig. 

4. One-quarter model is modelled because of 

symmetrical boundary conditions.  The interference fit 

is a type of model for non-linear analysis with the 

contact region in the contact surface. The 

computational method is Newton-Raphson method. 

Five loading intervals and localized mesh refinement 

with convergence on contact forces are used for 

computation.  Displacement distribution in case of 

ideal and unideal cylindrical surfaces of bearing shaft 

and ring is in Fig. 5. Results are in column 

―Numerical‖ of Table I. 

 

Table 1 provides results and their comparison. The 

match in the percentage of the difference between 

analytical and numerical solutions is very good. The 

largest difference is in the case of contact pressure – 

2.94%. The numerical model is reliable.  

 

TABLE I.  

RESULTS COMPARISON FOR IDEAL CYLINDRICAL 

SURFACES 

 

 
Analytical 

model 

Numerical 

model 

Difference 

[%

 

p2 (MPa)

 

18.03 18.56 2.94 

I
2r  (mm) 0.00315 0.0031439 0.19 

II
2r (mm) 0.0263 0.0263551 0.21 

 2
II
t rr 

 (MPa) 99.82 100.309 0.49 

 3
II
t rr  (MPa) 81.81 81.998 0.23 

 

Figure 6 shows the radial displacement 
II

3r  of inner 

race in dependence on the thickness of the ring. The 

interference and bearing shaft dimension are constant. 

The calculation is for Ø100H7/p6. The radial 

displacement 
II

3r  is important quantity. It influences 

radial clearance of bearing. The distance between red 

and blue lines is the same. It responds the value of 

interference. Changing the radius r3, the thickness of 

the ring is larger (the r2 is constant) and this change 

directly influences the radial displacement r3 (green 

line). ―Cylindrical‖ surface with radius r3 is intended 

rolling race. In case the radius (diameter) ratio of ring 

and bearing shaft is 1.05:1 than radial displacement 

II
3r  is 98% of interference. In case the radius 

(diameter) ratio of ring and bearing shaft is 2:1 than 



Volume 1  |  Issue 2  |  September-October 2016  |   www.ijsrcseit.com 

 

 87 

radial displacement 
II

3r  is 71.4% of interference. The 

larger ring thick, the larger radial bearing shaft 

displacement
I

2r , and lower radial displacement
II

3r . 

But in case of larger ring thick the contact pressure 

becomes larger. 

 

 
Figure 6. Radius displacement vs. ring thickness 

 

Figure 7 presents increasing of contact pressure with 

increasing the ring thickness. 

 

 
Figure 7. Contact pressure vs. ring thickness 

 

We have to realize that radial displacement 
II

3r  is 98 – 

71.4% of interference in dependence of ring thickness. 

It is the reason why any deviation of the ideal 

cylindrical shape of contact surfaces significantly 

appears on the shape of rolling ring and consequently 

the vibrations and bearing life. So, the dimension and 

geometry accuracy of bearing shaft strongly influence 

deviations of ideal rolling race shape. 

 

Figure 8 shows the influence of different value of 

interferences on radial displacements r2 and r3. 

Interference fits are following: Ø100 H7/k6, Ø100 

H7/p6 and Ø100 H7/s6. It is evident that radial 

displacement 
II

3r is about 92% of interference. 

 

 
Figure 8. Radius displacement vs. interference 

 

 

 
 

Figure 9. Bearing before (up) and after damage 

(EnvAcc up to 20kHz) 

 

Figure 9 shows time records of 2 seconds for the same 

bearing before and after damage. Upper time record in 

Fig. 9 provides no symptoms of seizing, metal contact, 

wearing, abrasion, damage contact surface. Signal is 

without high amplitudes. Time record situated lower in 

Fig. 9 provides no-periodical peeks with high 

amplitudes that indicate heavy bearing failure.  

 

 
Figure 10. Time record  

 

Figure 10 shows time record with a typical signal of 

seizing and the metal contact. The inner bearing ring 

and solids of revolution with pitting are showed. 
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IV. INDUSTRIAL APPLICATION 
 

Flexography is a form of the printing process using the 

flexible image plates on which the printing areas are 

above the non-printing areas. Flexographic printing is 

a modern printing technology. The different printing 

plates are for different colours. The rotary principle of 

printing enables the simple control of printing speed. 

The printed flexible films (bags, cartons, labels etc.) 

are intended for packaging in food and chemical 

industry.  

 

Fig. 11 shows the scheme of the printing section of the 

flexographic printing machine. The flexible thin plastic 

(film) passes the individual printing positions and it 

enters the drying section. The each printing position 

involves plate and raster (anilox) cylinders with the 

inking unit of individual colour. The raster cylinder has 

small holes (cells) or grooves which are being filed by 

colour ink while rotation. Then the ink is applied on 

relief of plate. The profile of plate is imprinted on 

flexible film that is passing to another printing position 

with another plate and colour. There are the 4-, 6- 8-, 

10-coloured printing machines with different printing 

width (800-1870 mm) and different printing speeds 

(100-1000 m/min). 

 
Figure 11. Scheme of printing section  

 

Dynamic impact in printing is caused by impact 

between the plate cylinder and central impression 

cylinder – its external cylindrical surface. The high 

vibration of plate cylinder causes the low quality of 

printing due to gaps or overlapping colours in case of 

the multicoloured pattern (image).  

 

The measurements were made in cooperation with 

Technická diagnostika, Ltd. to determine the forces or 

localities that causing repeated impact, the envelope 

measuring method was used. Acceleration Enveloping 

(Fig. 12) detects repeating vibration signals in high-

frequency range. The same method is used for 

analysing of roller bearings and teeth frequencies 

where the source of repeating signal is crossing the 

damaged place by rotational motion 17-19. 

 

Acceleration Enveloping confirms that repeating 

impact is caused by straight edges of the pattern at 

plate cylinder into central cylinder. At the same time 

the mentioned method allows identifying the time of 

damping (Fig. 12). While vibration is being damped, 

the area of the flexible film is without colour. This 

lower class quality part of printing can be visible only 

by use of a microscope. But if the higher printing speed 

is used, the impact force is higher, the time of damping 

is longer and quality of printing is worse. Such printing 

conditions produce film with uncoloured areas that are 

visible by eyes and/or individual colours are 

overlapped.  

 

 
Figure 12. Acceleration Enveloping 

 

There are more or less suitable reliefs of printing plates 

in term of vibrations formation. The most difficult 

printing design involves the straight rising edges that 

cause the creation of higher impacts what directly 

influence the printing speed. The straight rising edge is 

the edge that is perpendicular to film winding direction 

and it is at least appropriate. The more appropriate are 

sloping edges.  

 

The magnitude of vibrations is also influenced by the 

material of plate situated on the plate cylinder. The 

plates are made of four kinds of rubber differ by 

elasticity, wearing and stability of printing quality. 

A. Component joints accuracy and vibrations  

The next section describes the problem solution 

through vibrodiagnostic control and improving the 

accuracy of mounting and individual machine parts in 

component joints. The measured points for monitoring 

dynamic signal were following: printing position 1-8; 

plate and raster cylinders; horizontal and vertical 

http://en.wikipedia.org/wiki/Printing
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direction of vibrations; operator and drive sides. 

Altogether 64 (8x2x2x2) outputs of measured points 

are for evaluation. To decrease the vibration, the 

following arrangement work was made on selected 

flexographic printing machines: 

 

 exchange of bearing mounting at operator (OS) and 

drive side (DS), 

 setting of radial clearance of main needle bearings 

by selection of appropriate bearing shaft tolerance, 

 control of radial run out of cylinders surface and 

tolerance of concentricity compared with axes of 

bearing shaft bearing cylinders. 

 

The correct operation of flexographic printing 

machines is strongly influenced by radial clearance of 

needle bearing - RNA 6913, RNA 6916. The 

magnitude of radial clearance (lower, normal, higher) 

influences the size of the loaded area in bearing; it 

means that the smaller clearance, the more solids of 

revolution carry the radial load. Thus, the load of each 

solid of revolution is lower. Moreover, the ability of 

damping of dynamic excitation and vibrations 

generated by printing process is influenced by radial 

clearance. The optimal function of needle bearing is 

guaranteed by a producer if the recommended radial 

clearance in range 30-50 μm is used. 

 

The standard needle bearings are produced with normal 

radial clearance. The inner races are thin-walled and 

the required clearances are achieved by bearing shaft 

tolerance (k5, h5, g6, f6). In case of special inner 

bearing race (for example wider bearing for axial 

displacement of cylinder) it is needful to choose 

tolerance of bearing shaft and tolerance of race surface 

diameter. The final measure of race surface after 

mounting (fixing the inner race on the bearing shaft) 

should guarantee working clearance in recommended 

range of 30-50 μm. In such case, it is suitable to grind 

the race surface and set the required measure after 

mounting on the bearing shaft (cylinder). 

 

The estimation of measured machine elements state is 

according to standard STN ISO 10816-3 (Slovak 

Technical Standard modified according to the 

International Organisation for Standardization): 

Measuring of vibrations of revolving machines that 

introduces the recommended limits of Warning and 

Danger of summing vibrations (Table 2).  

 

TABLE II.  

ALARMS LIMITS AND MEASURED VALUES BEFORE AND AFTER 

ARRANGEMENT WORK 

 Velocity 

[mm/s] 

Acceler

ation 

[g] 

Time 

Acc 

[g] 

Alarm 1:Warning 2.8 0.15 1.5 

Alarm 2: Danger 4.5 0.25 2.0 

b
ef

o
re

 

OS 

position 8 

H

D 

5.84 0.34 2.8 

A
la

rm
 2

: 
D

an
g

er
 

V

D 

1.78 0.15 2.0 

DS 

position 8 

H

D 

6.94 0.28 2.2 

V

D 

1.56 0.10 1.8 

af
te

r 

OS 

position 8 

H

D 

1.32 0.10 1.4 

N
o

 a
la

rm
 V

D 

1.00 0.10 1.2 

DS 

position 8 

H

D 

1.04 0.08 0.8 

V

D 

0.59 0.09 1.0 

 

The measured results in Table 2 show the vibrations in 

the horizontal direction (HD) are larger up to 4.5-times 

than in vertical direction (VD). Comparing the 

measured of vibrations values before arrangement 

work and the measured values at the same locations 

after arrangement work, i.e. after change the bearings 

and control of the rotational accuracy of cylinders, it is 

obvious that after arrangement work strong vibrations 

decreasing 43 - 85% of vibration velocity and thus 

dynamic excitation of the printing position.  Such 

results increased the quality of printing. 

 

V. CONCLUSION 

 
The paper provides analytical, numerical and 

experimental results of unideal and inaccurate contact 

surfaces of bearing shaft and inner bearing ring. 

Deviation of an ideal cylindrical shape of contact 

surfaces considerably influences the shape of bearing 

rolling race and radial clearance of bearing. The 

calculations show that radial displacement II

3r  - the 

increase of inner rolling ring is more than 70% of 

interference. It means the inaccuracy of bearing shaft 

geometry is ―copied‖ 70% - 90% into rolling race by  

press assembling and thus is source of unwanted 

vibrations that shortening the bearing life and 

influencing the precision of machine operation.   
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The radial clearance and accuracy of bearing 

shaft/cylinder have the main role in dynamic excitation 

resulting in unwanted vibrations of printing cylinder of 

flexoprinting machine as well as character of printing 

plate relief. The printing process is influenced also by 

other factors, for example used materials, not only by 

machine arrangement. 

 

 In next research, we will analyse the waviness 

(number, high) of bearing shaft surface and influence 

to vibration and bearing life. 
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ABSTRACT 

 

In this paper we shall see a car which will make life more convenient to the disabled. With least physical 

movements a disabled person can navigate around only using his brain. The car works on the system of artificial 

intelligence. Signals from a variety of sensors like video, weather monitor, anti-collision etc. are integrated. This 

technically advanced car will bring about a drastic change in the lives of the disabled. In the 40’s and 50’s a 

number of researchers explored the connection between neurology, information theory and cybernetics. Some of 

them built machines that used electronic network to exhibit rudimentary intelligence. Most of the researchers hope 

that their work will eventually be incorporated into a machine with general intelligence. One such invention is the 

brain controlled car.   

Keywords: Artificial Intelligence, Nervous System, Biocontrol System, Automatic Security System, Automatic 

Navigation System, Brain-Computer Interface, BCI, EEG, MIDI 

 

I. INTRODUCTION 

 

The brain is the major organ of the central nervous 

system and the control center for all the body’s 

voluntary and involuntary activities. One of the major 

parts of the brain is cerebellum whose main functions 

are the maintenance of posture and the coordination of 

body movements. In the human body there are several 

parts and all having its separate motion. Each area of 

the cerebellum has its separate significance in the body 

movements. To control movement the brain has several 

parallel systems of muscle control. In brain machine 

interface technology the electrical signals from the 

brain are extracted and processed to run various 

applications. The external activities are monitored by 

the video and thermo gram analyzer. The security 

system of the car is activated when the driver 

approaches the car. The computer is fed with the 

details of the person like the images and the thermo 

graphic results. If the video images coincide with the 

database entries of the computer the security system 

moves on to the next stage. The driver is assisted to the 

seat with the help of a ramp. The EEG 

(electroencephalogram) helmet which is placed above 

the driver is placed on his head. A computer screen is 

placed in an angle suitable to the driver. The driver has 

to start the car by pressing a start button. When the 

start button is pressed the computer is also activated.   

 
 

Figure 1. Navigation System 

 

II. METHODS AND MATERIAL 

 

1. Biocontrol System 

 

The bio control system integrates signals          from 

various other systems and compares them with 

originals in the database. It comprises of the following 

systems: 

 

 Brain-computer interface 

 Automatic security system 

 Automatic navigation system 
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Now let us discuss each system in detail. 

 

2. Brain – Computer Interface 

 

The word brain means the brain or nervous system of 

an organic life form rather than the mind. Computer 

means any processing or computational device, from 

simple circuits to silicon chips (including hypothetical 

future technologies such as quantum computing) once 

the driver (disabled) nears the car. A brain-computer 

interface (BCI), sometimes called a direct neural 

interface or a brain-machine interface, is a direct 

communication pathway between a human or animal 

brain (or brain cell culture) and an external device. 

Brain-computer interfaces will increase acceptance by 

offering customized, intelligent help and training, 

especially for the non-expert user. 

 

Development of such a flexible interface paradigm 

raises several challenges in the areas of machine 

perception and automatic explanation. The teams doing 

research in this field have developed a single-position, 

brain-controlled switch that responds to specific 

patterns detected in spatiotemporal 

electroencephalograms (EEG) measured from the 

human scalp. We refer to this initial design as the Low- 

Frequency Asynchronous Switch Design (LF-ASD) 

 

 
Figure 2. Low- Frequency Asynchronous Switch 

Design 

 

 

The EEG is then filtered and run through a fast Fourier 

transform before being displayed as a three 

dimensional graphic. The data can then be piped into 

MIDI compatible music programs. Furthermore, MIDI 

can be adjusted to control other external processes, 

such as robotics. The experimental control system is 

configured for the particular task being used in the 

evaluation. Real Time Workshop generates all the 

control programs from Simulink models and C/C++ 

using MS Visual C++ 6.0. Analysis of data is mostly 

done within Mat lab environment. 

 

3. Test Results Comparing Driver Accuracy 

With/Without BCI: 

 

1. Able-bodied subjects using imaginary movements 

could attain equal or better control accuracies than 

able-bodied subjects using real movements. 

2. Subjects demonstrated activation accuracies in the 

range of 70-82% with false activations below 2%. 

3. Accuracies using actual finger movements were 

observed in the range 36-83% 

4. The average classification accuracy of imaginary 

movements was over 99% 

 

 
Figure 3. Brain-to-Machine Mechanism 

 

The principle behind the whole mechanism is that the 

impulse of the human brain can be tracked and even 

decoded. The Low-Frequency Asynchronous Switch 

Design traces the motor neurons in the brain. When the 

driver attempts for a physical movement, he/she sends 

an impulse to the motor neuron. These motor neurons 

carry the signal to the physical components such as 

hands or legs. Hence we decode the message at the 

motor neuron to obtain maximum accuracy. By 

observing the sensory neurons we can monitor the eye 

movement of the driver. 
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Figure 4. Eyeball Tracking 

As the eye moves, the cursor on the screen also moves 

and is also brightened when the driver concentrates on 

one particular point in his environment. The sensors, 

which are placed at the front and rear ends of the car, 

send a live feedback of the environment to the 

computer. The steering wheel is turned through a 

specific angle by electromechanical actuators. The 

angle of turn is calibrated from the distance moved by 

the dot on the screen. 

Figure 5. Electromechanical Control Unit 

 
Figure 6.  Sensors and Their Range 

 

Electroencephalography (EEG): 

 

Electroencephalography is a routine method of medical 

diagnostics for assessing human brain activity. The 

electrical signals, induced by activity of the cranial 

nerves, are measured on the scalp. Thinking consists of 

a complex interaction of electrical signal processing 

and chemical signal storage in the brain. Certain parts 

of the brain are clearly related to activities of the body, 

e.g. the processing of eye signals used here which takes 

place in the visual cortex in the back of the human 

brain. Such electrical processes occur in all parts of the 

brain and they interfere with each other. They can be 

measured by accompanying voltage on the skin. With 

the electroencephalography, caps are usually used for 

applying electrodes which can measure the voltage of a 

few millionth volts. The signals of normal vision are 

too complicated and too weak to be used in the EEG. 

But if a large part of the field of view is occupied by a 

blinking pattern 

 
                  Figure 7.   EEG Transmission 

 

 
                            Figure 8.  EEG 
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III. RESULTS AND DISCUSSION 

 

AUTOMATIC SECURITY SYSTEM: 

 

The EEG of the driver is monitored continually. When 

it drops less than 4 Hz then the driver is in an unstable 

state. A message is given to the driver for confirmation 

to continue the drive. A confirmed reply activates the 

program automatic drive. The computer prompts the 

driver for the destination before the drive. 

 

AUTOMATIC NAVIGATION SYSTEM: 

 

As the computer is based on artificial intelligence it 

automatically monitors every route the car travels and 

stores it in its map database for future use. The map 

database is analyzed and the shortest route to the 

destination is chosen. With traffic monitoring system 

provided by satellite radio the computer drives the car 

automatically. Video and anti-collision sensors mainly 

assist this drive by providing continuous live feed of 

the environment up to 180 m, which is sufficient for the 

purpose. 

                

 
 

Figure 8. Automatic Navigation System 

 

IV.CONCLUSION 

 
With such giant leaps in technological development, 

we can surely say in the near future the difference 

between the abled and the disabled is soon to vanish. 

Thus the integration of bioelectronics with automotive 

systems is essential to develop efficient and futuristic 

vehicles, which shall be witnessed soon helping the 

disabled in every manner in the field of transportation. 
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ABSTRACT 
 

ECG plays a vital role in the analysis of various heart diseases as the shape of the ECG waveform consist of vital 

information about heart conditions such as its electrical conduction or muscle activity. Inspite of the conventional 

method the extraction of ECG features is of major significance and benefit for the diagnosis of numerous harmful 

or even critical cardiac diseases. The feature extraction plays a vital role in diagnosis of the various cardiac 

diseases. Each cycle of an ECG signal contains of the P-QRS-T waves. This scheme of feature extraction 

describes and provides the amplitudes and intervals in the ECG signal for further investigation. The amplitudes 

and intervals value of P-QRS-T segment shows the operation of heart. Recently, various techniques have been 

evolved for analysis of the ECG signal. This paper discusses three most widely used methods used to extract the 

different features of Electrocardiograph (ECG) signals namely Wavelet Transform (WT), Fast Fourier Transform 

(FFT), Independent Component Analysis (ICA). The study conveys the information that the Fast Fourier 

Transform method gives better performance in frequency domain for the ECG feature extraction. Accuracy of 

Wavelet Transform is 92.20%, of the Fast Fourier Transform is 92.47%, and of the Independent Component 

Analysis is 90.13%. It has been observed that FFT shows better performance regarding the ECG signal analysis. 

Moreover, provides efficient estimation of the PSD from noise corrupted signals. But the limitation of this method 

is the leakage decreases the ability of FFT to resolve two frequencies of close space. But by the use of a window 

function will reduce this leakage. 

Keywords : ECG feature extraction, Wavelet Transform, ICA, FFT. 

 

I. INTRODUCTION 

 

ECG basically plays the vital role in the cardiac 

arrhythmia diagnosis. It is generally the graphical 

representation of the electrical activity of the heart 

muscles. As we know that in the current era, numerous 

feature extraction techniques have been developed in 

order to determine the up to date circumstances of heart 

activity through investigation of rhythms and 

distortions found in ECG. The timing statistical-based 

features [1] which have been extracted from ECG 

signal that includes P and QRS widths, PQ/PR and QT 

intervals, P and T amplitudes, QRS height, and ST 

level. The extracted features include both the persistent 

and non-stationary characteristics of the ECG signal. 

The investigation of both the temporal and spatial 

assessments of cardiac activities has proved the 

dominance of spatial investigation for characterizing 

and classifying the ECG features [2] especially for the 

ventricular arrhythmias. This study provides a review 

of the three most common techniques used for ECG 

feature extraction. 

 

II.  METHODS AND MATERIAL 

 

A. Wavelet Transform (WT) 

 

Although the Wavelet transform can provide good 

localization in frequency and time domain 

simultaneously, yet it performs significantly for the 

local analysis of non-stationary signals. [3] Can define 

a single wavelet: 

                        Ψ
a.b

(x)=׀ ׀
 

 

 Ψ 
   

 
)                  (1) 
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The inner product of Ψ
a.b

  and function f gives wavelet 

transform as follows [3]: 

 

           WΨ(f)(a,b)=
 

√ 
∫       

   

 
 

  

  
d(t)          (2) 

 

Lipschitz exponents have been used as a method to 

measure a function local regularity [4]. A function is 

defined as Lipschitz α (α is denoted as Lipschitz 

exponent) at x0, if and only if two constants A and h0 

(>0) can be presented such that for h ≤ h0:                

 

                       f(x0+h)׀-Pn(h)≤A׀h׀
a                                        

(3) 

 

Where pn (h) represents a polynomial of order n being a 

positive integer. 

 

If the wavelet transform of a function has no modulus 

maxima within a given interval, the function is 

Lipschitz α while α is close enough to one in that 

specific interval. In other words it can be concluded 

that a function cannot be singular if its wavelet 

transform does not have any modulus maxima of fine 

scales in that particular neighborhood [3]. The 

meticulous processing of ECG signal through detecting 

its modulus maxima and also by performing the 

Wavelet multi-scale decomposition of the signal a zero 

cross is obtained. As a result the number and location 

of the QRS complexes can be defined accurately 

through this analysis. Despite the great superiority of 

wavelet method, there are also some conditions which 

this method may not perform properly. The presence of 

arrhythmia which may lead to inaccurate detection of 

QRS complexes or by the application of 3-lead actual 

gathering system of ECG signal causes loss of some 

vital and useful information of the signal are among the 

conditions which can limit the efficiency of the 

Wavelet transform. 

 

B. Fast Fourier Transform (FFT) 

 

FFT is a method to extract out useful information from 

the statistical features of ECG signal. Assuming T0 as 

period and the periodic signal f(t) that is been 

represented by the Fourier series [7, 8]: 

 

             f(t)=A0+
 

 
∑       

  
                           (4) 

 αn represents complex coefficients of the Fourier series 

and can be shown in exponential form: 

                          (5) 

As ECG frequency bands are limited to 0.05-40 Hz 

therefore restricted numbers of frequency coefficient 

are enough to monitor. The efficiency of FFT 

algorithm is good but it suffers from two disadvantages. 

These are firstly; the quantization value in discrete 

spatial domain is the reciprocal of the time duration. 

The big space as a result of short data records makes it 

very difficult to portrait the modification in the 

dominant frequencies of ventricular fibrillation over 

short time periods. Secondly, the presence of finite 

epochs in data produces frequency components in the 

observed data that doesn’t respond to the frequency 

components of discrete spectrum. This causes the 

spectrum peaks to increase [9, 10]. This leakage 

decreases the ability of FFT to resolve two frequencies 

of close space. But by the use of a window function 

will reduce this leakage [11]. 

 

C. Independent Component Analysis (ICA) 

 

Independent component analysis (ICA) is a method 

that searches multivariate statistics which are 

statistically independent [13]. The ICA method has 

various application is various areas such as in the field 

of biomedical signal processing including Electro 

Gastrogram (EGG) separation [14], separation of fetal 

and maternal ECG signals [15], EEG and MEG 

recordings analysis [16], and feature extraction and 

classification of ECG signals [17, 18]. However, ICA 

usually produces a large number of independent 

components (ICs) which are in an arbitrary order that 

provides necessary dimension reduction in the feature 

space. On the other side, random order of the ICs 

makes it difficult to determine the relative significance 

of each IC to be obtained in the task. It produces a set 

of random variables in terms of linear combinations of 

statistically ICs [19]. Assuming the observed m 

random variables x1(t)… xm(t) are modeled at time 

instant t, as linear combinations of n random variables 

s1(t), . . . , sn (t). Applying the vector matrix notation, 

the mixing model is [19-22]:  

          X=A.S                                               (6) 

where x(t) = [x1(t), . . ., xm(t)]T represents the mixing 

signal, s(t) = [s1(t), . . ., sn(t)] T is the source signal, and 

A shows the mixing matrix with real coefficients aij (i = 

1,. . .,m; j = 1,. . .,n). 
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III. RESULTS AND DISCUSSION 

 

Performance Analysis of Methods Used 

 

Performance of the three ECG feature extraction 

techniques and sensitivity and specificity of these 

feature been extracted are calculated using quantitative 

parameters. The results are provided in Table I and II 

[2, 5, 7, 12, 23-25] by the application of ventricular late 

potential detection in terms of their sensitivity and 

specificity. 

 

Table I. Comparing Three ECG Feature Extraction 

Methods In Terms Of Sensitivity and Specificity 

 

METHOD 

USED 

WAVELET 

TRANFOR

M 

FAST 

FOURIER 

TRANSFOR

M 

INDEP

ENDEN

T 

COMP

ONENT 

ANAL

YSIS 

SENSITIVIT

Y 
61% 81% 97.8% 

SPECIFICIT

Y 
75% 98% 99% 

 

Here ICA showed better results as compared to FFT 

[26]. However, FFT model results in so many missing 

and null values while all of the spectral components 

can be obtained using ICA.. Furthermore it has been 

shown that for both FFT and ICA methods their 

reproducibility significantly decreases for short-term 

recordings [27]. Table II presents a brief summary of 

the feature extraction methods along with their 

characteristics [2, 5, 7, 12, 23-25, 28]. 

 

TABLE II. AN OVERVIEW OF COMPARING 

THREE DIFFERENT FEATURE EXTRACTION 

METHODS 
 

FEATUR

E 

EXTRAC

TION 

METHO

D 

APPLIC

ATION 

DOMAI

N 

COMPE

TENCE 

SUITABLE 

CLASSIFI

CATION 

METHOD 

ACCU

RACY 

WAVEL

ET 

TRANFO

RM 

Time-

frequenc

y 

Local 

investigat

ion of 

fast time 

varying 

and 

ANN 92.20% 

irregular 

signals 

FATS 

FOURIE

R 

TRANSF

ORM 

Time-

frequenc

y 

Short-

term 

heart rate 

variabilit

y 

ANN 92.47% 

INDEPE

NDENT 

COMPO

NENT 

ANALYS

IS 

Time-

frequenc

y 

Linear 

mixtures 

of 

independ

ent 

sources 

Fast  ICA 90.13% 

 

IV.CONCLUSION 
 

The ability of the applied feature extraction techniques 

provides an accurate representation of the original 

signal show great importance while calculating its 

efficiency. WT, FFT and ICA are discussed in this 

paper for extracting features of the ECG signal. 

However, the sensitivity and specificity of the applied 

methods still are not agreeable. As a result, it can be 

said that among other methods, FFT has been shown 

better performance regarding the ECG signal analysis. 

Moreover, it can provide efficient estimation of the 

PSD from noise corrupted signals. One disadvantage of 

this method is the leakage decreases the ability of FFT 

to resolve two frequencies of close space. However, by 

the use of a window function will reduce this leakage. 
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ABSTRACT 
 

Vehicular Ad Hoc Networks (VANETs) or Inter-Vehicle Communication (IVC) is an extension to a popular 

Mobile Ad Hoc Networks (MANETs) technology. VANET is developed to provide comfort communication 

between the vehicle while driving. In VANET there is a continuous wireless data transmission occurs either 

between Road Side Units (RSUs) or On Board Units (OBUs) in the vehicles. To keep the transmission smooth it 

required a good routing protocol. Right from the inception of VANET technology in 2000s the work done only on 

basic routing protocol. Mobility model is one of the key parameter while designing the vehicular network. In this 

paper the Simulation of Urban Mobility (SUMO) and Mobility Model Generator for VANET (MOVE) are used 

for creating scenarios and traffic. The real time maps are edited in JAVA open street map editor (JOSM) and the 

simulation is done in NS-2. The performance is evaluated by using the two routing protocol on the basic of packet 

delivery ratio and end to end delay for Urban scenarios. 

Keywords: VANET (Vehicular Adhoc Network.) SUMO (Simulation of Urban Mobility), MOVE 

 

I. INTRODUCTION 

 

Vehicular Ad Hoc Network (VANET) is a fast 

growing technology in today’s world. The fundamental 

idea behind implementing VANET is to offer 

information sharing, supportive driving, providing 

navigation and safety to human life in fast moving 

vehicles. The communication takes place either 

between vehicle-to-vehicle (V2V) or between vehicles-

to infrastructure (V2I). On Board Unit (OBU) that is 

fixed on vehicle is responsible for collecting data from 

various sensors, which gives condition of that vehicle. 

OBU send this data either to other vehicle or to Road 

Side Unit (RSU). On the other hand, RSU is a fixed 

infrastructure situated along the sides of road whose 

work is to broadcast the information to other vehicles. 

However, due to high mobility and dynamic topology 

of VANET discovering and maintaining routes is very 

challenging task in VANET. To achieve an effective 

vehicular communication, vehicular network must be 

available all time in real time. A small delay in sending 

or receiving of message may lead to devastating 

results. Due to rapid changing topology, there are 

numerous technical hitches in designing a Routing 

Protocol of VANET.[1] Routing is the process of 

moving packets from a source to a destination and 

Routing Protocols are the one who decide how those 

packets are going to move. Routing occurs at Layer3 

(network layer) of the OSI reference model via some 

logical addressing. Routing protocols plays a key role 

in path discovery so; it becomes important for routing 

protocol to give effective result in real time. 

 

In this paper, as shown in figure 1 of process flow, we 

have taken the urban realistic scenario for 

simulation .The real maps are taken from the open 

street map for urban realistic scenario. The maps are 

edited in Java Open Street Map editor (JOSM) to 

remove the unwanted areas like buildings, rivers etc. 

after the editing of real maps the output file is given to 

the SUMO (Simulation of Urban Mobility) for 

simulating the real traffic scenario of vehicular 

network. The output of this SUMO is used in network 

Simulator (NS-2) for the analysis of various QoS 

parameters. 
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Figure 1: Process flow for capturing real time mobility 

model 

 

Introduction to Routing Protocols  

 

VANET Routing protocol has significant role in 

performance because of sending &receiving packets 

between sources to destinations. There are number of 

routing protocols has developed for wireless Adhoc 

network. VANET routing protocol [1][2]basically 

classified into two types: Proactive and reactive 

routing protocols. 

 

In proactive routing protocol, it maintains the route 

information at all nodes and update the table 

accordingly. In reactive routing protocol, it 

maintaining the route information for nodes on 

demand. 

 

In this paper, the simulation and comparison is 

performed on the basis of two different routing 

protocols. [13] GPSR (Greedy Perimeter Stateless 

Routing) & MGPSR (Modified Greedy Perimeter 

Stateless Routing) protocols. 

 

a) GPSR: 

 

Greedy perimeter stateless routing (GPSR) is the best 

known position based routing protocol for VANETs. 

GPSR makes greedy forwarding decisions using only 

information about a router’s immediate neighbors in 

the network topology.  

 

 GPSR consists of two methods for forwarding 

packets: 

1. Greedy Forwarding  

2. Perimeter Forwarding 

 Greedy Forwarding is used to send data to the 

closest nodes to destination. Perimeter Forwarding 

is used where Greedy Forwarding fails 

 

1. Greedy Forwarding  

 

 Find neighbors who are the closer to the 

destination 

 Forward the packet to the neighbor closest to the 

destination 

 

 
 

Figure 2 : Greedy Forwarding Method 

 

 
 

 

Figure 3 : Greedy Forwarding does not always work 

 

2. Perimeter Forwarding 

 

 Apply the right-hand rule to traverse the edges of 

a void 

 Pick the next anticlockwise edge 

 
Figure 3. Perimeter Forwarding with Void: Right-

Hand Rule 
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Figure 4. Perimeter Forwarding Pick the next 

anticlockwise edge 

 

b) MGPSR: 

 

MGPSR is the extension to the GPSR protocol for 

computing effective communication among the nodes 

which substantially increases network lifetime of nodes  

 

 

 
                      

Figure 5 : Modified Greedy Perimeter Stateless 

Routing (MGPSR) 

 

II.  METHODS AND MATERIAL 

 

Simulation In Josm (Java Open Street Map Editor)  

 

[17] JOSM is a desktop editing application, written in 

java. It supports loading stand alone GPX tracks and 

GPX track from OSM database as well as loading and 

editing existing nodes, ways, metadata tags and 

relations from the OSM. 

 

 
 

Figure 6: Road Map for Vehicles of Urban Based 

Scenario  

 

The map in Figure 6 is taken from 

http://openstreetmap.org, which is available free for 

downloading via their   export map feature. 

 

 
 

Figure 7 : Map of Urban Area – City Based Scenario 

Figure 8: Map of Urban Area – City Based Scenario 

for road in JOSM 

 

As shown in figure 7 & 8, the downloaded maps are 

saved in “.osm” file format that can be edited in JOSM 

and from “map.osm”. In figure 5 the urban area of city 

based scenario contains buildings, Trees, traffic and 

other unwanted streets are removed. In Figure 8 all 

these unwanted parts are edited in JOSM, and only the 

roads are remain for the traffic simulation. So, that the 

file size become small and to lessen the unnecessary 

computation. We can import that file in [16] SUMO 

and create traffic environment. 

 

Simulation in Sumo (Simulation of Urban Mobility) 

 

To generate vehicle traffic in [16] SUMO the tools like 

"net convert”, “poly converts" and "randomTrips.py" 

are used. 

 Net convert can imports road networks from 

different sources (openstretmap.org) and generates 

road networks that can be used in SUMO. It will 

identify the Nodes, Junctions, and Signals etc and 

build the network file which is compatible with 

SUMO.

 Poly convert imports geometrical shapes (polygons 

- buildings) from different sources & converts them 

to a representation that visualized in SUMO-GUI.

 RandomTrips.Py is used to generate random 

routes. 

 

From the above steps we get the SUMO configuration 

(medical.sumo.cfg) file in which we have to give path 

of both the network file and route file. The 

configuration file is used to like merge the network file 

and route file. 
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Figure  9 : Road network of urban area showing the 

simulation of vehicles in Sumo (Traffic Simulator for 

50ms delay) 

 

Figure 10 : Imported map from JOSM in SUMO     

Figure 11 : simulation of view of Traffic in SUMO 

(Traffic Simulator for 100ms delay) 

 

 

III. RESULTS AND DISCUSSION 

 

Simulation & Results  

 

The mobility model of SUMO is given to the network 

simulator 2 (NS-2) for simulation. We have done the 

simulation using two different routing protocols for 

urban realistic scenario. The simulation is done using 

different number of nodes. 

 

 
Figure 12 : (a) Simulation in NS2 for urban realistic 

scenario for 100 nodes 

 
Figure 12 : (b) Simulation in NS2 for urban realistic 

scenario for 120 nodes 

 

In Figure 13, The Packet Delivery Ratio increases with 

different number of nodes 

 

 
Figure 13: Comparison graph of PDR vs Number of 

Nodes 
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In Figure 14, The Packet Delivery Ratio increases with 

different node speed 

 

 
 

Figure 14: Comparison graph of PDR vs Node speed 

 

In Figure 15, the average end to end delay decreases 

with different number of nodes 

 

 
Figure 15: Comparison graph of E2ED vs Number of 

Nodes 

 

In Figure 16, the average end to end delay decreases 

with different node speed 

 

 
 

Figure 16: Comparison graph of E2ED vs Node speed 

 

 

 

 

 

IV.CONCLUSION 

 
 
The simulation of urban mobility (SUMO) gives the 

better mobility model after compiling in java Open 

Street Map editor (JOSM) for urban realistic scenarios. 

In this paper we simulate the GPSR & MGPSR routing 

protocol for analyzing the packet delivery ration and 

end to end delay parameters. As a result Performance 

of Modified MGPSR gives better results than GPSR 

for urban realistic scenario. Modified GPSR proposed 

to get better performance in all conditions and achieve 

better performance in high packet delivery ratio and 

less end to end delay which substantially increases 

network lifetime of vehicular nodes and also increases 

effective communication among the vehicles.For the 

future work, the performance can be evaluated on the 

basis of different Qos parameters like routing overhead 

throughput, efficiency etc. 
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ABSTRACT 

 

In the last decades, considerations concerning the environmental problems cause skilled and educational efforts on 

inexperienced provider choice issues. during this sake, one among the most problems in evaluating the 

inexperienced provider choice issues, that might increase the uncertainty, is that the preferences of the experts' 

judgments concerning the candidate inexperienced suppliers. Therefore, getting ready AN professional system to 

guage the matter supported the historical information and therefore the experts' data are often smart. Image 

Mining provides AN professional analysis system to assess the candidate inexperienced suppliers underneath 

chosen criteria in an exceedingly multi-period approach. additionally, a ranking approach underneath interval-

valued hesitant fuzzy set (IVHFS) setting is projected to pick the foremost acceptable inexperienced provider in 

designing horizon. within the projected ranking approach, the IVHFS and therefore the last aggregation approach 

is taken into account to margin the errors and to forestall information loss, severally. Hence, a comparative 

ANalysis is provided supported an illustrative example to point out the feasibleness of the projected approach. 

Keywords : Green selection, Expert system, Ranking approach, Interval-valued hesitant fuzzy setting,Image 

Mining 

 

I. INTRODUCTION 

 

ASSESSMENT and selecting the acceptable 

inexperienced provider supported economical 

associated environmental criteria is an inevitable 

manner of a gaggle decision-making method. Thus, 

completely different info associated conflicting criteria 

is also revered to pick out the foremost appropriate 

candidate inexperienced provider in an inaccurate 

scenario. during this sake, inexperienced provider 

choice downside as a multi-criteria deciding downside 

can be the most issue for several corporations. during 

this respect, some researchers targeted on this 

fascinating topic supported cluster call analysis 

underneath precise/imprecise info. 

 

Herein, Handfield et al. [1] used the AHP (Analytical 

Hierarchy Process) technique to judge the importance 

of varied environmental traits and specify the relative 

performance of the candidate suppliers underneath the 

traits. rule and Chinese [2] planned a multi-level gray 

entropy artificial analysis approach to avoid the lower 

weight issue that could lead on to additional powerful 

analysis technique. Hsu associated Hu [3] given a 

multi-criteria call model to see the dangerous  

substance management criteria and so used an ANP 

(Analytic Network Process) technique for solve the 

inexperi                                           

and Büyüközkan[4] ready a multi-criteria assessment 

approach supported Choquet integral operators for 

evaluating the performance of candidate inexperienced 

suppliers. Tsui and cyst [5] planned a hybrid multi-

criteria cluster deciding (MCGDM) approach 

supported AHP, entropy, ELECTRE III (ELimination 

and selection Translating REality III) and also the 

linear assessment ways to help the producing 

corporations for choosing the most effective 

inexperienced provider. 

 

In several real cases cluster decision-making issues 

underneath advanced conditions, increase the 

uncertainty within which specialists assign their 

preferences judgments supported inaccurate info. 

Hence, evaluating the candidate inexperienced 

suppliers underneath precise setting is tough and may 

be outlined underneath imprecisely/uncertainty setting. 
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consequently, the fuzzy pure mathematics associated 

its developments ar called an applicable tool to 

subsume uncertainty. Herein, some authors used this 

theory to address unsure things for evaluating the 

candidate inexperienced suppliers. 

 

In this respect, Çifçi[6] extended a unique approach by 

mistreatment the fuzzy ANP technique supported 

incomplete preference relations underneath the multi-

person deciding theme. Datta et al. [7] enforced a 

VIKOR technique underneath the interval-valued fuzzy 

setting setting to assess the most effective candidate 

inexperienced provider. Kannan et al. [8] given 

associate integrated TOPSIS(Technique for Order of 

Preference by Similarity to Ideal Solution) and AHP 

technique to see the importance of elect criteria in line 

with the preferences of the experts' judgments for 

finding the inexperienced provider choice downside. In 

their study, a multi-objective programming model is 

extended to assign the optimum order among them. 

Sepehriar et al. [9] given a replacement cluster 

deciding technique by mistreatment the quadrilateral 

fuzzy info  for assessing the provider choice issues.  

In addition, Khamseh associated Mahmoodi[10] 

planned an integrated TOPSIS-TODIM technique 

supported triangular fuzzy time perform to unravel the 

inexperienced provider choice issues. bird genus [11] 

developed associate outranking approach supported the 

preferences of the experts' judgments underneath the 

interval type-2 fuzzy set setting to see the most 

effective candidate provider. Cao et al. [12] given a 

replacement approach supported improvement model 

underneath intuitionistic fuzzy set setting to specify the 

subjective and objective weights, severally. Then, a 

TOPSIS technique is developed supported intuitionistic 

fuzzy set to rank the candidate inexperienced suppliers. 

Kannan et al. [13] planned a multi-criteria deciding 

technique supported axiomatic style and fuzzy pure 

mathematics to assess the candidate inexperienced 

suppliers. Celik et al. [14] similarly as [15, 16] targeted 

on ELECTRE ways by considering the interval type-2 

fuzzy info to judge the candidate inexperienced 

supplying service suppliers. 

 

Survey of provider choice similarly as inexperienced 

provider choice literature indicates that evaluating the 

issues ar provided supported the experts' opinions. 

during this respect, getting ready associate skilled 

system supported historical knowledge and experts' 

information to judge the inexperienced provider choice 

is additional fascinating as a result of reduction of the 

experts' opinions within the procedure of cluster 

deciding issues may decrease the uncertainty. to handle 

the problem, poor attention is provided to assess 

deciding issues supported skilled system [17-19]. 

 

However, this paper, careful associate skilled system to 

judge inexperienced provider choice issues known as 

skilled analysis system. additionally, a unique ranking 

approach is manipulated supported cluster call analysis 

and also the IVHFS theory to pick out the foremost 

appropriate inexperienced provider. IVHFS may 

facilitate the specialists by assignment some interval-

values membership degrees for a candidate 

inexperienced provider on the conflicted criteria 

underneath a group to margin the errors. Moreover, the 

last aggregation approach is taken into account within 

the procedure of the planned ranking technique to 

avoid the loss of information.For the sake of clarity, the 

basic concepts and operators about the dynamic 

interval-valued hesitant fuzzy sets are presented in 

section 2. In section 3, an expert system is provided to 

evaluate the green supplier selection; then, a novel 

ranking approach is proposed to select the most 

suitable green supplier. In addition, computational 

experiment is provided in section 4, to show the 

feasibility of the presented approach. Finally, 

conclusions and future directions are prepared in 

section 5.  

 

II.  METHODS AND MATERIAL 

 

PRELIMINARIES 

 

In this section, the basic concept and operations on 

dynamic interval-valued hesitant fuzzy sets are defined. 

Furthermore, some operations, which are required for 

the proposed approach, are developed. 

 

Definition 1 [20]. Let t as a time variable, then 

 
   

     ,
L U

t h t
h t t t


 


   is an interval-valued 

hesitant fuzzy variable (IVHFV), where 

   0 1
L U

t t    . If 
1 2
, ,...,

p
t t t t , is defined for 

an IVHFV then         
1 2

, , ..., 1, 2,...,
Pp

h t h t h t h t p P    

expressed as p IVHFEs which collected at p different 

periods. 

Definition 2 [20]. Let  
1

h t  and  
2

h t as two IVHFVs, 

then the following relations are defined: 



Volume 1  |  Issue 2  |  September-October 2016  |   www.ijsrcseit.com  107 

            
1 1

1 1 1
1 1 ,1 1

L U

t h t
h t t t

 


  


      

 
 (1) 

             
1 1

1 1 1
,

L U

t h t
h t t t

 


 


   

 
 (2) 

           

                
1 1 2 2

1 2 ,

1 2 1 2 1 2 1 2
,

t h t t h t

L L L L U U U U

h t h t

t t t t t t t t

 

       

 
  

     

 
(3) 

           

        
1 1 2 2

1 2 ,

1 2 1 2
,

t h t t h t

L L U U

h t h t

t t t t

 

   

 
  

  

 (4) 

 

Definition 3. Let       1 2
, ,...,

P
E h t h t h t be a 

collection of IVHFVs. Then the following extended 

relations are obtained based on definition 2: 
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 (6) 

Definition 4 [20]. A dynamic interval-valued hesitant 

fuzzy weighted geometric (DIVHFWG) relation is 

defined as follows: 
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) 

where         
1 2

, , ...,
T

P
w t w t w t w t are the weight 

vector of the time series 
1 2
, , ...,

p
t t t t  and 

   
1

0, 1

P

p

p

w t w t


  . 

Definition 5. The dynamic interval-valued hesitant 

fuzzy geometric (DIVHFG) operator could be defined 

based on definition 4, as follows: 
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Definition 6. The dynamic interval-valued hesitant 

fuzzy Euclidean (DIVHFE) distance measure and the 

dynamic interval-valued hesitant fuzzy hamming 

(DIVHFH) distance measure are defined, respectively 

as follows: 

             2 2
( ) ( ) ( ) ( )

1 2 1 2 1 2

1

1
,

2

x i

i
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x
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where  
1

h t and  
2

h t  are IVHFVs which indicates as 

     ( ) ( ) ( )

1 1 1
,

L U
h t h t h t

     
   

,      ( ) ( ) ( )

2 2 2
,

L U
h t h t h t

     
   

respectively; and  ( )

1
h t

 
,  ( )

2
h t

 
 are the th  

largest intervals in  
1

h t  and  
2

h t , respectively. 

Definition 7. The dynamic interval-valued hesitant 

fuzzy decision matrix    
ij p m n

D h t


  could be 

normalized    
ij p m n

N tf


 based on the following 

relations.  

 

 
    

    

For positive criteria

For negative criteria

1, 2, ..., ; 1, 2, ..., , 1, 2, ...,

,

1 ,1

L U

ij p ij p

ij p
L U

ij p ij p
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III. RESULTS AND DISCUSSION 

 

1. Proposed Approach 

 

In this section, associate analysis module is bestowed 

supported the skilled system; next, obtained results 

from the projected skilled analysis system that is 

dynamic interval-valued hesitant fuzzy call matrix is 

taken into account because the input file of the ranking 

module. during this sake, the relative importance of 

every criterion is set supported preferences experts' 

opinions. Then the candidates ar graded supported a 

replacement ranking methodology beneath uncertainty. 

Hereupon, Fig. one diagrammatical the structure of the 

projected approach. 

 
Figure 1. Hierarchical structure of the proposed 

approach 

 

A. Proposed Evaluation Approach 

 

In this section, an expert system approach is proposed 

to evaluate the green supplier selection problem. To 

address the issue, a group of experts  , 1, 2, ...,
k

E k K is 

established to judge the candidate green suppliers 

Image mining 

input 

Matrix 

GA Approach 

Rank 
Fuzzy 

Mode 
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 , 1, 2, ....,
i

S i m  under conflicted criteria  , 1, 2, ....,
i

C j n  

in each period  , 1, 2, ....,
p

t p P . Accordingly, the 

evaluation of the candidate green suppliers is 

determined based on the historical data and the 

preferences experts' judgments under the proposed 

expert evaluation system. Thus, the interval-valued 

hesitant fuzzy group decision matrix is obtained from 

the proposed expert evaluation module for each period 

based on linguistic terms, which are converted to 

interval-valued hesitant fuzzy elements (IVHFEs). In 

this sake, the linguistic terms for assessment the criteria 

weights and the rating of candidates are converted to 

IVHFEs based on Table I and II, respectively. 

 

TABLE I 

 LINGUISTIC VARIABLES FOR RATING THE 

IMPORTANCE OF CRITERIA 

 

Linguistic 

variables 

Interval-valued hesitant 

fuzzy elements 

Very important 

(VI) 
[0.90,0.90] 

Important (I) [0.75, 0.80] 

Medium (M) [0.50, 0.55] 

Unimportant (UI) [0.35, 0.40] 

Very unimportant 

(VUI) 
[0.10,0.10] 

 

TABLE II 

 LINGUISTIC VARIABLES FOR RATING THE 

POTENTIAL CANDIDATES 

 

Linguistic variables 

Interval-valued 

hesitant fuzzy 

elements 

Extremely good (EG) [1.00,1.00] 

Very very good (VVG) [0.90,0.90] 

Very good (VG) [0.80, 0.90] 

Good (G) [0.70, 0.80] 

Medium good (MG) [0.60, 0.70] 

Fair (F) [0.50, 0.60] 

Medium bad (MB) [0.40, 0.50] 

Bad (B) [0.25, 0.40] 

Very bad (VB) [0.10, 0.25] 

Very very bad (VVB) [0.10,0.10] 

 

Hence, an evaluation module based on expert 

evaluation system is proposed to design the production 

system for the green supplier selection problem. To 

elucidate on, an expert system based on rule-based 

approach and regarding to the aforementioned 

statements is elaborated. In this respect, a meta-rule is 

defined to determine the framework of the evaluation 

module, and then some rule-sets based on the involved 

parameters are established to satisfy the conflicted 

criterions in meta-rule for assessment of the candidate 

green suppliers. In other words, when the value of a 

positive criterion among the involved parameters is low; 

then, the candidate green supplier is bad vs. when the 

value of a negative criterion among the involved 

parameters is high; then the candidate green supplier is 

bad, too. Hence, the manipulated rule-based approach 

is coded by MATLAB R2013a software and all results 

are obtained on a 3 GHz computer with 4 GB RAM. 

However, the candidates are evaluated based on the 

following conflicted criteria: 

 

 Cost (C1); 

 Quality (C2); 

 Capability of supplier (C3); 

 Environmental competency (C4). 

 

In this respect, the manipulated rule-based approach is 

expressed to evaluate the candidate green suppliers in 

brief module as follows: 

 

Candidate inexperienced provider analysis rules set 

 

Rule C; 

1. Candidate inexperienced provider is dangerous in 

price criterion 

2. If the buying worth of the candidate inexperienced 

provider is   high 

3. And therefore the product price of the candidate 

inexperienced provider  is   high 

4. And therefore the price of part disposal of the 

candidate inexperienced provider is high 

5. And therefore the provision price of the candidate 

inexperienced provider  is   high 

6. THEN the candidate inexperienced provider in 

price criterion is dangerous 

Rule Q; 

1. Candidate inexperienced provider is dangerous in 

quality criterion 

2. If rejection quantitative relation of the candidate 

inexperienced provider is high 

3. and therefore the quality assurance of the candidate 

inexperienced provider is low 
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4. and therefore the method capability of the 

candidate inexperienced provider is low 

5. THEN the candidate inexperienced provider in 

quality criterion is dangerous 

 

Rule CS; 

1. Candidate inexperienced provider is dangerous in 

capability of provider criterion 

2. If interval of the candidate inexperienced provider 

is high 

3. And therefore the technology level of the candidate 

inexperienced provider is low 

4. And therefore the provision capability of the 

candidate inexperienced provider is low 

5. And therefore the capability of development of the 

    candidate 

inexperienced provider is low 

6. THEN the candidate inexperienced provider in 

capability of provider  criterion is dangerous 

Rule EC; 

1. Candidate inexperienced provider is dangerous in 

environmental competence criterion 

2. If atmosphere protection system certification of the 

  candidate inexperienced provider is 

low 

3. and therefore the air emissions of the candidate 

inexperienced provider  is   high 

4. And therefore the waste water of the candidate 

inexperienced provider  is   high 

5. And therefore the pollution reduction capability of 

the  candidate inexperienced provider is low 

6. And therefore the recycle capability of the 

candidate inexperienced provider is low 

7. THEN the candidate inexperienced provider in 

environmental competence criterion is 

dangerous 

 

Therefore, the dynamic interval-valued hesitant fuzzy 

cluster call matrix is obtained supported the same rules 

set relating to to linguistic variables. Then, the 

linguistic variables area unit born-again to IVHFEs per 

Tables I and II. 

 

B. Proposed Ranking Approach 

 

In this section, a novel ranking approach is elaborated 

under dynamic interval-valued hesitant fuzzy set 

environment to choose the most suitable candidate 

green supplier. IVHFS could help the experts by 

assigning some interval-values membership degrees for 

a candidate green supplier versus the conflicted criteria 

under a set to margin the errors. In addition, the last 

aggregation approach is considered in the process of 

the proposed ranking method to prevent the loss of data. 

Therefore, the novel proposed ranking approach is 

provided under following steps: 

 

Step 1. The dynamic interval-valued hesitant fuzzy 

group decision matrix (DIVHF-GDM) is obtained from 

the proposed evaluation module, which represented as 

follows: 

 

 

 

1

1 1 2 2

11 11 11 11 11 11
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(12) 

where 
p

G is the DIVHF-GDM in period p and 

,
Lk Uk

mn mn
     represented the opinion of kth expert for 

mth candidate green supplier under the nth criterion 

based on the IVHFS. 

Step 2. Normalize the DIVHF-GDM regarding to the 

definition 7. 

Step 3. The criteria weights are expressed based on the 

preferences of the experts' judgments for each period. 

The final weight of each criterion in planning horizon 

is computed as follows: 
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where p

kj
 is the relative importance of jth criterion 

which determined by kth expert in period p, and Np

j
 is 

the normalized weight of jth criterion in period p. 

Step 5. Construct the weighted normalized DIVHF-

GDM 
      ,
p Lp Up

k ij k ij k ij m n
T T T


    for each expert based on 

the criteria weights in each period. 
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Step 6. Define dynamic interval-valued hesitant fuzzy 

positive ideal solution (DIVHF-PIS) and the dynamic 
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interval-valued hesitant fuzzy negative ideal solution 

(DIVHF-NIS) as below: 

 * * * *

1 2, ,...,p p p p

jk k k nkA h h h  (15) 
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where J  is a set of benefit criteria and J   is a set of 

cost criteria. 

Step 7. Determine the distance values between the 

weighted normalized DIVHF-GDM (
p

k
T ) and DIVHF-

PIS (
*kp

i
 ), and DIVHF-NIS (

kp

i


 ) as follows: 

 
 

 
 

2 2
* **

1 1

1
, ,

2

x i

i

ln
Lp Upkp Lp Up

i jk jkk ij k ij
j x

T A T A i k p
l

   

 

       
 

 

 

(19

) 

 
 

 
 

2 2

1 1

1
, ,

2

x i

i

ln
Lp Upkp Lp Up

i jk jkk ij k ij
j x

T A T A i k p
l

   



 

 

       
 

 
 (20

) 

Step 8. Specify the closeness coefficient to determine 

the relative importance of each candidate green 

supplier in planning horizon (
i

 ). 
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(21) 

Step 9. Rank the candidate green suppliers by 

decreasing sorting of closeness coefficient in planning 

horizon. 

 

2. Illustrative Example 

 

In this section, an illustrative example is provided to 

show the capability of the proposed approach. In 

addition, a comparative analysis is determined to 

indicate the feasibility of the proposed evaluation and 

the ranking module. In this regard, three candidate 

green suppliers (S1, S2, S3) are evaluated based on the 

opinions of three experts (E1, E2, E3) under four criteria 

(C1, C2, C3, C4) in two periods (t1, t2). The dynamic 

interval-valued hesitant fuzzy group decision matrix 

and the relative significance of each criterion are 

obtained based on the elaborated expert evaluation 

system and represented in Tables III and IV, 

respectively. 

 

TABLE III 

 THE OBTAINED GREEN SUPPLIER 

EVALUATION FROM EXPERT EVALUATION 

SYSTEM 

First period (t1) 

Crite

ria 

Candida

tes 

Experts 

E1 E2 E3 

C1 

S1 
[0.80, 

0.90] 

[0.80, 

0.90] 

[0.70, 

0.80] 

S2 
[0.50, 

0.60] 

[0.60, 

0.70] 

[0.60, 

0.70] 

S3 
[0.70, 

0.80] 

[0.80, 

0.90] 

[0.70, 

0.80] 

C2 

S1 
[0.60, 

0.70] 

[0.70, 

0.80] 

[0.70, 

0.80] 

S2 
[0.70, 

0.80] 

[0.80, 

0.90] 

[0.80, 

0.90] 

S3 
[0.60, 

0.70] 

[0.50, 

0.60] 

[0.50, 

0.60] 

C3 

S1 
[0.50, 

0.60] 

[0.50, 

0.60] 

[0.40, 

0.50] 

S2 
[0.70, 

0.80] 

[0.60, 

0.70] 

[0.70, 

0.80] 

S3 
[0.60, 

0.70] 

[0.60, 

0.70] 

[0.50, 

0.60] 

C4 

S1 
[0.80, 

0.90] 

[0.80, 

0.90] 

[0.70, 

0.80] 

S2 
[0.70, 

0.80] 

[0.80, 

0.90] 

[0.90,0.9

0] 

S3 
[0.70, 

0.80] 

[0.70, 

0.80] 

[0.60, 

0.70] 

Second period (t2) 

Crite

ria 

Candida

tes 

Experts 

E1 E2 E3 

C1 

S1 
[0.80, 

0.90] 

[0.90,0.

90] 

[0.80, 

0.90] 

S2 
[0.60, 

0.70] 

[0.70, 

0.80] 

[0.70, 

0.80] 

S3 
[0.80, 

0.90] 

[0.80, 

0.90] 

[0.70, 

0.80] 

C2 

S1 
[0.70, 

0.80] 

[0.70, 

0.80] 

[0.80, 

0.90] 

S2 
[0.90,0.9

0] 

[0.80, 

0.90] 

[0.80, 

0.90] 

S3 
[0.70, 

0.80] 

[0.80, 

0.90] 

[0.60, 

0.70] 

C3 

S1 
[0.50, 

0.60] 

[0.60, 

0.70] 

[0.50, 

0.60] 

S2 
[0.70, 

0.80] 

[0.60, 

0.70] 

[0.80, 

0.90] 
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S3 
[0.70, 

0.80] 

[0.60, 

0.70] 

[0.60, 

0.70] 

C4 

S1 
[0.70, 

0.80] 

[0.70, 

0.80] 

[0.80, 

0.90] 

S2 
[0.90,0.9

0] 

[0.80, 

0.90] 

[0.80, 

0.90] 

S3 
[0.80, 

0.90] 

[0.60, 

0.70] 

[0.60, 

0.70] 

 

TABLE IV 

 THE OBTAINED CRITERIA IMPORTANCE 

BASED ON EXPERT EVALUATION SYSTEM 

 

Criter

ia 

Perio

ds 

Experts 

E1 E2 E3 

C1 

t1 
[0.75, 

0.80] 

[0.90,0.9

0] 

[0.90,0.

90] 

t2 
[0.50, 

0.55] 

[0.75, 

0.80] 

[0.90,0.

90] 

C2 

t1 
[0.75, 

0.80] 

[0.50, 

0.55] 

[0.50, 

0.55] 

t2 
[0.50, 

0.55] 

[0.50, 

0.55] 

[0.75, 

0.80] 

C3 

t1 
[0.90,0.

90] 

[0.90,0.9

0] 

[0.75, 

0.80] 

t2 
[0.75, 

0.80] 

[0.75, 

0.80] 

[0.75, 

0.80] 

C4 

t1 
[0.50, 

0.55] 

[0.50, 

0.55] 

[0.75, 

0.80] 

t2 
[0.75, 

0.80] 

[0.75, 

0.80] 

[0.50, 

0.55] 

 

Herein, the proposed ranking approach is considered to 

rank the candidate green suppliers. In this sake, the 

DIVHF-GDM is normalized based on definition 7 (step 

2). In addition, the normalized weight of each criterion 

is determined based on (13) and represented in Table V. 

Then, the weighted normalized DIVHF-GDM is 

founded based on (14). Hence, the DIVHF-PIS and 

DIVHF-NIS are specified regarding to (15)-(18). In 

this respect, the distance values between the weighted 

normalized DIVHF-GDM and DIVHF-PIS, and 

DIVHF-NIS are computed by using (19) and (20). Give 

the results in Tables VI and VII, respectively.  

 

 

 

 

 

 

TABLE V 

 THE CRITERIA WEIGHT REGARDING TO 

EXPERTS' OPINIONS 

Criteria Periods 
Aggregated judgments 

for criteria weights 

Np

j
  

C1 
t1 [0.84693, 0.86535] 0.29442 

t2 [0.69623, 0.73434] 0.25835 

C2 
t1 [0.57235, 0.62316] 0.20557 

t2 [0.57235, 0.62316] 0.21590 

C3 
t1 [0.84693, 0.86535] 0.29442 

t2 [0.75000, 0.80000] 0.27991 

C4 
t1 [0.57235, 0.62316] 0.20557 

t2 [0.65518, 0.70607] 0.24583 

 

TABLE VI 

 THE DISTANCE VALUES BETWEEN THE 

WEIGHTED NORMALIZED DIVHF-GDM AND 

DIVHF-PIS 

 

t1 
Experts 

E1 E2 E3 

S1 0.07944 0.05000 0.14138 

S2 0.07944 0.04655 0.02944 

S3 0.07055 0.10304 0.20241 

t2 
Experts 

E1 E2 E3 

S1 0.12899 0.04617 0.08397 

S2 0.05167 0.04084 0.02583 

S3 0.05152 0.06743 0.17416 

 

TABLE VII 

 THE DISTANCE VALUES BETWEEN THE 

WEIGHTED NORMALIZED DIVHF-GDM AND 

DIVHF-NIS 

 

t1 
Experts 

E1 E2 E3 

S1 0.07944 0.10822 0.09111 

S2 0.07944 0.11167 0.20241 

S3 0.08833 0.05889 0.02944 

t2 
Experts 

E1 E2 E3 

S1 0.05167 0.06543 0.11818 

S2 0.12899 0.07076 0.17632 

S3 0.13224 0.04743 0.02799 

 

Finally, the relative importance of each candidate green 

supplier in the planning horizon is determined based on 

proposed closeness coefficient index ((21)). In this 

sake, the candidate green suppliers are ranked by 
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decreasing sorting of their closeness coefficient value. 

In addition, the Peng and Wang [20]' method is 

implemented to our illustrative example for comparing 

the obtained ranking results to indicate the verifying of 

the proposed approach. The results show that, both 

methods achieved the same ranking results and selected 

the second green supplier as the most suitable 

candidate. Give the aforementioned results in Table 

VIII. 

TABLE VIII 

 THE CLOSENESS COEFFICIENT OF EACH 

CANDIDATE AND COMPARATIVE ANALYSIS 

 

Candida

te green 

supplier

s 

i  

Ranked by 

proposed 

approach 

Ranked by Peng 

and Wang [20]' 

method 

S1 
0.504

51 
2 2 

S2 
0.737

16 
1 1 

S3 
0.358

15 
3 3 

 

As indicated in Tables VIII, both methods selected the 

second green supplier as the best candidate and 

specified the third green supplier as the worst candidate. 

In this respect, both ranking methods are tailored based 

on dynamic interval-valued hesitant fuzzy set, but the 

proposed approach of this study considered the weight 

of each criterion in the procedure of the proposed 

raking method to decrease the errors. In this respect, a 

group of experts is founded to evaluate the importance 

of the criteria and assessment the candidate green 

suppliers versus the conflicted criteria. In addition, the 

last aggregation approach is considered in the 

procedure of the proposed ranking approach to lead a 

precise solution by preventing the loss of data. 

 

 
Figure 2. Overall Result Analysis 

IV.CONCLUSION 

 
Green provider choice issues square measure the 

most issue for firms to reinforce their economical 

and environmental performances. to deal with this 

issue, selecting the simplest inexperienced provider 

as a gaggle decision-making drawback may play a 

vital role for these firms. during this sake, this paper 

bestowed AN skilled system to judge the 

inexperienced provider choice drawback named 

skilled analysis system to decrease the uncertainty of 

skilleds' judgments by considering the information of 

expert and historical knowledge, at the same time. 

Then, a replacement interval-valued hesitant fuzzy 

ranking technique is ready underneath dynamic 

atmosphere to point the simplest and worst 

inexperienced provider. The projected ranking 

approach is elaborate supported last aggregation 

approach to avoid the loss of information. during this 

respect, the preferences of the experts' judgments 

square measure aggregative within the last step, that 

may lead to interference of the info loss. Finally, AN 

illustrative example is provided to point out the 

relevancy of the projected modules. during this sake, 

the obtained ranking leads to compared with a 

projected technique within the recent literature show 

that constant ranking results that is diagrammatic the 

practicability of the projected approach. For future 

direction, the hierarchical data structure for outlining 

the standards is additional attention-grabbing to 

judge the inexperienced provider choice issues 

fittingly. additionally, decisive the weights of every 

skilled and every criterion supported novel 

approaches may enhance the projected ranking 

technique. Consequently, considering the specialists 

and criteria weights within the procedure of the 

projected ranking approach may lead to express 

answer. 
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ABSTRACT 
 

This paper, fundamental controller system is presented for Automatic Generation Control of three-area 

interconnected power system. The objective of providing an Automatic Generation Control (AGC) has been to 

maintain the system frequency at nominal value and the power interchange between different areas at their 

programmed values. The main requirement of an interconnected AGC is to ensure that frequency of various bus 

voltages and currents are maintained at near specified nominal values,  tie-line power flowing among the 

interconnected areas are maintained at specified levels, and total power requirement on the system as a whole is 

shared by individual generators economically in optimum fashion. The simulations have been performed using 

MATLAB. 

Keywords : Automatic Generation Control (AGC), Load Frequency Control (LFC), Tie-line ANN Controller, 

Area Control error (ACE). 

 

I. INTRODUCTION 

 

Noble excellence of electrical power system means 

both the voltage and frequency to be fixed at desired 

values irrespective of change in loads that occurs 

randomly. It is in fact impossible to maintain both 

active and reactive power without control which would 

result in variation of voltage and frequency levels. To 

cancel the effect of load variation and to keep 

frequency and voltage level constant a control system 

is required. Though the active and reactive powers 

have a combined effect on the frequency and voltage, 

the control problem of the frequency and voltage can 

be separated. [1] 

 

Frequency is mostly dependent on the active power and 

voltage is mostly dependent on the reactive power. 

Thus the issue of controlling power systems can be 

separated into two independent problems. The active 

power and frequency control is called as load 

frequency control (LFC).[2] The most important task 

of LFC is to maintain the frequency constant against 

the varying active power loads, which is also referred 

as un- known external disturbance. Power exchange 

error is an important task of LFC. Generally a power 

system is composed of several generating units. To 

improve the fault tolerance of the whole power system, 

these generating units are connected through tie-lines. 

This use of tie-line power creates a new error in the 

control problem, which is the tie-line power exchange 

error. When sudden change in active power load occurs 

to an area, the area will get its energy through tie-lines 

from other areas.[3] 

 

Eventually the area that is subject to the change in load 

should balance it without external support. Or else 

there will be economic conflicts between the areas. 

This is why each area requires separate load frequency 

controller to regulate the tie line power exchange error 

so that all the areas in an interconnected system can set 

their set points differently. In short, the LFC has two 

major duties, which are to maintain the desired value of 

frequency and also to keep the tie line power exchange 

under schedule in the presence of any load changes. 

Also, the LFC has to be unaffected by unknown 

external disturbances and system model and parameter 

variation. [4]  
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If the load on the system is suddenly increased, then 

the speed of the turbine drops before the governor 

could adjust the input of the steam to this new load. As 

the change in the value of speed decreases the error 

signal becomes lesser and the position of the governor 

and not of the fly balls gets nearer to the point required 

to keep the speed constant. One way to regain the 

speed or frequency to its actual value is to add an 

integrator on its way. The integrator will monitor the 

average error over a certain period of time and will 

overcome the offset Thus as the load in the system 

changes continuously the generation is adjusted 

automatically to restore the frequency to its nominal 

value. This method is known as automatic generation 

control (AGC). [5] 

 

II.  METHODS AND MATERIAL 

1. Scientific Modeling 

 

According to practical point of view, the load 

frequency control problem of interconnected power 

system is much more important than the isolated 

(single area) power systems. Whereas the theory and 

knowledge of a isolated power system is equally 

important for understanding the overall view of 

interconnected power system. 

 

Generally now days all power systems are tied with 

their neighboring areas and the Load Frequency 

Control Problem become a joint undertaking. Some 

basic operating principle of an interconnected power 

system is written below: 

 

1. The loads should strive to be carried by their own 

control areas under normal operating conditions, except 

the scheduled portion of the loads of other members, as 

mutually agreed upon. 

2. Each area must have to agree upon adopting, 

regulating, control strategies and equipment which are 

beneficial for both normal and abnormal conditions. 

2. Dynamics of the Power System 

 

The AFLC circle is primarily connected with the vast 

size generators .The fundamental point of the main aim 

of the automatic load frequency control (ALFC) can be 

to keep up the sought unvarying recurrence, in order to 

gap loads among generators despite dealing with the 

trading of tie line control in agreement to the booked 

qualities. Different segments of the automatic load 

frequency control loop are as given a technique shown 

in the Fig.1 [5] 

 

 
Figure 1. Block diagram of automatic frequency 

control 

3. Governors 

 

Governors are employed in power systems for sensing 

the bias in frequency which is the result of the 

modification in load and eliminate it by changing the 

turbine inputs such as the characteristic for speed 

regulation (R) and the governor time constant (Tg). 

Mathematically 

 

   ( )        ( )  
 

 
           (1) 

 

Where    ( )  Ggovernor output 

     ( )  The reference signal 

R=Regulation constant or droop 

  ( )  Frequency deviation due to speed 

4. Turbine 

 

Turbines are used in power systems for the conversion 

of the natural energy, like the energy obtained from the 

steam or water, into mechanical power (Pm) which can 

be conveniently Supplied to the generator .There are 

three categories of turbines usually used in power 

systems: non-reheat, reheat in addition to hydraulic 

turbines, each and every one of which may be modeled 

and designed by transfer functions. In the model the 

representation of the turbine is, 

 
   ( )

   ( )
 

  

     
         (2) 

 

Where    ( )   The input to the turbine 

   ( )  The output from the turbine 

5. Generators 

 

Generators receive mechanical power from the turbines 

and then convert it to electrical power. However our 

interest concerns the speed of the rotor rather than the 
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power transformation. The speed of the rotor is 

proportional to the frequency of the power system. The 

loads of the power can be divided into resistive loads 

(PL), which may be fixed when there is a change in the 

rotor speed due to the motor loads which change with 

the speed of the load. If the mechanical power does not 

change then the motor loads shall compensate the 

change in the load at a rotor speed which is completely 

dissimilar from the planned value 

Mathematically 
   ( )

   ( )
 

  

     
         (6) 

Where    ( )  the output from the generator 

   ( )  The input to the generator 

   Time constant to the generator 

6.  Load 

 

The power systems load constitutes of a diversity of 

electrical devices. The loads that are resistive, for 

example lighting and also heating loads are not 

dependent on frequency, but the motor loads are 

responsive to frequency depending on the speed-load 

characteristics as shown below 

                   (7) 

Where     Non frequency responsive load change 

     Frequency responsive load change 

D=% Change in load/% change in frequency 

7. Tie-lines system 

 

The objective of tie-lines is to trade power with the 

systems or areas in the neighborhood whose costs for 

operation create such transactions cost-effective. 

Moreover, even though no power is being transmitted 

through the tie-lines to the neighborhood systems/areas 

and it so happens that suddenly there is a loss of a 

generating unit in one of the systems. During such type 

of situations all the units in the interconnection 

experience a alteration in frequency and because of 

which the desired frequency is regained. 

Let there be two control areas and power is to be 

exchanged from area 1 to area 2. 

Mathematically 

 
   

|  ||  |

   
    (     )

       (8) 

 

Where 1stand for control area 1&2 stand for area 2 

    Series reactance involving area 1 and 2 

|  | and |  |=Magnitude of voltage of area 1 plus area 

2 

8. Control Error 

 

The aim of LFC is not just to terminate frequency error 

in all areas, but as well to enable the exchange of the 

power due to tie-line as scheduled. In view of the fact 

that the error due to tie-line power will be the integral 

of the dissimilarity in frequency among every pair of 

areas, but when we direct frequency error back to zero, 

all steady state errors present in the system frequency 

will give rise to in tie-line power errors. For this reason 

it is necessary to consider the control input in the 

variation in the tie-line power. Consequently, an area 

control error (ACE) is stated. Each of the power 

generating area considers ACE signal to be used as the 

output of the plant. By making the ACEs zero in all 

areas makes all the frequency along with errors in the 

tie line power in the system as zero. 

 

In order to take care of the total interchange of power 

among its areas within the neighborhood, ALFC 

utilizes real power flow determinations of all tie lines 

as emanating through the area and there after subtracts 

the predetermined interchange to compute an error 

value. The total power exchange, jointly with a gain, B 

(MW/0.1Hz), known as the bias in frequency, as a 

multiplier with the divergence in frequency is known 

as the Area Control Error is specified by 

 

ACE=∑    
 
       (       )MW       (9) 

 

Where 

   Power in the tie line(if out of the area then positive) 

   Planned power exchange 

   Based frequency 

Positive ACE shows that the flow is out of area. 

9. Three Area Power System 

 

If there is interconnection exists between three control 

areas through tie line than that is called a three area 

interconnected power system. Fig.2 shows a three area 

power system where each area supplies to its own area 

and the power flow between the areas are allowed by 

the tie line. 
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Figure 2. block diagram of three area power system 

 

In this case of three area power system an assumption 

is taken that the individual areas are strong and the tie 

line which connects the two area is weak. Here a single 

frequency is characterized throughout a single area; 

means the network area is „strong‟ or „rigid‟. There 

may be any numbers of control areas in an 

interconnected power system. 

 

III. RESULTS AND DISCUSSION 

 

Integral Controller Approach 

 

The integral control composed of a frequency sensor 

and an integrator. The frequency sensor measures the 

frequency error Δf and this error signal is fed into the 

integrator the input to the integrator is called the Area 

Control Error (ACE). The ACE is the change in area 

frequency, which when used in an integral-control loop, 

forces the s steady-state frequency error to zero. 

 

The integrator produces a real-power command signal 

ΔPc and is given by 

 

    -  ∫           (10) 

=  ∫(   )   

    Input of speed change 

    Integral gain constant 

 

Simulation Result 

 
Figure 4. Frequency deviation vs time in area 1 

 
Figure 5. Frequency deviation vs time in area 2 

 
Figure 6. Frequency deviation vs time in area 3 

 

IV.CONCLUSION 

 
In this paper, analysis is done on the simulation study, 

for load disturbance in all three areas with integral 

controller gives very less frequency deviation approx. 

to zero. the ANN controller is very effective in 

suppressing the frequency oscillations caused by rapid 

load disturbances and it will improve the system 

performance (voltage regulation) by effectively reduce 

the overshoot. The results are shown that by using the 

time delay the dynamic response of the system will 

increase and the degradation in the system performance 

can be compensated effectively using ANN controller . 
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ABSTRACT 
 

The critical analysis of the problem of creation of Artificial Intelligence (AI) and of Artificial General Intelligence 

(AGI) is proposed. The unity of formal logic and of rational dialectics is the methodological basis of the analysis. 

The main results of the analysis are as follows: (1) the model of man represents the unity of the two material 

aspects: “physiological body” (controllable aspect) and “psychical body” (controlling aspect); (2) the “psychical 

body” is the subsystem “subconsciousness + consciousness”; (3) in the comprehensive sense of the word, the 

thinking is an attribute of the complete system “physiological body + psychical body + environment”. (3) in the 

broad sense of the word, thinking and creativity are an essential feature of the subsystem “subconsciousness + 

consciousness”; (4) in the narrow (concise) sense of the word, thinking and creativity are the attribute of the 

instinct of the conservation (preservation, retention, maintenance) of life (i.e., the self-preservation instinct, the 

survival instinct); the instinct of the conservation of life exists in subconsciousness; (5) the instinct of the 

conservation of life is a system of elementary (basic) instincts; thinking is the attribute of the each elementary 

instinct; (6) the mechanism of thinking and the essence of creation cannot be cognized by man; (7) a computer as 

a device cannot think and create (in particular, it cannot prove theorems) because a computer does not have the 

subconsciousness; (8) the modeling of human thinking, Human Intellect, and the creation of AI and AGI are the 

impossible because the essential properties of the complete system “man + environment” cannot be cognized and 

modeled; (9) the existence of AI and AGI conflicts with the essence of the thinking; (10) the existence of AI and 

AGI contradict to formal-logical and rational-dialectical laws. 

Keywords: human intellect, artificial intelligence, artificial general intelligence, artificial psychology, computer 

science, psychology, linguistics, mathematics, P versus NP problem, Millennium Problems (Clay Mathematics 

Institute), formal logic, dialectics, philosophy, metaphysics. 

 

I. INTRODUCTION 

 

As is known, the problem of creation of Artificial 

Intelligence (AI) and of Artificial General Intelligence 

(AGI) over a long period of time attracts special 

attention of researchers: mathematicians, cyberneticists, 

programmers, neuroscientists, psychologists, 

philosophers, etc. The results of researches carried out 

by scientists in resent years show that the way to 

comprehension and to solution of the problem has not 

yet been found [1]. In my opinion, the explanation of 

the current state of researches is as follows: 

 

(a) researchers neglect the correct methodological basis 

of the cognition (i.e., the unity of formal logic and of 

rational dialectics); 

(b) the scope of the standard paradigm of science is 

narrow.  

This signifies that the statement of the problem and the 

starting points of the problem must be analyzed within 

the framework of the correct methodological basis. 

First of all, one must answer the following key 

questions: What is the essence of man? What is the 

essence of thinking? What is the mechanism of 

thinking? What is the correct thinking? What are mind, 

intellect, intelligence, mentality, psychics? What is 

creation, creativity? What is the scientific creation, 

creativity? If correct and concrete answers to these 
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questions will be found, then a new statement of the 

problem of creation of Artificial Intelligence can be 

proposed. Since only a man can tell what he thinks and 

how he thinks, one can try to model only human 

thinking. 

1. As is known, human creativity is an activity directed 

at production of something that has qualitatively 

new, original, inimitable features, and socio-

historical uniqueness. Human creativity is the 

specific and essential feature of man because 

creativity is always sign of the existence of the 

active creator, the subject of creative activity. In my 

opinion, the source and the driving force of creative 

activity of man is a manifestation of the following 

innate qualities that represent the essence (essential 

features) of man. First, the essence of man is 

manifested in his programmed aspiration to progress 

(programmed striving for progress). (Progress is the 

development of Mankind by “negation of 

negation”). This aspiration represents the principle 

of development of Mankind and is expressed in the 

form of wars, in the form of the use of nature, in the 

form of the use of people (for example, slavery is a 

form of the use of people), in the form of scientific 

and technical creation. The aspiration to 

achievement of the goal is the source and the 

driving force of creativity. The goal exists, but it 

must be found by Humankind. Secondly, the 

sublime emotions (feeling of truth and justice, 

feeling of harmony and beauty, feeling of love and 

admiration) are the basis of human morality, cause 

and effect, the source and the driving force of 

creative activity. The ultimate goal of creative 

activity is the attainment of the greatest feeling: 

feeling of satisfaction, peace, and freedom. 

2. Creation is deeply individual activity. The result of 

the creation is not a direct and simple consequence 

of the initial (external and internal) conditions. The 

creative process is not reduced to labour or logical 

operations and expresses ultimately the moral aspect 

of the author’s personality. This fact determines the 

social importance of results of creation for the 

progress of human society. The principle of 

development of Mankind (i.e., the principle as 

property of the system “Mankind”) determines the 

creative activity of man (i.e., the property of the 

element “man”); the creative activity of man (i.e., 

the property of the element “man”) characterizes the 

principle of development of Mankind (i.e., the 

property of the system “Mankind”). 

3. Creative activity is developed on the basis of 

inherent (programmed) cognitive abilities. Creative 

activity of man is the concretization of the principle 

of development of Mankind. Human creation is the 

process of human activity adducting to making a 

qualitatively new material and spiritual values. 

There are different kinds of creative activity: 

industrial, political, scientific, technical, artistic 

activities, etc. The scientific-creative work is related 

to the activities of scientists for the production of 

fundamentally new knowledge, for the offering of 

new hypotheses and construction of theories, for the 

search and proving of truth. The essence of 

scientific creation is manifested in scientific 

discovery: the ascertainment of new, previously 

unknown facts, properties and laws of real world. 

The newness, novelty, and social significance of the 

results are an important criterion of creativity. 

4. Scientific creation is a process of producing 

cognitive innovations (laws, theories, principles, 

methods, models, devices, equipment models, 

technologies) in science. The necessary conditions 

for carrying out of the scientific-creative work are 

as follows: (a) the existence of the well-posed 

problem; (b) the availability of information 

accumulated in the given field of science (i.e., 

professionalism); (c) the combinatorial ability of 

researcher to compositing a wide variety of 

combinations (including low-probability 

combinations) of the elements of knowledge; (d) the 

intuitive ability of researcher to the selection of 

relevant combinations for a probable solution of the 

problem; (e) the ability of researcher to make a risky 

decisions (i.e., cognitive courage of researcher); (f) 

readiness of researcher to defend his opinion; (g) 

stability (resistibility) of researcher to criticism from 

the scientific community. 

5. Scientific cognition is a cognitive creation, and it is 

a manifestation of the active nature of the subject of 

cognition. Scientific creativity is an expression of 

innate (individual) qualities of person, a result of 

loss of faith in the scientific authorities, the 

expression of his “Ego”. In my opinion, finding 

one’s “Ego” and faith in oneself are impossible 

without the awareness and recognition of the 

existence of the Absolute Truth, the Supreme Mind, 

and God. Awareness and recognition of the 

existence of the Absolute Truth, the Supreme Mind, 

and God are the result of clarification of 

consciousness. Clarified, enlightened consciousness 
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is the support for one’s “Ego”. For example, faith in 

myself and faith in existence of the Absolute Truth 

let me assert within the framework of the correct 

methodological basis that the works of the classics 

of sciences (such as theoretical physics and 

mathematics) contain formal-logical and dialectical 

errors [2-95]. The errors characterize the inductive 

method of cognition (i.e., the cognition by “negation 

of the negation”) and represent the essential and 

inalienable part of modern sciences. 

6. In my opinion, the origin of the scientific errors in 

the works of classics of sciences can be explained in 

the following concrete actual way: (a) short-time 

lucid interval, short-time clarification (strikening, 

illumination, enlightenment) of consciousness, 

which leads to scientific discoveries, does not 

represent long-time and steady clarification 

(strikening, illumination, enlightenment) of 

consciousness (but long-time and steady 

clarification consciousness is preserved throughout 

a person’s life!); scientific discoveries – as a result 

of short-time lucid interval, short-time clarification 

of consciousness –  are not absolute truth: such 

discoveries, as a rule, contain the formal-logical and 

dialectical mistakes; (b) errors in sciences can be 

detected only under the critical analysis of the 

works within the framework of correct 

methodological basis; (c) scientists ignore the 

correct methodological basis of sciences: the unity 

of formal logic and of rational dialectics; (d) 

scientists rely on a computer: scientists want to 

entrust the heavy, difficult, complex, complicated 

cognitive work to a computer; scientists are trying 

to turn (transmute) a computer into a creative robot.  

But computer does not have the human 

subconsciousness and consciousness. And man does 

not know and cannot know what are subconsciousness 

and consciousness, what is the mechanism of 

interaction between the subconsciousness and 

consciousness. Therefore, computer (and a 

supercomputer) cannot perform the following actions: 

to create; to operate with concepts and to think; to 

formulate scientific problems; to generate correct 

solutions to complex scientific problems; to prove 

theorems; to analyze critically the theorems and 

theories within the correct methodological basis; to 

detect errors in the sciences. Computer is a 

computational-informational machine programmed by 

man. But man will never be able to create algorithm of 

thinking and of creation. 

 

There are no scientific works which contain proofs of 

possibility or impossibility of creation of AI and of 

AGI. The purpose of this work is to propose the critical 

analysis of the problem of the relation between the 

creative scientific work of man and work of computer 

in order that researchers might be aware of the problem 

of creation of Artificial Intelligence and of Artificial 

General Intelligence. The methodological basis for the 

analysis is the unity of formal logic and of rational 

dialectics. 

 

II.  METHODS AND MATERIAL 

 

The Methodological Basis 

 

As is known, methodology is a doctrine of the structure, 

logical organization, methods and facilities of activity 

of man. The scientific methodology is a doctrine of the 

principles of construction, forms and methods of 

scientific cognition. The general methodology of 

scientific cognition is the unity of formal logic and of 

rational dialectics. The unity of formal logic and of 

rational dialectics represents the only correct 

methodological basis of sciences. Use the correct 

methodological basis is a necessary condition for the 

correct analysis of scientific works to make distinction 

between truth and falsehood. However, this fact is 

ignored by majority of scientists until now. Therefore, 

the main assertions of formal logic and of rational 

dialectics which are used in my works [2-95] ought to 

be stated here as well. 

 

A. The basic principles of formal logic 

 

1. Formal logic is science of the laws of correct 

thinking as well as means of cognition of reality. 

Correct thinking represents uncontradictory, 

coherent, consistent, and sequential thinking. The 

conclusions resulting from correct thinking are true 

statements which reflect correctly the objective 

reality in the process of scientific cognition of the 

world. The basic formal-logical laws are the 

following four laws: the law of identity, the law of 

lack (absence) of contradiction, the law of 

excluded middle, the law of sufficient reason. 
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2. Thinking is the highest form of human cognitive 

activity which represents the process of reflection 

of objective reality in human consciousness. 

Human thinking is performed with the help of 

concepts and has different forms. 

3. The form of thought reflecting and fixing the 

essential features (sings) of things, objects, and 

phenomena of reality is called concept. In other 

words, the concept is the thought that reflects 

things, objects from viewpoint of the general and 

essential features (signs). (Thing is an object that 

can be in relation to anything or have some 

property). 

4. The essential features (sings) of the concept are 

chosen (are singled out) in objects and phenomena 

by thought. The essential features (sings) 

characterize the objects of given kind. Non-

essential features (sings) do not characterize the 

objects of given kind. The characteristic which is 

used to determine similarity or difference of 

objects of thought is called essential features 

(sing). In the most general view, features (sings) of 

objects can be reduced to properties (for example, 

large, small, white, black, good, bad, soft, hard, 

etc.), states (for example, state of rest, state of 

motion, energetic state, equilibrium state, etc.), 

actions (for example, it works, he reads, she 

performs her duties, etc.), and results of actions 

(for example, have scored success, have benefited, 

etc.), etc.  

5. The first basic form of thought is a concept. 

Concepts are formed (created) with the help of 

logical methods such as analysis and synthesis, 

abstraction and generalization. Analysis is the 

mental decomposition (dissection) of the object of 

thought in terms of the elements, the choice 

(separation) of either feature (sing), and the 

consideration of it separately. Analysis does not 

give knowledge of object or of phenomenon as a 

whole. Synthesis is the mental integration 

(association, combination, junction) of the 

elements of the object or of the phenomenon. 

Synthesis provides knowledge of object or of 

phenomenon as a whole (as a unity of parts, as a 

system). But this knowledge is not the reliable and 

complete one. Abstraction is the mental separation, 

the mental extraction of the certain, the essential 

features (sings) of object or of phenomenon and 

passing over all other features (i.e., abandonment 

of all other features (sings) without consideration). 

Generalization is the mental transition from 

features (sings) of individual, separate, single 

objects to features (sings) belonging to whole 

groups (classes) of these objects. Abstraction is the 

mental separation, the mental extraction of the 

certain, the essential features (sings) of object or of 

phenomenon and passing over all other features 

(i.e., abandonment of all other features (sings) 

without consideration). Generalization is the 

mental transition from features (sings) of 

individual, separate, single objects to features 

(sings) belonging to whole groups (classes) of 

these objects.   

6. All the concepts can be divided into the following 

separate types: single concepts and general 

concepts. The concept that relates to the only one 

certain object, separate phenomenon, separate 

event is called single (individual) concept. The 

concept that embraces (covers) a group (class) of 

similar things, objects is called general concept.  

7. Each concept has two aspects: the scope (volume) 

of the concept and the content of the concept. The 

scope (volume) of the concept is all the objects and 

phenomena which can be embraced (covers) by 

given concept. The scope (volume) of the general 

concepts is expressed in the form of a logical class. 

The concept content is a set of all the essential 

features (sings) of objects, phenomena embraced 

(covered) by the concept. 

8. All the concepts can be divided into the following 

separate types: concrete concepts and abstract 

concepts. Concrete concept is the concept that 

relates to groups, classes of objects, phenomena or 

to the separate objects, phenomena. Abstract 

concept is the concept of properties of objects or 

phenomena if these properties are taken as the 

separate (independent) object of thought and are 

abstracted from objects. 

9. There is a special kind of concepts that is called 

categories. Categories are the scientific concepts 

reflecting the most common properties of objects 

and phenomena, the most common and essential 

relations and connections in reality. For example, 

the concepts of “matter”, “movement”, “content”, 

“form”, “causality”, "freedom", “necessity”, 

“randomnicity”, “essence”, “phenomenon” are the 

categories.  

10. There are the following relations between the 

concepts: identity relation; relation of 

subordination; relation of collateral subordination; 
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relation of partial coincidence; relation of 

disagreement. (For example, the relation of 

disagreement exists between contradictory 

concepts and opposite concepts). 

11. The second, more complicated, form of thought is 

a proposition. The proposition is the logical form 

of expression of thought.  The proposition is the 

logical content of grammatical sentence. The 

proposition is a statement about the objects and 

phenomena of objective reality. The statement 

states the existence or absence of certain features 

(sings) of objects and of phenomena. The 

proposition has the following two properties: (a) 

the proposition either asserts or denies (negates); 

(b) the proposition is either true or false. The 

proposition is always assertion or negation. The 

proposition is true if it reflects correctly the reality; 

and the proposition is false if it reflects incorrectly 

the reality. Every proposition represents a system 

of concepts. There are three elements in every 

proposition: subject, predicate, and connective 

word (element) . The subject of the proposition is 

that what one states about. The predicate of the 

proposition is that what one states on the subject. 

The connective word (element) is an indication of 

the relation between subject and predicate. In any 

proposition, subject and predicate are concepts 

connected by connective word (element). The 

connective element in any proposition expressed 

by the word “is” or “is not”.  

12. The third form of thought is an inference. The 

inference represents connection of propositions, 

which makes it possible to derive a new 

proposition from given one or more propositions. 

Those propositions from which one derives the 

new proposition are called premises, and the new 

proposition derived from the premises is called 

conclusion. Relation between the premises and the 

conclusion is relation between reason (basis) and 

consequence (logical corollary): the premises are 

the reason (basis) from which the conclusion 

follows as a consequence (logical corollary). 

Consequently, the inference is based on the law of 

sufficient reason. Depending on number of 

premises, all the inferences are divided into two 

groups: immediate inferences and mediated 

inferences. The immediate inference is the 

inference in which the conclusion is consequence 

of one premise. The mediated inference is the 

conclusion in which a new proposition is derived 

from two or more propositions. 

13. The mediated inferences can be of two types: 

deductive and inductive. The mediated deductive 

inference is called syllogism if a conclusion is 

derived from two premises. The inference is called 

inductive inference if the premises indicate features 

of separate objects or groups of separate objects, 

and the conclusion is extended to other objects of 

the same kind. Deduction and induction are in 

inseparable connection with each other and 

supplement each other. Mathematics uses mainly 

method of deduction. 

14. Scientific induction is based on the determination 

of the causes. Therefore, the problem of causal 

connection of phenomena is important for 

scientific induction.  The causal connection of 

phenomena is that one phenomenon is a cause 

another phenomenon, and a change in the first 

phenomenon entails a change in the second 

phenomenon too. The phenomenon which 

necessarily entails another phenomenon is called 

cause, and the second phenomenon which is 

entailed by this cause is called effect of this cause. 

Thus, the connection of cause and of effect is a 

connection of two phenomena, two facts. In order 

to determine the cause of the phenomenon studied, 

one should use two basic logical methods of the 

inductive research: intercomparison of the 

circumstances in which given phenomenon occurs; 

comparison of these circumstances (in which given 

phenomenon occurs) with other circumstances 

(similar in other relations) in which given 

phenomenon do not occur. 

15. The validity (trueness) of some proposition is 

determined with the help of proof. The proof is 

determination of the validity (trueness) of some 

proposition by the use of other true propositions 

from which the validity (trueness) of the given 

proposition follows. The proofs are based on the 

logical law of sufficient reason. The proof 

represents an indication of sufficient reason for 

whatever proposition. Whatever proof consists of 

three parts: thesis, arguments, demonstration 

(manifestation). The proposition is called thesis if 

one proves validity of this proposition.  The 

propositions which are used for the proof of the 

thesis are called arguments (i.e., sufficient reason). 

Derivation of thesis from arguments is called 

demonstration (manifestation). In other words, 
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demonstration (manifestation) is the propositions 

that show why the given thesis is substantiated 

(grounded) by the given arguments  

 

B. The basic principles of rational dialectics 

 

1. Rational dialectics (i.e., corrected dialectical 

materialism) is a science of programmed 

(predetermined) development: it is the science of 

the most common types of connections and laws of 

the development of the nature, of the human 

society, and of thought. The universal connection 

exists not only in the material world – in the nature 

and society – but also in thinking. Connection and 

interdependence of the forms of thought (for 

example, concepts) is (in the final analysis) 

reflection of the universal connection and of 

interdependence of the phenomena of the objective 

world in human consciousness. Since concepts are 

reflection of objects in human consciousness, the 

concepts are interconnected, and they cannot be 

taken in isolation from each other. Concepts must 

correspond to the natural and social processes, 

must reflect their contents. 

2. The basic laws of dialectics are as follows: the law 

of unity and struggle of opposites; law of transition 

of quantitative changes into qualitative changes; 

law of negation of negation. There are also the 

most common laws of dialectics, which do not 

belong to the basic ones. The paired (relative) 

categories of dialectics – necessity and chance, 

possibility and reality, form and content, essence 

and phenomenon, etc. – are the theoretical 

reflection of non-basic laws of dialectics. All the 

laws and categories of dialectics represent forms of 

thought, forms of cognition of the objective world, 

forms of reflection of the objective world in the 

human consciousness. 

3. As is known, the cognitive psychical activity of 

man is performed in the following way (by the 

scheme): 

(sensation, perception, representation)   

(concept)   (theory)   (practice). 

 

Sensation is a result of influence (effect) of the outside 

world to the sense-organs of man; perception is an 

immediate (direct) sensuous reflection of the reality in 

the consciousness of man; representation is an image of 

an object or phenomenon (which is not perceived at 

given instant of time) in the consciousness of man. 

Thinking is carried out with the help of concepts.  

Concept is the form of thought reflecting and fixing the 

essential features (signs) of objects and phenomena of 

objective reality. Theory is a system of concepts. 

4. The unity of sensuous and rational moments in the 

cognition is that sensuous cognition represents the 

starting point, the first stage of the cognitive 

activity. A man, even at the level of logical 

thinking, continues to rely on (rest upon) 

sensuously perceivable material in the form of 

visual images, of various schemes, of symbols, on 

sensuous form of language. 

5. Material activity of people represents practice. 

Practice is (first of all) a sensuous-objective 

activity aimed at satisfying human needs. 

Theoretical activity is derived from practice. Social 

practice is a starting and ending points of theory. 

The unity of theory and of practice is a starting 

point of epistemology. Practice is a driving force in 

development of cognition. 

6. Social practice is criterion of truth. The criterion of 

truth can be found neither in the object of cognition 

nor in the consciousness of the subject. Practice is 

the experience of all humanity in its historical 

development. The absoluteness of practice as 

criterion of truth is that all knowledge proven by 

practice is an objective truth. But, at every given 

stage (step) of theoretical study, practice can not 

corroborate completely or refute all theoretical 

propositions – in this sense, practice is relative. 

Only the unity of formal logic and of practice can 

corroborate completely or refute all theoretical 

propositions at every given stage (step) of 

theoretical study. 

7. The law of transition of quantitative changes into 

qualitative changes is essential to analyze the 

foundations of mathematics. The essence of this 

law is as follows: quantitative and qualitative 

changes represent the dialectical unity 

(interconnection) of the opposite and 

interdependent aspects. 

Quality is inherent determinacy in the objects and 

phenomena. Quality is the organic unity of the 

properties, features (signs), and characteristics that 

makes it possible for to distinguish given object or 

phenomenon from the other ones.  In other words, 

quality is the unity of structure and of elements. “There 

are no qualities, but only objects with qualities” 
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(Friedrich Engels). Quality expresses specific character 

of an object or phenomenon in whole. Quality is not 

only holistic characteristic but also a relatively stable 

set of signs (features) which determines the specificity 

of given object. Quality is holistic characteristic of an 

object or phenomenon; and the property is one of the 

aspects (partial characteristics) of the object or 

phenomenon. Some properties express the qualitative 

determinacy of the object; other properties express the 

quantitative determinacy. 

 

Quantity is inherent determinacy in the objects and 

phenomena, which expresses the number of inherent 

properties of objects and of phenomena, the sum of 

component parts of objects and of phenomena, the 

amount, the degree of intensity, the scale of 

development, etc. In other words, quantity is 

determinacy in objects and phenomena, expressed by a 

number. For example, noting object properties such as 

volume, weight, length, speed, etc., man ascertains 

simultaneously quantitative expression of these 

properties as well. The quantities of volume, weight, 

length, speed, etc. are the quantitative characteristic of 

these properties. 

8. Quality and quantity are dialectically connected. 

They represent the unity of opposites. The 

qualitative determinacy does not exist without the 

quantitative determinacy, and vice versa. The unity 

of qualitative and quantitative determinacy is 

manifested in measure. The measure denotes 

existence of the interdependence of qualitative and 

quantitative aspects of the object or phenomenon. 

The measure expresses the limits (boundaries) 

within which objects and phenomena are 

themselves. Each state has its own measure.  The 

violation of the measure leads to a change in the 

state. The transition from one state to another is a 

movement. Leading place belongs to quality in the 

unity of qualitative and quantitative determinacy. 

Quality determines the framework of quantitative 

changes. The qualitative changes can only result 

from the quantitative changes (i.e. quantitative 

movement). 

9. The law of transition of quantitative changes into 

qualitative changes is essential to analyze systems. 

The important theoretical proposition of system 

analysis is as follows. The properties of the system 

determine the properties of the elements; and the 

properties of the elements characterize the 

properties of the system. The main problem is that 

the dependences of properties (qualitative and 

quantitative determinacy) of the system on number 

of the elements and on the qualitative and 

quantitative determinacy of the elements is not 

reliably known. (In this point of view, the Universe 

(System) cannot be cognized by Mankind (as the 

element of the System). 

10. The law of transition of quantitative changes into 

qualitative changes is essential to analyze the 

foundations of mathematics. The question of the 

fundamental applicability of mathematical methods 

in all the areas of scientific cognition must be 

decided on the basis of the law of interdependence 

of qualitative and quantitative determinacy. The 

following fundamental statement results from this 

law: the operation of abstraction of quantitative 

determinacy from qualitative determinacy is 

inadmissible mental operation. 

11. The definitions of the concepts of “knowledge”, 

“cognition”, and “cognition system” are based on 

the definition of the following concepts: “subject”, 

“object”, “subject of thinking”, and “object of 

thinking”. 

“Subject” and “object” are philosophical categories 

(concepts) denoting two interrelated, interacting 

aspects (elements) of the system, which are 

characterized by the following essential features:  

“activity” and “passivity”. The subject (i.e., set of 

individuals) is a carrier of the feature of “activity”, 

is an active aspect (i.e., the active element of the 

system), is a source of activity directed (aimed) at 

the passive aspect (i.e., at the passive element of 

the system). The object is a carrier of the feature of 

“passivity”, is a passive aspect (i.e., the passive 

element of the system) to which the activity of the 

active aspect (i.e., the active element of the system) 

is directed (aimed). 

The subject of thinking (thought) is the subject as a 

carrier, is a source of mental activity directed 

(aimed) to the object. The object of thinking 

(thought) is an object to which the mental activity 

of the subject is directed (aimed). Since the 

concepts of “subject of thinking” and “object of 

thinking” have meaning only in mutual connection, 

they form a system of concepts. 

The concepts of “subject of thinking” and “object 

of thinking” are the basis for the following 

definitions. 
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(a) Cognition is an informational interaction 

between the subject and the object, the result of 

which is the knowledge about the object. The 

object is expressed in the form of knowledge for 

the cognizing subject. Therefore, the content of 

science represents an expression of given object in 

the form of knowledge: laws, categories, and other 

scientific principles generated and developed in the 

course of development of human society. In the 

formal-logical point of view, the knowledge is a 

system of concepts and assertions. In the viewpoint 

of the information theory, the knowledge is a 

system of the elements of information. In the 

epistemological point of view, the knowledge of 

the object is the essence of the object of cognition, 

and the object of cognition is a manifestation of the 

essence of the object. 

(b) Scientific cognition of the world is carried out 

within the framework of “human system of 

cognition” consisting of “subject of cognition”, the 

set of “objects of cognition”, “facilities of 

cognition”, and “knowledge”. The category of 

“human system of cognition” is a complete system 

of concepts, determining human knowledge, and 

human knowledge characterizes this system. 

(Human knowledge is an objective if it does not 

depend on “facilities of cognition” and the world 

outlook of “subject of cognition”). 

 

 

C. The Structure of the Scientific Creation 

As is known, the analysis of the problem of scientific 

creation, creativity is impossible without an analysis of 

the structure of the creative process and the separation 

(choosing, singling out) of the main stages (steps) of 

scientific creation. The standard structure includes the 

following 5 stages (steps): (1) the statement of problem, 

the formulation of purposes and of tasks of research; (2) 

the gathering of information and the search of logical 

methods for solving the problem; (3) the stage of 

maturation (gestation) of idea, which is also called 

“incubation period” and which is related to the work of 

subconsciousness; (4) the appearance of a new idea in 

the form of guesswork; the finding approach to 

solution of the problem with the help of the intuitive 

insight (strikening, aha reaction) or Enlightenment 

(inside light); (5) the formulation of the found solution; 

the substantiation of the found guesswork up to level of 

hypothesis; the transformation of the hypothesis into a 

theory via logical proving and testing of hypothesis. 

 

In other words, logical, discursive, and intuitive 

moments in the creative process are interwoven. The 

problem of the nature and of the role of intuition in 

scientific discovery should be emphasized because of 

the importance and transcendence of intuition. 

 

Intuition – as a specific cognitive process – is universal 

inherent feature of all people. The significance of 

intuition in cognitive process is confirmed by 

numerous observations over people in daily 

circumstances and in non-standard situations. As is 

known, there is a great number of facts in Human 

culture, which demonstrate possibility to obtain 

fundamentally new results by “aha reaction”. For 

example, famous scientists G. Helmholtz, A. Einstein, 

H. Poincare, J. Hadamard, and others gave the 

interesting evidences of the intuitive insights. In 

concordance with descriptions and experimental study 

of intuition, three main features of intuition can be 

emphasized: (1) suddenness (spontaneity) for solving 

the problem; (2) unawareness of ways and of means to 

solve the problem; (3) directness of comprehension of 

the solution of the problem. In agreement with these 

features, intuition is defined as follows: intuition is the 

ability of cognition of the truth by direct 

comprehension of it without proof. 

 

The psychological analysis of intuition is based on the 

study of the relation between the conscious and 

subconscious (unconscious) mechanisms. The 

epistemological nature of intuition is clarified in 

complex transitions of sensuous images into concepts 

and in complex transitions of concepts into sensuous 

images by means of the synthesis of conceptual 

universality and sensuous given. A number of 

contemporary authors see an answer to the mysterious 

nature of intuitive knowledge in these transitions. 

 

There exist works of psychologists and physiologists in 

which factors contributing to intuition or non-

contributing to manifestation of intuition are 

investigated. The factors which are favorable to 

intuition are as follows: high professional level of 

researcher; a deep knowledge of the problem; a strong 

motivation to solve the problem; the search dominant; 

the presence of hint about the correct idea, etc. Also, 

there exist some recommendations for activization of 
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intuition: one ought to shut down temporarily oneself 

from problems in order to activate the subconscious 

mechanisms of thinking; one ought to work parallel on 

several problems; one ought to believe in success, etc. 

As is known from the history of philosophy, Plato, 

Aristotle, Descartes, and others paid a great attention to 

the problem of intuition. 

 

Consideration of the scientific works of the outstanding 

creative personalities demonstrates the deeply 

individual nature of creativity, the importance of 

professionalism, talent, intuition, and moral qualities of 

the researcher. The scientific cognition is both the 

discursive and the intuitive process [96, 97]; it is a 

confluence of necessity and randomness. As is known, 

the experience of the development of science shows 

that the creativity can be activated within certain limits. 

The creation control signifies influence not only on the 

individual abilities of the researcher, but also on socio-

economic, political, and general-cultural circumstances 

in order to create favorable conditions for the 

manifestation of creativity. 

 

D. The Essences of Man and of Animal 

The essence of man can be understood only within the 

framework of the system principle. As is known, the 

system principle reads as follows: the properties of the 

material system determine the properties of the 

material elements; properties of the material elements 

characterize the properties of the material system. 

1. In accordance with the system principle, the 

following assertions are right (valid): (a) the 

properties of the Universe (as a system) determine 

the properties of the Earth (as an element); 

properties of the Earth (as an element) characterize 

the properties of the Universe (as a system); (b) the 

properties of the Earth (as a system) determine the 

properties of Mankind (as an element); the 

properties of Mankind (as an element) characterize 

the properties of the Earth (as a system); (c) the 

property of Mankind (as the system consisting of a 

set of countries) determine the properties of the 

country (as an element); properties of the country 

(as an element) characterize the properties of 

Mankind (as the system consisting of a set of 

countries); (d) the properties of the country (as a 

system) determine the properties of the man (as an 

element); the properties of the man (as an element) 

characterize the properties of the country (as a 

system). Consequently, the properties of the man 

are determined by the properties of the Universe, 

the Earth, and Mankind [17, 19, 26-28, 38, 45, 47, 

50, 86, 87]. 

2. In accordance with the rational dialectics [2-95], 

living beings have measure, i.e. the unity of 

qualitative and quantitative determinacy. Living 

beings – man, animal, etc. – represent the unity of 

the two opposite material aspects [45, 47, 50]: 

physiological body (i.e., the controllable aspect 

which is a system of organs) and the psychical 

body (i.e., the controlling aspect which is the 

following system: the unity of subconsciousness 

(subliminal consciousness) and consciousness). 

 

Human consciousness represents the unity of two 

opposite material aspects [45, 47, 50]: Mind 

(Intellect) and Soul. Soul is the unity of Good and 

of Evil. Human actions have only one “degree of 

freedom”: freedom to do good or evil. 

Decomposition of the unity of Mind (Intellect) and 

of Soul signifies the following fact: the Mind 

(Intellect) becomes food for the Supreme Mind 

(Intellect) (which is a material object), and the Soul 

goes to Paradise or Hell (both of them are material 

objects) in accordance with the deeds (good-deeds 

or misdeeds) of man. From this point of view, the 

interpretation of the story of Adam and of Eve is as 

follows. Adam and Eve being in Paradise (Eden) 

ate the “Apple of the Empty Mind” from the “Tree 

of Mind”. As a result, their Souls were 

concatenated (united) with “Empty Mind”. Since 

the unity of Mind and of Soul (i.e., the psychical 

body) cannot exist in Paradise (by definition, the 

concept of “Paradise” signifies the abode of the 

Good), Adam and Eve received knowledge from 

God (i.e., God placed, introduced knowledge 

(information) into their Empty Minds), and they 

were precipitated (casted out) from Paradise to the 

Earth. The overthrow to the Earth signifies the 

formation of the unity of “psychical body + 

physiological body”. Therefore, the Earth is the 

abode of the unity of “psychical body + 

physiological (terrestrial) body”; the Moon is the 

abode of the unity of “psychical body + Lunar 

(extraterrestrial) body”; the Mars is the abode of 

the unity of “psychical body + Martian 

(extraterrestrial) body”; the Sun is the abode of the 
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unity of “psychical body + Solar (extraterrestrial) 

body”, etc. 

3. As is known, qualitative determinacy of the 

systems “Mankind”, “man” and “Fauna”, “animal” 

remains invariable one. This signifies that the 

development of these systems represents a 

quantitative change. Quantitative change is a 

manifestation of the qualitative determinacy. In 

other words, the qualitative determinacy of the 

system is the essence of the system, and the 

quantitative determinacy of the system is a 

manifestation of the essence. The qualitative 

determinacy of the system determines the borders 

of quantitative changes. The qualitative 

determinacy of the system is not identical to itself 

outside the borders of the quantitative determinacy. 

For example, the birth and death of the 

physiological body represent borders of the system 

“physiological body + psychical body”. The 

system “physiological body + psychical body” can 

be in different states. Death of the physiological 

body is disintegration of the unity of the 

physiological body and of the psychical body. But 

death of the physiological body does not signify 

the death of the psychical body. The psychical 

body can exist separately from the physiological 

body. This signifies that the psychical body 

represents the universal essence which does not 

depend on the properties of the physiological body.  

4. Life of a living organism is conditioned by the 

existence of the following inherent property 

(qualitative determinacy): the instinct of 

conservation (preservation, retention) of life (i.e., 

self-preservation instinct, survival instinct, instinct 

of the existence, instinct of the struggle for 

existence). The life (existence) of a living organism 

is a struggle for existence, for the preservation 

(conservation) of life of the physiological body. 

The instinct of conservation (preservation, 

retention) of life represents the system of the 

following main elementary instincts: the feeding 

(food) instinct, the instinct of reproduction, the 

instinct of activity (which is manifested in the form 

of the “life energy”, of the struggle for existence), 

the defensive instinct, the adaptability instinct, the 

instinct of learning and of development. The 

instinct of conservation (preservation) of life exists 

in the psychical body and manifests itself only in 

the system of “physiological body + psychical 

body”. In other words, the instinct of preservation 

(conservation) of life represents a necessary 

condition for the life of the physiological body. 

Decomposition of the unity of the physiological 

body and of psychical body leads to blockage of 

the instinct of preservation (conservation) of life, 

which exists in the psychical body. This signifies 

that a living organism was created as full 

(completed) system “physiological body + 

psychical body”. A living organism was not 

created by piecemeal. 

5. Thinking (thought) is one of the essential 

properties (attribute) of the instinct of conservation 

(preservation, retention) of life. Therefore, thinking 

(thought) is one of the essential properties 

(attribute) of each elementary instinct. Blocking of 

the instinct of conservation of life signifies 

blocking of thinking (thought). The isolated 

psychical body cannot think. Thus, thinking 

(thought) is the attribute of the system 

“physiological body + psychical body”. 

6. The food instinct is the need (necessity, wants) of 

material food (for the physiological body) and the 

need (necessity, wants) of psychical food (for the 

psychical body). The psychical food for people 

represents a product of psychical activity of people. 

The psychical food for people is created and eaten 

(consumed) by people. Examples of carriers of 

psychical food for human eating (consumption) are 

as follows: games, shows, arts, religion, learning, 

education, sciences, creative activity, and the 

results of creative activity. The psychical food for 

animals represents a product of psychical activity 

of animals. The psychical food for animals is 

created and eaten (consumed) by animals. 

Examples of carriers of psychical food for animals 

are as follows: games and training. 

7. Man gets psychical (i.e., immaterial, information-

encoded) food from the ambient material space 

because the ambient material space is the source 

and the carrier of encoded information. This 

information has a unified, universal code. The 

psychical food (encoded information) is absorbed 

and processed by the subconsciousness and is 

entered into the consciousness. The consciousness 

manifests (i.e., decodes) information in the form of 

thoughts and of ideas. Moreover, the consciousness 

manifests the encoded information in the scope of 

concepts that exist in the consciousness. Thoughts, 

ideas are a human interpretation of coded 

information that exists in the subconsciousness. 
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Brain implements (executes, exercises, 

accomplishes) materialization of thoughts, ideas 

(existing in the consciousness): the brain gives the 

order (command, instructions) to organs of the 

physiological body to express the information in 

the form of oral speech and written speech, in the 

form of music, in the form of symbols, in the forms 

of concepts, theories, images, etc. These forms are 

the material carriers (incarnations) of the 

information. The information in the material forms 

is a psychical (spiritual) food for human 

consciousness, and it is eaten (consumed) by 

people. 

 

The difference between the physiological 

properties of the bodies (for example, human body 

and animal body, male and female) determines the 

difference of the interpretation of encoded 

information that exists in the subconsciousness. In 

other words, the interpretation of encoded 

information that exists in the subconsciousness 

depends on properties of the physiological bodies. 

One man can guess (calculate logically, 

heuristically) that another man think. But man 

cannot guess (or calculate logically, heuristically) 

that animal think. And animal cannot guess (or 

calculate logically, heuristically) that man think.  

8. The human interpretation of encoded information 

(existing in the subconsciousness) is carried out by 

the consciousness on the basis and within the scope 

of concepts that exist in the consciousness. If the 

necessary (basic) concepts do not exist in the 

consciousness, then interpretation of encoded 

information cannot be carry out by the 

consciousness. This signifies that possibility, 

accuracy, and trustworthiness (authenticity, 

reliability, adequacy, certainty) of the interpretation 

depend on the system of concepts that exist in the 

consciousness. The subconsciousness changes the 

structure of the consciousness: the 

subconsciousness orders concepts and changes the 

structure of the system of concepts. The 

subconsciousness “widens, expands, extends, 

broadens” and “illuminates, clarifies, does lucid” 

the consciousness. The expansion (broadening, 

widening) and the clarification of the 

consciousness are a necessary condition for correct 

interpretation of the encoded information that 

exists in the subconsciousness. The stepped (step-

by-step, stepwise, sequential) expansion 

(broadening, widening) and enlightenment 

(clarification) of the consciousness (i.e., inductive 

development of consciousness) determines an 

inductive way of cognition of the Absolute Truth 

(i.e., the Universal Truth, the Universe’s Truth,  

Universe’s Moral Principles) and determines the 

inductive way of development of man and of 

Humanity [38, 45, 47, 50]. The way of 

development of man and of Mankind is heavy way 

of cognition of the Absolute Truth via struggle for 

existence. Comprehension of the Absolute Truth 

(i.e., recognition of the existence and of uniqueness 

of God via the expansion of consciousness) is the 

single raison d'être of the existence, the aim, the 

sense, and meaning of development, and 

destination (destiny) of man and of Mankind. In 

other words, the principle of development of 

Mankind is reduced to the principle of expansion 

of human consciousness. Mankind will be 

absorbed (i.e., converted to another qualitative 

determinacy) by Supreme Mind, Supreme Intellect 

[38, 45, 47, 50] when Mankind will reach the 

border of development, border of expansion of 

consciousness. 

Thus, in the comprehensive sense of the word, the 

thinking is an attribute (i.e., inherent and essential 

property, an essential feature) of the complete system 

“physiological body + psychical body + environment”. 

In the broad sense of the word, the thinking is a process 

of interaction between “subconsciousness” and 

“consciousness”: 

 

thinking = subconsciousness    consciousness. 

 

Human thinking is a way (means, method, mechanism) 

of expansion of human consciousness. 

 

9. Intercomparison of man and of animal is an 

important step to understanding the essence of man 

because man and animal have a common aspect: 

subconsciousness, consciousness, intellect. Man 

has the human consciousness (intellect), a monkey 

has monkey consciousness (intellect), a dog has 

canine consciousness (intellect), a cat has feline 

consciousness (intellect), a mouse has mouse 

consciousness (intellect), etc. The thinking is an 

innate ability of man and of animal to seek, to 

guess, to find, and to check (i.e., to prove in 

practice) the solution of the problem. The found 
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solution is materially manifested (expressed) in the 

actions of man and of animal. One man can guess 

(calculate logically, heuristically) that another man 

think. But man cannot guess (or calculate logically, 

heuristically) that animal think.  And animal cannot 

guess (or calculate logically, heuristically) that 

man think.  

a) Man and animal are living (rational) beings, 

biological objects, biological systems, biological 

machines, biological robots (in the broad sense of the 

word). The living being is a material system. This 

system represents the unity of two material aspects: 

external (physiological) and internal (psychical) 

aspects [38, 45, 47, 50]. The external aspect is the 

physiological body (physiological machine; form of 

manifestation of the essence) which consists of the 

controlling organ (brain and spinal cord) and the 

controllable organs. The psychical aspect represents the 

psychical body (psychical machine; psychical aura; 

unity of consciousness and of subconsciousness; 

content, essence) which controls the physiological 

body. Currently, there is no complete understanding of 

the psychical aspect because there is no understanding 

of the work of the subconsciousness. 

 

b) The brain of the thinking being is a system 

consisting of two hemispheres. The hemispheres are 

composed of zones (functional areas). Connection 

between the zones forms the structure of the brain. The 

structure of the brain is a congenital one. But the 

congenital structure of the brain can be changed under 

the strong influence of different (internal and external) 

factors. This change is due to the control action of the 

subconsciousness. The extreme situation leads to the 

mobilization and concentration of physical and 

spiritual forces of the living being to solve the essential 

(vital) problem arisen. The physical and spiritual forces 

are determined by his resources. The living being (as 

the unity of the physiological and psychical aspects) 

has the programmed quality: the living being tends to 

attack, to solve, “to devour” (“to consume”) the 

essential (vital) problem in order to survive and to 

achieve the feelings of satisfaction and of peace.  (The 

feelings of pleasure, satisfaction, and of peace are also 

a reward for hard work!). In this case, zones of the 

brain can be disconnected, moved and combined 

(united) to solve the essential (vital) problems. The 

brain is an organ that controls the material 

manifestation of the information contained in the 

subconsciousness and the consciousness. Thus, the 

unity of the psychical and physiological aspects is a 

necessary condition for the solution of the essential 

(vital) problems. 

 

c) Creative activity of the thinking being is conditioned 

by inseparable  relation between the subconsciousness, 

the consciousness, and the physiological body. Strong 

emotions – the inducement, the motivation, the 

indomitable desire to achieve the goal, hope, 

disappointment, the need to satisfy the desire, the 

aspiration for satisfaction of the desire –  are the 

driving force of the creative activity. The existence of 

emotions, thinking, correct thinking is a necessary 

condition for achieving the goal (i.e., for achieving 

result, satisfaction). Thinking, intellect, and 

intelligence are means of understanding of the result. 

 

d) Man and animal are the qualitatively and 

quantitatively different thinking beings. The difference 

represents the difference of the essences (contents, 

qualities) and of the manifestations (forms, quantities) 

of the essences. One man can guess (calculate logically, 

heuristically) that another man think. But man cannot 

guess (or calculate logically, heuristically) that animal 

think. And animal cannot guess (or calculate logically, 

heuristically) that  man think. The difference is 

stipulated by the principle of development of Mankind. 

The principle of development of Mankind stipulates 

human thinking. Connection and relation between the 

human and animal worlds are expressed in the 

dialectical law of the unity and of struggle of opposites.  

 

Man is the highest rung in the hierarchy of living 

organisms on the Earth, the subject of socio-historical 

and cultural activities. A distinctive and essential 

feature of man is cultural, social, and speech activity, 

ability to work, ability to think in words, ability to 

produce tools, ability to use the tools for transformation 

of the world. Speech (oral and written) activity is a 

specific kind of communicative human activity, a 

means of expressing thoughts. Speech and mental 

activity are interdependent forms of human intellectual 

activity. Human thinking and expression of result of 

the thinking are carried out by means of a system of 

concepts (and a system of logical judgments). The 

concepts and the logical judgments are forms of 

thought. The forms and contents of thoughts are 

determined by innate qualities and human resources, 

practical, social and intellectual experience of the 
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person. Human thinking represents the unity of 

sensuous and rational aspects: the unity of sensuous-

objective (i.e., practical) thinking and of abstract (i.e., 

theoretical) thinking. Human activity is a means of 

expanding human consciousness. 

 

Animal does not have the essential human qualities, 

does not have practical, social and intellectual 

experience of man and does not have the cognitive 

potential of man. Animal can think. But animal cannot 

think with the help of concepts, and it has no language 

means to express thoughts. Animal thinking represents 

the sensuous-objective (i.e. practical) thinking. 

Therefore, animal cannot learn formal logic and 

dialectics. One man can guess (calculate logically, 

heuristically) that another man think. But man cannot 

guess (or calculate logically, heuristically) that animal 

think. And animal cannot guess (or calculate logically, 

heuristically) that  man think. Animal cannot solve the 

human problems because animal has no human essence. 

This signifies that one cannot teach animal the 

following human activities: to formulate and to prove 

the theorem, to analyze critically the works of the 

scientists, etc. (One can teach a parrot to speak, but it 

does not signify that talking parrot can operate with 

concepts and can prove the theorems). Therefore, 

animal activity does not lead to the essential expansion 

of animal consciousness and origination (formation, 

arising) of the human consciousness. 

 

e) The unity of the subconscious and conscious of 

aspects of the human psychic setup is a necessary 

condition for scientific creation. The ardent, fervent, 

passionate desire to solve the problem, a long (for 

months and maybe years), a exhausting, a agonizing, a 

delightful, and a tireless search for solution to the vital 

(essential) problems lead to the fact that human 

consciousness is clarified and expanded: the 

subconsciousness finds a solution based on concepts 

that exist in the consciousness; the solution is 

transferred from the subconsciousness to the 

consciousness (i.e., the solution of the problem is 

manifested (decoded) in the consciousness. The 

solution of the problem represents a new system of 

concepts); man finds peace of mind, self-reliance, and 

feeling of satisfaction. This solution represents a guess, 

conjecture [96, 97]. The guessed solution allows to 

guess and to construct the proof. Thus, creative activity 

in science is manifested in guessing of the result 

(statement, theorem, theory) and guessing of the proof 

of the result (statement, theorem, theory). 

 

f) The solution of the problem can be guessed by man 

because the subconsciousness has the following 

essential feature (quality, attribute): (1) to receive, to 

contain, and to process information in a coded form; (2) 

to contain the program of development of man and of 

Humanity; (3) to operate purposefully without concepts; 

(4) to operate taking into account of the concepts which 

is contained in the consciousness; (5) to estimate, to 

evaluate, to assess mentally the structure of the object 

of thinking (cognition); (6) to break, to sever mentally 

connections between the connected elements of the 

object of thinking (cognition); (7) to establish mentally 

connections between unconnected (unrelated) elements 

of the object of thinking (cognition); (8) to estimate, to 

evaluate mentally the adequacy of the mental 

operations. 

 

The consciousness can decode the information which is 

contained in the subconsciousness. Mentally-related 

elements of the object of thinking (cognition) represent 

a system of concepts and of logical propositions 

(judgments) in the consciousness. (Concept as a form 

of thought represents a unity of stability and of 

instability within certain limits). In other words, 

consciousness manifests mentally-related elements of 

the object of thinking (cognition) in the form of a 

system of concepts and of logical propositions 

(judgments). This system of concepts is called a 

solution of the problem. The proof of the problem, 

theorem is the awareness (realization) of the structure 

(i.e., connection of elements) of the system of concepts. 

The proof of the problem (theorem) is carried out in 

two stages (steps): the first stage (step) is the analysis, 

i.e., the successive expansion of the system of concepts 

and logical propositions (judgments) in terms of the 

elements. It is a movement from the terminal point 

(result) to the initial (starting) point of the problem 

(this is necessary condition); the second stage is the 

movement from the initial (starting) point of the 

problem to the terminal point (result) of the problem, 

theorem (this is sufficient condition). The solution of 

the problem (theorem) is correct (true) if and only if 

necessary and sufficient conditions are correct. 

 

Thus, the inseparable connection, interdependence and 

interaction between the subconsciousness and 

consciousness is a necessary condition for prospecting 
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and finding a solution to the problem  and for guessing 

and proof of solution of the problem (theorem). 

 

The main points of this section are as follows: 

  

(1) thinking is an attribute of the living being as the 

material system “physiological body + psychical body”; 

“psychical body” is a material system 

“subconsciousness + consciousness”; 

(2) thinking is one of the essential features (signs) of 

the instinct of conservation of life (instinct of self-

preservative, instinct of survival); the instinct of 

conservation of life (instinct of self-preservative, 

instinct of survival) is a system of instincts; a system of 

instincts exists in the subconsciousness; a system of 

instincts does not work without the “physiological 

body”; 

(3) the interconnection, the interdependence, the 

interaction between the subconsciousness and the 

consciousness is a necessary condition for the existence 

of thinking; the existence of a complete system of 

“living being + environment” is a sufficient condition 

for the existence of thinking; 

(4) the essence of thinking (thought) is manifested in 

the purposeful (rational, expedient, reasonable, 

appropriate, practical) activities of a living being; the 

purposeful (rational, expedient, reasonable, appropriate, 

practical) activities of a living being are aimed 

(directed) at the conservation (preservation, 

maintenance) of life (i.e., at the conservation, 

preservation of the physiological body); 

(5) certain living being can solve human (including 

scientific) problems if and only if a living being has 

human nature. 

 

III. RESULTS AND DISCUSSION 

 

THE ESSENCE OF SCIENTIFIC CREATION 

 

As is known, the difficult, mysterious, esoteric way of 

cognition of scientific truth was described by famous 

creative scientists – mathematicians (for example, 

H. Poincare J. Hadamard, G. Polya) and physicists (for 

example, M. Planck, N. Bohr, A. Einstein) – in many 

books, articles, and autobiographical sketches. I can 

describe it by the following typical example from my 

life. 

 

Over the years, I developed the “hard” style of analysis, 

based on the use of the correct methodological basis: 

the unity of formal logic and of rational dialectics. 

Internal work began with what I had understood 

intuitively (i.e., I had guessed right) the existence of 

logical errors in the analyzed scientific works of the 

classics of theoretical physics. For a long time, Albert 

Einstein was my first and last serious opponent. The 

critical study of the works of the classics of theoretical 

physics was continued several years in nonstop run: 

during the day, I read the works of the classics (doing 

an efforts to penetrate deeply into the problem), I 

thought over the problem (trying to restate the problem 

and to construct proof of the problem on this basis), 

and I could not sleep at night because I continued to 

think. The long-time and continuous reflections over 

the concepts that seemed previously to me to be so 

clear and precise made them blurry, fuzzy, and shaky 

ones. This internal work can be compared with the 

movement through a fog (mist) towards light. In the 

process of the work, I came up close to the psycho-

physiological border, limit of my life: I felt and was 

aware of the existence of this border (but I did not 

cross the border: instinct of self-preservation worked!). 

Being in such an extreme state, I began finally to feel 

that: 

 

(a) the mist was being dissipated, and a stable and 

permanent (long-time) lucid interval of consciousness 

was being occurred, i.e., clear and explicitly palpable 

understanding was being appeared, thoughts were 

being ordered, the concepts were becoming accurate, 

clear, precise ones. (A clear understanding, perceived 

as a peace and self-reliance is always the result of 

stable lucid interval (strikening, clarification, 

antireflection, Enlightenment ad vitam) for keeps, 

rather than short-time flash of inspiration. The flash of 

inspiration – short-time and unstable lucid interval – 

does not lead to the change in the structure of 

consciousness. And the stable lucid interval (strikening, 

clarification, antireflection, Enlightenment ad vitam) 

for keeps always expands consciousness and changes 

its structure for keeps); 

 

(b) the space around me was full of prompts, ideas. As 

a result of this experience, my consciousness (mind) 

was changed: I found a calm, stable self-reliance 

(independent of the opinions and relations of 

colleagues), i.e., I found the sensation of support which 

proceeded from the Supreme Intellect (Mind) 

surrounding me. Finally, I understood the essence of 

errors in Einstein’s papers and in the papers of other 
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classics of theoretical physics. I wrote series of the 

critical articles which was published in the peer-

rewired journals. Then the classics of physics became 

my friends! So I became indifferent to the critical (i.e., 

incompetent) opinions and high-profile titles of 

colleagues. Thus, I found steady faith in myself, i.e., I 

found my “Ego”. 

 

Finding of my “Ego” impelled me to consider the part 

of the passed way of cognition in the deductive point of 

view. As is known, the inductive method of cognition 

does not allow reliably predict, explain the future 

events because the “future events” are not a simple 

consequence of the “present events”. In the deductive 

point of view, the past “facts of biography” of the 

person are a consequence of the future “facts of 

biography” destined (intended) by the Supreme 

Intellect (Mind): destination is primary, and the “facts 

of biography” are secondary. So I realized that my 

destiny and my “Ego” are inseparably connected with 

the existence of the Supreme Intellect (Mind), are 

determined by the Supreme Intellect (Mind), and relied 

on the Supreme Intellect (Mind). Reasoning in this way, 

I subsequently guessed right the theorem of existence 

of God. I expended several years to prove the theorem. 

The definition of the concept of “God” given by Isaac 

Newton in his work, “Mathematical Principles of 

Natural Philosophy”, had an influence on my choice of 

method of proof. But the essence of the creative 

process is inscrutable, unfathomable one. Creation is a 

riddle, a mystery. There is no solution to this mystery!  

However, the result of the creative activity can 

be easily tested (verified) by scientists. Example of the 

creative solution of the Euclid's V-th postulate is as 

follows [51]. 

 

As is well known, the triangle is one of the most 

important figures in geometry and trigonometry. This 

figure as a material system can be constructed and 

studied as follows. 

 

1. The triangle is constructed as is follows. If the 

sides of the angle are bound up with the rectilinear 

segment, then the synthesized system (the 

constructed geometrical figure) AOB  is called 

triangle (Figure 1).  

 
Figure 1. Geometrical figure "right triangle  " as a 

material system. Points are universal joints. 

 

Three points O , A , B  are called vertexes of triangle. 

The rectilinear segments a , b , c   bounded (bordered)  

by vertexes are called legs of triangle AOB . 

Triangle as a material system does not exist if length of 

any leg is equal to zero. Existence of interior angles  , 

 ,   of triangle leads to rise of the essential property 

(feature, parameter) of system: the sum 

 S . The problem of value of the sum S  is 

the essence of the problem of Euclid's V-th postulate. 

Value of S  can be determined only by means of 

experimental investigation of properties of triangle as a 

material system [4]. 

2. The experimental device for determination of value 

S  represents the following material design: 

material triangle AOB  which has vertexes O , 

A , B   as joints. The joints give opportunity to 

change the following characteristics of triangle: 

values of quantities  ,  ,   of angles and 

lengths of legs a , b , c  of the triangle under the 

condition that 0a , 0b , 0c . In other 

words, joints give an opportunity of structural 

(“internal”) movement of triangle (i.e., transitions 

from some structural states into others). (By 

definition, the structural movement of the system is 

the conservation of the basic properties of the 

system under various internal and external 

changes). 

Structural movement of triangle is reduced to two 

elementary movements of its legs: to the “shift along a 

straight line” and to the “rotation around a point”). 

Statement of the problem of Euclid’s V-th postulate is 

as follows: it is necessary to show experimentally that 
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 180S  and this property of a triangle (as a system) 

does not depend on properties of elements of a triangle.  

In other words, it is necessary to show that S  is the 

invariant of the structural movement of a triangle.  

 

The result of the experiment is as follows [4]: 

(a) if the quantity   is subject to change, then this 

change leads to a change quantities   and  ;  

 1800  ;   1800  ;  1800  ; 

(b) if   0 , then  180 ; 

(c) if   180 , then  0 ; 

(d)    1800  ; 

(e) area (as a variable) is not the essential feature of 

triangle; 

(f) lengths of legs a , b , c  of triangle are not equal to 

zero. In other words, unlike reasoning of A.M. 

Legendre, it is not assumed in this experiment that 

“legs of triangle increase infinitely” (N. Lobachevski).  

 

Therefore, it is possible “to conclude from this that 

approaching of opposite legs to the third side under 

decrease of two angles is necessarily finished with 

transmutation of other angle into two right angles” (N. 

Lobachevski). This result of the experiment signifies 

that quantity S  represents the sum of the adjacent 

angles   and    . Hence, 180S . Thus, 

Euclid’s V-th postulate (or the axiom V in the list of 

Hilbert’s axioms) is proven. Consequence is as follows: 

the list of Hilbert’s axioms is incomplete because it 

does not contain the definition of concept of triangle; 

therefore, axiom V is not a logical consequence of 

axioms I-IV. (In other words, the properties of the 

triangle can be learned only if the triangle has already 

been constructed (i.e., if the triangle is defined in the 

list of axioms). Therefore, the property ( 180S ) of 

the triangle AOB  as the system is not a logical 

consequence of the property of the angle AOB ). 

 

Thus, the experimental study of the properties of a 

triangle as a material system gave me an opportunity to 

prove Euclid’s V-th postulate. However, I don’t know 

Who (or what the Essence) led me in this way. What is 

this Essence? 

 

 

 

 

DISCUSSION 

 

In my opinion, the problem of the creation of Artificial 

Intelligence (AI) and Artificial General Intelligence 

(AGI) is a problem of modeling Human Intellect 

(Human Mind, thought). The scientific problems must 

be researched within the framework of the correct 

methodological basis: the unity of formal logic and of 

rational dialectics. The criterion of truth is practice. 

And practice is a starting point of any correct theory. 

 

1. As is known, the practical (empirical) facts are as 

follows: 

 

(a) man enters into the comatose state if his 

consciousness is completely blocked. This signifies 

that thinking does not work without consciousness; 

 

(b) man (i.e., the physiological body) dies (i.e., 

breathing and heart functions are ceased) if his 

subconsciousness is completely blocked (i.e., if the 

connection between the subconsciousness and the 

physiological body is disrupted). This signifies that the 

subconsciousness of the living man always works. 

Thus, life and a thinking (thought) cannot exist without 

the subconsciousness and the physiological body; 

 

(c) man becomes a bio-robot (biological robot, in the 

narrow sense of the word) if its subconsciousness is not 

completely blocked. This signifies that a thinking 

works in a narrow, restricted, limited range. Bio-robots 

can eat, drink, talk, cry, laugh, work, and carry out 

simple orders, commands within the framework of the 

patterns of behavior, which is contained in his 

consciousness. But bio-robot cannot think critically and 

create. Thus, the thinking is an essential property (i.e., 

an essential feature, attribute) of the system 

“subconsciousness + consciousness”. The creative 

thinking does not exist without the subconsciousness; 

 

(d) research of hypnotic and meditative states proves 

the existence of a complex structure of the 

subconsciousness; the structure of the 

subconsciousness, probably, cannot be cognized;    

 

(e) the consciousness has a complex architecture, and it 

can be in several states: active, passive, and 

intermediate states. Each state of consciousness 

characterizes a certain state of the system 

“subconsciousness + consciousness” and a certain 
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condition (mode, regime) of interaction between the 

subconsciousness and the consciousness. The 

consciousness in the active state operates in selective 

mode (regime): the consciousness censors and filters 

the incoming information (if information comes 

slowly). The consciousness in the passive state (i.e., in 

a sleepy or a hypnotic state) does not choose, does not 

select, does not censor, does not filter the incoming 

information. In this case, the information coming from 

the outside is acquired without resistance by the 

consciousness. This circumstance is used in practice of 

psychological (particularly, psycholinguistic) 

programming (coding) of the consciousness of the man; 

 

(f) the psychological (in particular, psycholinguistic) 

programming (psycholinguistic programming (coding)) 

of the consciousness of man forms new rules (schemes, 

instructions) of behavior (actions) of man. The new 

rules (schemes, instructions) are retained (maintained, 

conserved) in the consciousness and taken into account 

by the subconsciousness up to a certain moment until a 

programmer or subconsciousness does not change the 

rules. Psychological programming of the consciousness 

of man is an effective means to stimulate mental 

activity. However, psychological programming of the 

consciousness of man is not an effective means to 

stimulate creative activity; 

(g) the means of the increase of effectiveness 

of activities of the creative people is formation of a 

powerful incentive, formation of a special environment 

(surroundings) and of existence conditions. The history 

of sciences and my experience show that the creative 

activity of man is highly dependent on the specificity 

of incentive (stimulus). The comfort (comfortable) 

conditions of life and the pursuit of comfort 

(comfortable) conditions of life are not a necessary and 

sufficient condition for the effectiveness of scientific 

creativity. The comfort (comfortable) conditions of life 

give rise to the “corporative science”: the “science” of 

conservation of comfort (comfortable) conditions of 

life of the scientist. The comfort (comfortable) 

conditions of life do not stimulate the search for 

scientific truth. 

 

2. As is known from the history of sciences, the 

search for scientific truth – as the aspiration for a 

vital-essential aim (goal) – is the true sense 

(content, meaning) of life and of activity of a 

creative man. The search for scientific truth is 

possible if and only if the scientific community 

raises the truth (but not man!) on the pedestal 

(podium), if the search for the truth becomes a vital 

necessity and sense (content, meaning) of the life 

of a scientist. In this case, the scientific community 

also gives opportunity to scientists for open 

criticism of whatever scientific work. The 

possibility of public discussion and of criticism is 

an important condition for the existence of 

sciences, for the development of sciences, and for 

the increase of effectiveness of activities of the 

creative scientists. Another important condition is 

the search for and selection of independent 

researchers. The independently thinking 

researchers can go against the current, striving for 

truth. The scientists of geniuses were and are 

always the independently thinking researchers.  

3. Can a computer think? Can a computer replace the 

creative man? To answer these questions, one must 

compare man (in particular, the creative man) with 

a computer. In concordance with formal logic, the 

comparison can be made if man and a computer 

have common certain aspect. It is clear that the 

essences of man and a computer are absolutely 

different. However, the certain manifestations of 

the essences can be similar and comparable with 

each other. Obviously, the ability to process 

information and perform computations is the 

common aspect of the manifestations of the 

essences of man and of a computer.  

 

(a) As is known, “a computer is a general-purpose 

electronic device that must be programmed to carry out 

a set of arithmetic or logical operations automatically 

(without human intervention). Since a sequence of 

operations can be readily changed, the computer can 

solve more than one kind of problem. The principle of 

the modern computer was first described by 

mathematician and pioneering computer scientist Alan 

Turing, who set out the idea in his seminal 1936 paper, 

“On computable numbers”.  

Conventionally, a computer consists of at least one 

processing element, typically a central processing unit 

(CPU), and some form of memory. The processing 

element carries out arithmetic and logic operations, and 

a sequencing and control unit can change the order of 

operations in response to stored information. Peripheral 

devices allow information to be retrieved from an 

external source, and the result of operations saved and 

retrieved. 
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The defining feature of modern computers which 

distinguishes them from all other machines is that they 

can be programmed. That is to say that some type of 

instructions (the program) can be given to the computer 

and it will process them. Modern computers based on 

the von Neumann architecture often have machine code 

in the form of an imperative programming language. 

Computer programming (coding) is a process that leads 

from an original formulation of a computing problem 

to executable computer programs. Programming 

involves activities such as analysis, developing 

understanding, generating algorithms, verification of 

requirements of algorithms including their correctness 

and resources consumption, and implementation 

(commonly referred to as coding) of algorithms in a 

target programming language. Source code is written in 

one or more programming languages. The purpose of 

programming is to find a sequence of instructions that 

will automate performing a specific task or solving a 

given problem. The process of programming thus often 

requires expertise in many different subjects, including 

knowledge of the application domain, specialized 

algorithms and formal logic. 

The synthesis of numerical calculation, predetermined 

operation and output, along with a way to organize and 

input instructions in a manner relatively easy for 

humans to conceive and produce, led to the modern 

development of computer programming. Computer 

programmers are those who write computer software. 

Their jobs usually involve: coding, debugging, 

documentation, integration, maintenance, requirements 

analysis, software architecture, software testing, and 

specification. 

 

A computer will solve problems in exactly the way it is 

programmed to, without regard to efficiency, 

alternative solutions, possible shortcuts, or possible 

errors in the code. Computer programs that learn and 

adapt are part of the emerging field of artificial 

intelligence and machine learning” (from Wikipedia); 

 

b) a programmer and a computer represent the system: 

“programmer + computer”. Mutual connection between 

the programmer and the computer is that a work of 

programmer depends on the features (possibilities) and 

operation of the computer, and the operation (work) of 

the computer is dependent on the features (possibilities) 

and operation of the programmer. But elements of the 

system “programmer + computer” are not 

equisignificant (equivalent, interchangeable) ones. 

There is the following dialectical relation between the 

elements: the “programmer” is a controlling element 

(aspect), and the “computer” is a controllable element 

(aspect). An essential feature (i.e., essence) of the 

system “programmer + computer” is a data-processing 

property. 

 

c) “Artificial intelligence (AI) is the intelligence 

exhibited by machines or software. It is also the name 

of the academic field of study which studies how to 

create computers and computer software that are 

capable of intelligent behavior. Major AI researchers 

and textbooks define this field as “the study and design 

of intelligent agents”, in which an intelligent agent is a 

system that perceives its environment and takes actions 

that maximize its chances of success. John McCarthy, 

who coined the term in 1955, defines it as “the science 

and engineering of making intelligent machines”. 

 

AI research is highly technical and specialized, and is 

deeply divided into subfields that often fail to 

communicate with each other. Some of the division is 

due to social and cultural factors: subfields have grown 

up around particular institutions and the work of 

individual researchers. AI research is also divided by 

several technical issues. Some subfields focus on the 

solution of specific problems. Others focus on one of 

several possible approaches or on the use of a 

particular tool or towards the accomplishment of 

particular applications. 

 

The central problems (or goals) of AI research include 

reasoning, knowledge, planning, learning, natural 

language processing (communication), perception and 

the ability to move and manipulate objects. General 

intelligence is still among the field’s long-term goals. 

Currently, popular approaches include statistical 

methods, computational intelligence and traditional 

symbolic AI. There are a large number of tools used in 

AI, including versions of search and mathematical 

optimization, logic, methods based on probability and 

economics, and many others. The AI field is 

interdisciplinary, in which a number of sciences and 

professions converge, including computer science, 

mathematics, psychology, linguistics, philosophy and 

neuroscience, as well as other specialized fields such as 

artificial psychology. 

 

The field was founded on the claim that a central 

property of humans, human intelligence – the sapience 
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of Homo sapiens – “can be so precisely described that 

a machine can be made to simulate it”. This raises 

philosophical issues about the nature of the mind and 

the ethics of creating artificial beings endowed with 

human-like intelligence, issues which have been 

addressed by myth, fiction and philosophy since 

antiquity. Artificial intelligence has been the subject of 

tremendous optimism but has also suffered stunning 

setbacks. Today it has become an essential part of the 

technology industry, providing the heavy lifting for 

many of the most challenging problems in computer 

science” (Wikipedia).  

 

“There are different approaches to understanding the 

problem of Artificial Intelligence. Members of the 

Russian Association of Artificial Intelligence give the 

following definitions of Artificial Intelligence. 

Artificial Intelligence is: 

 

(1) the scientific direction which is aimed at solving 

tasks of hardware or software modeling (simulation)  

of the intellectual aspects of human activities; 

(2) the property of the intellectual systems to perform 

creative functions which are traditionally considered as 

the prerogative of man; 

 

(3) the set (complex) of computer sciences which are 

the basis of information technology. The task of this 

science is the reconstruction of rational reasoning and 

actions with the help of computer systems and other 

artificial devices. 

 

One of the particular definitions of intelligence, which 

is common for both man and “machine”, can be 

formulated as follows: intelligence is the ability of the 

system to create programs (in the first place, heuristic 

programs) in the course of self-instruction in order to 

solve the problems of certain class of the complexity 

 

However, there is no single (uniform, standard) 

response to the following questions: What is the 

Artificial Intelligence? What is the criterion of 

“reasonableness” of computers? What are the 

boundaries of potential (ability) of computers? Does 

the level of human development will be reached by a 

machine? Almost every one of the authors, who write 

about the problem of AI, proceeds from some 

definition characterizing achievements in a certain 

(special-scientific) fields of sciences. But there is no 

general-scientific (philosophical) definition of AI 

because the problem of the nature and of the status of 

the human intellect has no been solved in philosophy 

until now” (Russian Wikipedia).  

 

4. The quotations from Wikipedia show that 

development of a computer represents a change in 

quantitative certainty of a computer. But the 

quantitative determinacy (i.e., the essence) of the 

computer is not changed in the evolvement. The 

essence of the computer as an electronic (or biological) 

device is characterized only by the informational-

computational aspect. 

 

Common aspect of man and of computer is a property 

(ability) to operate with information and to perform 

calculations. The informational-computational property 

is a special property. And thinking (thought) is a 

common property which includes the informational-

computational property. Consequently, in accordance 

with the formal logic, thinking (thought) and 

calculation are not identical properties (features). The 

relation of partial coincidence exists between the 

concepts of “thinking (thought)” and “calculation”: (1) 

the existence of thinking (as common feature, as the 

essence) is cause of the existence of computational 

property (as special feature); (2) the existence of 

computational property (as special feature) does not set 

conditions for the existence of thinking (as common 

feature, as the essence). 

 

A programmer as a creative man can create computer 

programs only for the processes that he understands. A 

computer cannot carry out the instructions which are 

not described in detail by the programmer. Therefore, 

limit of the development of the system “programmer + 

computer” is determined by the limit of the 

development of the programmer. The programmer as 

man will never be able to model the thinking and to 

create an algorithm for creation because: (a) man 

cannot cognize the essential properties of the complete 

system “physiological body + psychical body + 

environment”; (b) the creative process is not amenable 

to rational analysis. (In the eminent physiologist 

Professor N.P. Bechtereva’s opinion, intercomparison 

of brain and computer is a inadmissible mental 

operation because brain and computer have different 

qualitative determinacy). This signifies that the 

problem of the creation of Artificial Intelligence (AI) 

and Artificial General Intelligence (AGI) as a problem 
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of computer simulation (modeling) of the human 

thinking (thought) has no positive solution. 

Creating of AI and of AGI is impossible because: (1) 

the mechanism of operation (action) of the system 

“subconsciousness + consciousness” (underlying of 

thinking) cannot be cognized (learned, understood) by 

man; (2) a computer as a device cannot think because it 

has no the system the system “subconsciousness + 

consciousness”. Thinking is an inseparable, integral 

and essential property (feature) of the system 

“physiological body + psychical body”; (3) modeling 

of manifestation of the essence (i.e., thinking) of man 

does not signify modeling of the essence (i.e., thinking) 

of man because a manifestation of the essence is not 

identical with the essence; (4) modeling of 

manifestation of the essence is imitation (simulation) of 

manifestation of the essence; (5) the imitation 

(simulation) of manifestation of the essence does not 

lead to origination (appearance) of essence (i.e., 

thinking, thought); (6) there is no practical proof 

(evidence) of the existence of AI and AGI in the world; 

(7) in order that a computer can solve scientific (i.e., 

human) problems, a computer must have the qualitative 

determinacy of man. In other words, a computer and 

man must be identical to each other, must have 

identical essential features. Therefore, the problem of 

creation of AI and AGI is the problem of creation of 

“man-computer” (i.e., man who is a computer or 

computer which is man). 

 

Remark 1.  My solution of the P versus NP problem is 

as follows: there really is no human way to generate 

the creative answer with the help of a computer. 

Moreover, the works devoted to the P versus NP 

problem, contain the formal-logical error. The error is 

that the problems in these works are divided into 

classes of complexity. But complexity is not an 

essential feature (sign) of a problem. The feature (sign) 

of the concept of “complexity” is not the basis 

(characteristic) of division of the concept of problem. 

The basis (characteristic) of division of the concept of 

problem is the following essential feature 

(sign): ”solvability”. Therefore, all problems should be 

divided into two classes: the “class of solvable 

problems” and the “class of non-solvable problems”. If 

the problem statement (formulation) contains formal-

logical errors, then the problem belongs to the “class of 

non-solvable problems”. (In this case, there is neither a 

positive nor a negative solution). If the problem 

statement (formulation) does not contain any formal-

logical errors, then the problem belongs to the “class of 

solvable problems”. (In this case, there is either a 

positive or a negative solution). 

 

Remark 2. My remark on the Millennium Problems, 

major unsolved problems, is as follows. In my opinion, 

the “seven Millennium Prize Problems selected by the 

Clay Mathematics Institute to carry a US$1,000,000 

prize for the first correct solution” cannot be solved. 

These problems belong to the “class of non-solvable 

problems” because they contain the formal-logical and 

dialectical-materialistic errors. But computer cannot 

critically analyze (examine) these problems and find 

errors because computer has no the system 

“subconsciousness + consciousness”, and programmer 

(who has the system “subconsciousness + 

consciousness”) does not use the correct 

methodological basis of scientific analysis. 

 

IV.CONCLUSION 

 
Thus, the critical analysis of the problem of creation of 

Artificial Intelligence and of Artificial General 

Intelligence within the framework of the correct 

methodological basis leads to the following results: 

 

1. Intercomparison of man and animal is a necessary 

step to understanding the essence of thinking 

(thought); 

2. thinking (thought) is an attribute of the complete 

system: “man + environment”. The subsystem 

“man” represents the unity of the following 

material aspects: “physiological body + psychic 

body”. The subsystem “psychic body” represents 

the unity of the following material aspects: 

“subconsciousness + consciousness”; 

3. thinking (thought) is an essential feature of the 

instinct of conservation (preservation, retention) of 

life. The instinct of conservation (preservation, 

retention) of life represents the system of the main 

elementary instincts (the feeding (food) instinct, 

the instinct of reproduction, the instinct of activity, 

the defensive instinct, the adaptability instinct, the 

instinct of learning and of development. The 

instinct of conservation (preservation) of life exists 

in the psychical body and manifests itself only in 

the system of “physiological body + psychical 

body”; 

4. life is the struggle for existence, the struggle for the 

conservation (preservation, retention) of the 
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physiological body. Thinking (thought) is 

manifested in the appropriate (reasonable, rational, 

sensible) actions aimed at the conservation 

(preservation, retention) of life and at the creation 

of conditions for life. The criterion of the existence 

of thinking (thought) is practice; 

5. creation is a process of interaction between the 

subconsciousness and the consciousness. The 

existence of the system “subconsciousness + 

consciousness“  is a necessary condition for 

creativity. The existence of the “physiological 

body” is essential for manifestation of creativity; 

6. the scientific creation is a mysterious, esoteric 

process of cognition of scientific truth. The 

creation is manifested as a guess (conjecture) in the 

consciousness. The creation is not accessible (not 

understandable, not available) to analysis and 

understanding because the mechanism of the 

operation of the subconsciousness and of the 

system “subconsciousness + consciousness” cannot 

be understood by man; 

7. computer as a device  cannot think and create 

because it has no the system “subconsciousness + 

consciousness”. Modeling (simulation) of 

manifestation of the essence (i.e., thinking, 

thought) of man does not signify modeling 

(simulation) of the essence (i.e., thinking, thought) 

of man. Modeling (simulation) of thinking 

(thought) is imitation of thinking (thought). 

Imitation of thinking (thought) does not lead to the 

emergence (appearance, origination, existence) of 

thinking (thought). Therefore, the creation of AI 

and AGI is impossible; 

8. there is no practical proof (evidence) of the 

existence of AI and of AGI in the world. Also, the 

correct theoretical proof of the existence of AI and 

of AGI does not exist and cannot exist in science 

because the existence of AI and of AGI contradicts 

to formal logic and rational dialectics. 
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ABSTRACT 
 

In this paper the Reliable detection and tracking of eyes is an important requirement for attentive user interfaces. It 

mainly applied in driver analysis. The system uses a small monochrome security camera that points directly 

towards the driver’s face and monitors the driver’s eyes in order to detect fatigue. In such a case when fatigue is 

detected, a warning signal is issued to alert the driver. This work describes how to find the eyes, and also how to 

determine if the eyes are open or closed. If the eyes are found closed for three consecutive frames, the system 

draws the conclusion that the driver is falling asleep and issues a warning signal. And we present an innovative 

approach to the problem of eye tracking. They are Region Based Segmentation and Region growing algorithm. A 

number of traditional eye detectors, chosen for their own properties, are combined by this two different 

competitive schemes with the aim to obtain a higher degree of robustness and reliability. 

Keywords: Boosting, Competitive approach, Tracking 

 

I. INTRODUCTION 

 

An image is digitized to convert it to a form which can be stored 

in a computer's memory. Once the image has been digitized, it 

can be operated upon by various image processing operations. 

Eye detection and tracking can be classified as  

 Shape-based,  

 Feature-based, 

 Appearance-based.  

II.  METHODS AND MATERIAL 

 

System Design 

  

This describes about the system architecture and individual 

module diagrams, which deal with a detection-based 

statistically motivated redundancy exploiting the wiener filter 

where the parameters of the method are learned from photo 

metrically, geometrically, graphically similar patches. 

 

 

 

 

2.1 System Architecture  

 
Figure 1. System Architecture 

 

This approach is not constrained to the specific 

application to eye tracking and therefore should be in 

principle applicable to other tracking cases.  
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2.2   Image Segmentation Methods 

 

2.2.1 Edge based methods:  

 

Link up edges to form hopefully meaningful object 

boundaries. 

 

2.2.2 Region based methods: 

 

Based on local homogeneity conditions:  

 Region growing. 

 Region splitting and merging. 

2.2.3 Clustering methods: 

 

Global grouping based on statistics –thresholding,  k-

means. 

 

Often model based (good for recognition) –Gaussian 

Mixture Models. 

 

2.3 Region Based Segmentation 

 

i) Region Growing 

Good for simple images. It helps to know something 

about the image wanted to segment    first. A 

homogeneity condition, H, or predicate, P, is defined 

(similarity of grey level values ). 

The characteristics are 

 Could use other features like color and texture. 

 Use heuristics to help initialization and stopping. 

 Candidate pixels are chosen based on connectivity. 

2.4 Region Growing Algorithm 

 Start with an initial seed pixel. 

 Choose neighboring pixels, based on a 

connectivity and merge    

 Pixels that satisfy the homogeneity condition. 

 A final tidying operation is often performed to 

remove very small regions.   

2.5 Region Splitting Algorithm  

A homogeneity condition, H, or predicate, P, is 

defined  

Let R0 represent the entire image. 

Test P(Ri ) (where i > 0 represent sub-regions). 

If P(Ri) = FALSE subdivide current region into 4. 

If P(R i) = TRUE stop. 

Goto step 3 until all new P(R i) = TRUE. 

 

III. RESULTS AND DISCUSSION 

 

3.1 Input Video The input video is of the 

form  .mpeg, .avi etc., 

 

The input video is split  into number of frames and 

send it for face graph matching. 

 

3.2 FRAME SPLITING 

 Converting  the video into number of frames. 

 The number of frames are based on the 

format of the video. 

E.g.., 

AVI -18Frames/Sec 

       MPEG  -26 Frames/Sec 

 

3.3 Face Area 

 

Face area to find the frame to separate face using 

histogram based. canny edge reduction using to 

remove the background face object only detect. There 

are a number of methods for measuring eye movement. 

The most popular variant uses video images from 

which the eye position is extracted. 

 

Face area to find the frame to separate face using 

histogram based. Canny edge reduction using to 

remove the background face object only detect.  

 

Canny edge detector 

1) Smooth image with a Gaussian optimizes the 

trade-off between noise filtering and edge 

localization 

2) Compute the Gradient magnitude using 

approximations of partial derivatives 2x2 filters 

3) Thin edges by applying non-maxima suppression 

to the gradient magnitude  

4) Detect edges by double thresholding.  

3.4  Eye Detection  

 

According to the taxonomy in this techniques for eye 

detection and tracking can be classified as shape-based, 

feature-based, appearance-based, and hybrid, based on 

their geometric and photometric properties. An 

explanation is given here of the eye detection 

procedure. After inputting a facial image, pre-

processing is first performed by finalizing the image.  



Volume 1  |  Issue 2  |  September-October 2016  |   www.ijsrcseit.com  146 

 

The top and sides of the face are detected to narrow 

down the area of where the eyes exist. Using the sides 

of the face, the centre of the face is found, which will 

be used as a reference when comparing the left and 

right eyes. Moving down from the top of the face, 

horizontal averages (average intensity value for each y 

coordinate) of the face area are calculated. Large 

changes in the averages are used to define the eye area. 

 

The following explains the eye detection procedure in 

the order of the processing operations. All images 

were generating in Mat lab using the image processing 

toolbox. Moving down from the top of the face, 

horizontal averages (average intensity value for each y 

coordinate) of the face area are calculated. Large 

changes in the averages are used to define the eye area. 

Iris recognition  is an automated method 

of biometric identification that uses mathematical 

pattern-recognition techniques on video images of the 

iris of an individual's eyes, whose complex random 

patterns are unique and can be seen from some 

distance. 

            Iris recognition is an automated method 

of biometric identification that uses mathematical 

pattern-recognition techniques on video images of 

their ides of an individual's eyes, whose complex 

random patterns are unique and can be seen from some 

distance. This techniques for eye detection and 

tracking can be classified as shape-based, feature-

based, appearance-based, and hybrid, based on their 

geometric and photometric properties. 

Not to be confused with another, less prevalent, 

ocular-based technology, retina scanning, iris 

recognition uses camera technology with subtle 

infrared illumination to acquire images of the detail-

rich, intricate structures of the iris. Digital templates 

encoded from these patterns by mathematical and 

statistical algorithms allow the identification of an 

individual or someone pretending to be that individual. 

Databases of enrolled templates are searched by 

matcher engines at speeds measured in the millions of 

templates per second per (single-core) CPU, and with 

infinitesimally small False Match rates. 

 

3.5 Eye Tracking 

 

Eye tracking is the process of measuring either the 

point of gaze (where one is looking) or the motion of 

an eye relative to the head. An eye tracker is a device 

for measuring eye positions and eye movement. Eye 

trackers are used in research on the visual system, in 

psychology, in cognitive linguistics and in product 

design. There are a number of methods for measuring 

eye movement. The most popular variant uses video 

images from which the eye position is extracted. 

 

 
 

Figure 2. Tracking eye in different angels in human 

face. 

3.6 Eye Status 

 

The state of the eyes (whether it is open or closed) is 

determined by distance between the first two intensity 

changes found in the above step. When the eyes are 

closed, the distance between the y – coordinates of the 

intensity changes is larger if compared to when the eyes 

are open. 

 

Consecutive number of closed frames is needed to 

avoid including instances of eye closure due to blinking. 

Criteria for judging the alertness level on the basis of 

eye closure count is based on the results found in a 

previous study. 

 

3.7 Eye Comparision 

 

http://en.wikipedia.org/wiki/Biometrics
http://en.wikipedia.org/wiki/Human_eye
http://en.wikipedia.org/wiki/Biometrics
http://en.wikipedia.org/wiki/Human_eye
http://en.wikipedia.org/wiki/Retina_scan
http://en.wikipedia.org/wiki/Gaze_(physiology)
http://en.wikipedia.org/wiki/Eye_movement_(sensory)
http://en.wikipedia.org/wiki/Visual_system
http://en.wikipedia.org/wiki/Cognitive_linguistics
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As a proof of concept, we propose a single-camera 

remote eye tracker that uses a competitive approach to 

combine the results of a set of eye detectors and show 

that a significant improvement in robustness and 

reliability is obtained. We also provide a method to 

select the eye detectors which compose the set, thus 

building a complete framework enabling the 

construction of a robust and reliable tracking system. 

 

 
 

 
 

We address two competitive approaches to select the 

best estimate among those returned by the set of 

detectors (SCA,B-SCA). 

 

In single competitive approach (SCA), the proximity 

between the eye detectors results is used to estimate the 

reliability of each technique. In boosted single 

competitive approach(B-SCA), we reformulate the 

boosting algorithm to improve the reliability of the 

SCA, extending the boosting concept from learners to 

trackers. 

 

3.8 Analysis 

 

We measure the response rate (%) for each technique 

and we show the further improvement obtained using 

our schemes. Response rate indicates the number of 

frames in which a technique gives a result. The results 

show that the solutions implemented reduce 

considerably the mean error of the single techniques. 

The schemes also provide more continuity and 

robustness in producing results, contrary to the single 

techniques. Also, the schemes how promising results if 

compared with the selected fusion techniques. 

                 

IV. CONCLUSION 

 

 
 

This paper finds the problem of eye detection and 

tracking. Traditional eye detectors, chosen for their 

properties, are combined by two different competitive 

schemes (simple competitive and boosted competitive). 

The described approach features high reliability and can 

deal with severe changes in working conditions such as 

illumination, pose changes, and distance of the tracked 

face from the camera. To illustrate the work, to 

introduced a proof-of-concept single-camera remote 

eye tracker and discussed its implementation and the 

obtained experimental results. The experimental results 

showed significant improvements both with respect to 

the use of single detectors and to the use of some well-

known simple fusion and merging approaches. The 

approach is not constrained to the specific application 

to eye tracking and therefore should be in principle 

applicable to other tracking cases. The actual possibility 

to generalize the work is currently investigating. 

 

V. FUTURE WORK 
 

In this work the image is retrieved from the database for 

the comparison of eye detection , In future the image is 

compare directly from the cameras soon as it captured 

immediately. Currently there is not adjustment in zoom 

or direction of the camera during operation. Future 

work may be to automatically zoom in on the eyes once 

they are localized. Using 3D images is another 

possibility in finding the eyes. The eyes are the deepest 

part of a3D image, and this maybe a more robust way 

of localizing the eyes. 

 

Adaptive binarization is an addition that can help make 

the system more robust. This may also eliminate the 
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need for the noise removal function, cutting down the 

computations needed to find the eyes. 

 

VI. REFERENCES 

 
[1] Aryuanto Soetedjo, "Eye Detection Based-on Color 

and Shape Features," in International Journal of 

Advanced Computer Science and Applications 

IJACSA ,JUNE 2012.  

[2] Brian Heflin, "For Your Eyes Only" IEEE Trans. 

Pattern Anal. Mach. Intell., vol. 58, no. 3,pp. 478–

500, Mar. 2012. 

[3] Mohamed A. El-Sayed, "An Identification System 

Using Eye Detection Based On Wavelets And 

Neural Networks" International Journal of 

Computer and Information Technology (ISSN: 

2279 – 0764) Volume 01– Issue 02, November 

2012. 

[4] Brian Heflin, "For Your Eyes Only" IEEE Trans. 

Pattern Anal. Mach. Intell., vol. 58, no. 3,pp. 478–

500, Mar. 2012. 

[5] G. Crisafulli, G. Iannizzotto, and F. La Rosa, "Two 

competitive solutionsto the problem of remote eye-

tracking," in Proc. 2nd Int. Conf. HumanSyst. 

Interact., 2009, pp. 356–362. 



CSEIT161220 | Received: 20 October 2016 | Accepted: 30 October 2016 | September-October-2016 [(2)5: 149-157] 

International Journal of Scientific Research in Computer Science, Engineering and Information Technology 

© 2016 IJSRCSEIT | Volume 1 | Issue 2 | ISSN : 2456-3307 

 

149 

 

Geospatial Analysis of Landuse and Landcover Dynamics In 
Ado-Ekiti, Nigeria 

 

*Fasote Oluwabunmi
1
, Adewoyin Joan

1
, Abayomi Alaga

1
, Alaigba Debora

2 

 

1
Cooperative Information Network, National Space Research and Development Agency, Mathematics Building, 

Obafemi Awolowo University, Ile- Ife, Nigeria 
2
Regional Center for Training In Aerospace Surveys (RECTAS), Ile Ife, Nigeria 

 
ABSTRACT 

 

Remote Sensing and GIS techniques was used to analyse the landuse and landcover dynamics of Ado-Ekiti LGA, 

the Ekiti State capital, for a period of twenty nine years (29yrs) in this study. Multi-temporal and multi-source 

satellite imageries of Landsat 1986, 1991, 2002 and 2015 were used. The study employed supervised digital 

image classification method using ENVI 5.3 software and five landuse and landcover types which include 

settlement, bare surface, cultivation, forest and water body were detected and captured as polygon. The area in 

square kilometers of each land use type in each year was calculated and thereafter the change was determined by 

subtracting the area of the same land use type in 1986 from 2015, the percentage and magnitude of change are 

therefore calculated. The results obtained shows that the settlement has increased by 47km
2
 (79%) while 

cultivation, forest and water body reduced by 45.53km
2
 (9.98%), 61.7km

2
 (13.79%) and 0.03Km

2
 (6.5%) 

between 1986 and 2015. The statistics also reveals that substantial land use/land cover changes have taken place 

and that the settlement and baresurface areas have continued to expand over the study period while the forest and 

farmland have decreased. The study also notes that the expansion of the urban settlement areas has resulted into 

reduction of the land under agriculture and other natural vegetation, thereby affecting the natural ecosystems 

habitat quality, which has consequently led to environmental degradation. 

Keywords : Landuse, Landcover, Remote Sensing, Satellite Imageries, Change Detection. 

 

I. INTRODUCTION 

 

The landuse/landcover pattern of a region is an 

outcome of natural and socio- economics factors and 

their utilization by man in time and space. Land is 

becoming a scarce resource due to immense 

agricultural and demographic pressure, hence an 

analysis of the nature and rate of environmental change 

over recent decades is essential for a proper 

understanding of why present environment problem 

have arisen Landuse/landcover encompasses the 

biosphere and includes biota, soil, topography, water 

body, habitat and exposed rock surfaces (12). While 

landcover could be described as the biophysical state of 

the earth’s surface and immediate subsurface, landuse 

can be described to include both manner in which the 

biophysical attributes of the land are manipulated and 

the purpose for which the land is used (3). (6) assume 

that landcover relates to the type of feature present on 

the surface of the earth which may include urban 

buildings, lakes and maple trees while landuse relates 

to the human activity that is associated with a specific 

piece of land. Alternatively, landuse can be described 

as an abstraction that is not always directly observable 

by even the closest inspection (4). Land has been going 

through tremendous transformation due to sprawls in 

agricultural activities, industrialization and 

urbanization. The changes in landuse affect the 

ecosystem in terms of landcover, land quality and 

capability, weather and climate, quality of land that can 

be sustained and in fact the whole population and 

socio-economic determinant 

(http://www.gisdevelopment.net). 

 



Volume 1 | Issue 2 | September-October 2016 | www.ijsrcseit.com  150 

In some instances, land use land cover change may 

result in environmental, social and economic impacts 

of greater damage than benefit to the area 

(10).Therefore data on land use change are of great 

importance to planners in monitoring the consequences 

of land use change on the area. Such data are of value 

to resources management and agencies that plan and 

assess land use patterns and in modelling and 

predicting future changes. 

 

Land use affects land cover and changes in land cover 

affect land use. A change in either however is not 

necessarily the product of the other. Changes in land 

cover by landuse do not necessarily imply degradation 

of the land. However, many shifting land use patterns 

driven by a variety of social causes, result in land cover 

changes that affects biodiversity, water and radiation 

budgets, trace gas emissions and other processes that 

come together to affect climate and biosphere (10). 

 

Land cover can be altered by forces other than 

anthropogenic. Natural events such as weather, 

flooding, fire, climate fluctuations, and ecosystem 

dynamics may also initiate modifications upon land 

cover. Globally, land cover today is altered principally 

by direct human use: by agriculture and livestock 

raising, forest harvesting and management and urban 

and suburban construction and development. There are 

also incidental impacts on land cover from other 

human activities such as forest and lakes damaged by 

acid rain from fossil fuel combustion and crops near 

cities damaged by tropospheric ozone resulting from 

automobile exhaust (9). 

 

Hence, in order to use land optimally, it is not only 

necessary to have the information on existing land use 

land cover but also the capability to monitor the 

dynamics of land use resulting out of both changing 

demands of increasing population and forces of nature 

acting to shape the landscape.  

 

Several studies have been conducted with the 

integration of remote sensing and geographic 

information systems to analyze and monitor land cover 

changes. For instance, (8) merged the remotely sensed 

data with geocoded information. This was achieved by 

first classifying the images, applying 5*5 neighborhood 

functions, then transforming the results into vector 

layers. The layers were imported into GIS environment 

for area analysis.  

(1) carried out a study on landuse/landcover mapping 

of Panchkula, Ambala and Yamunanger districts, 

Hangana State in India. They observed that the 

heterogeneous climate and physiographic conditions in 

these districts has resulted in the development of 

different land use land cover in these districts ,an 

evaluation by digital analysis of satellite data indicates 

that majority of areas in these districts are used for 

agricultural purpose. The hilly regions exhibit fair 

development of reserved forests. It is inferred that land 

use land cover pattern in the area are generally 

controlled by agro-climatic conditions, ground water 

potential and a host of other factors. 

 

(8) investigated the advantages of remote sensing 

techniques in relation to field surveys in providing a 

regional description of vegetation cover. The results of 

their research were used to produce four vegetation 

cover maps that provided new information on spatial 

and temporal distributions of vegetation in the study 

area and allowed regional quantitative assessment of 

the vegetation cover.  

 

Similarly, (15) used image processing and analysis in a 

GIS environment to assess spatial change in urban land 

use patterns and population distribution. Here, 

unsupervised classification was used to classify the 

images into land use classes. With census data in a GIS, 

census polygon was constructed into various sets of 

units, and then comparison made with the classified 

image population in surface areas. 

 

In 1985, the U.S Geological Survey carried out a 

research program to produce1:250,000 scale land cover 

maps for Alaska using Landsat MSS data (5).The State 

of Maryland Health Resources Planning Commission 

also used Landsat TM data to create a land cover data 

set for inclusion in their Maryland Geographic 

Information (MAGI) database. All seven TM bands 

were used to produce a 21 – class land cover map 

(EOSAT 1992). Also, in 1992, the Georgia Department 

of Natural Resources completed mapping the entire 

State of Georgia to identify and quantify wetlands and 

other land cover types using Landsat Thematic Mapper 

data (ERDAS, 1992). The State of Southern Carolina 

Lands Resources Conservation Commission developed 

a detailed land cover map composed of 19 classes from 

TM data (EOSAT, 1994). This mapping effort 

employed multi-temporal imagery as well as multi-

spectral data during classification. 
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An analysis of land use and land cover changes using 

the combination of MSS Landsat and land use map of 

Indonesia (7) reveals that land use land cover change 

were evaluated by using remote sensing to calculate the 

index of changes which was done by the 

superimposition of land use land cover images of 1972, 

1984 and land use maps of 1990. This was done to 

analyze the pattern of change in the area, which was 

rather difficult with the traditional method of surveying 

as noted by (11) when he was using aerial photographic 

approach to monitor urban land use in developing 

countries with Ilorin in Nigeria as the case study. 

Also, (2) in their land use land cover change evaluation 

in Sokoto – Rima Basin of North – Western Nigeria 

based on Archival Remote Sensing and GIS techniques, 

used aerial photographs, Landsat MSS, SPOT 

XS/Panchromatic image Transparency and 

Topographic map sheets to study changes in the two 

dams (Sokoto and Guronyo) between 1962 and 

1986.The work revealed that land use land cover of 

both areas were unchanged before the construction 

while settlement alone covered most part of the area. 

However, during the post-dam era, land use /land cover 

classes changed but with settlement still remaining the 

largest. 

 

In similar studies(13) used satellite imageries of 1978 

and 1995 and updated topographical maps of 2003 to 

study urban expansion of Ogbomoso town, Oyo State. 

Also (12) studied the spatial growth of Akure, Ondo 

State using the satellite imageries of 1972, 1986 and 

2002. The results of both cities showed that there has 

been a rapid conversion of agricultural areas to urban 

(non-agricultural) land uses. Urban expansions of these 

cities have destroyed fertile agricultural land uses. 

Urban expansion of these cities have destroyed fertile 

agricultural land which cannot be recovered, the 

residential land use continues to spread to and beyond 

the hitherto distant location relative to the city core. 

 

1.2 Aim and Objectives of the study 

The aim of this research is to determine the extent of 

changes and intensity of use to which land has been put 

between 1986 and 2015 through the assessment of 

landuse/landcover dynamics while the objectives are to:  

 generate landuse/landcover maps of the study area 

 evaluate the trend and spatial pattern of 

landuse/landcover in the study area. 

 evaluate the degree of landuse/ landcover changes 

of Ado-Ekiti LGA over a period of 29 years using 

multidate satellite imagery.  

1.3 The Study Area 

 

Ado-Ekiti, the nucleus of the ancient Ewi kingdom is 

located between latitude 7
0 
32’11” and 7

0
40’

 
28

” 
North 

of the equator and longitude 5
0
6’18”

 
and 5

0
24’0” East 

of the Greenwich Meridian. It covers an approximate 

area of 265square kilometre. Its longest north-south 

extent is about 16km, and its longest east-west stretch 

is 20km.The population of Ado-Ekiti LGA has 

increased tremendously in the last one decade. This is 

due to its new status of being the capital of Ekiti State, 

carved out of the old Ondo State in 1996. It has 

therefore witnessed an influx of people from far and 

near and emergence of many Industries. Hence, there 

has been an increase in water demand by the people in 

the area for both domestic and industrial usage. 

Figure 1. Study area 

1.4 Data Acquisition and Data source  

Table 1: Data and their Source 

S/N Data Type Year Resolution Source 

1 Landsat 

Image 

(MSS) 

1986 30m USGS 

2 Landsat 

Image (TM) 

1991 30m USGS 

3 Landsat 

Image (TM) 

2002 30m USGS 

4 Landsat 

Image 

2015 30m USGS 
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(ETM) 

5 Topographic 

map 

 (Sheet 244) 

 1:50,000 Office of 

Surveyor 

General, 

Ekiti 

State. 

 

In addition the multi-temporal Landsat satellite imagery 

constitutes one of the base data layer from which the 

landuse and landcover maps were derived. The 

appropriate selection of imagery acquisition dates for 

change detection is an integral component of the project 

success and care was taken in acquiring the images.  

II.  METHODS AND MATERIAL 

 

2.1: Data Acquisition and Sources:  

 

In carrying out this project, the following was 

undertaken: need assessment, data collection, data 

preparation and data analysis. Both primary and 

secondary data with spatial and non-spatial attribute 

were utilized. Ground control point acquired using 

handheld GPS, ground truth information and LandSat 

images of 1986, 1991, 2002 and 2015 were use. 

 

Extracted data

Map:
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Figure 2. Flow chart 
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2.2: Software Requirement  

 

Ground control point acquired using handheld GPS, 

groundtruth information and LandSat images of 1986, 

1991, 2002 and 2015 

 

2.3: Data Processing  

 

The image processing procedures used for the study 

includes delineation of the study area, image pre-

processing, the design of classification scheme, image 

classification, accuracy assessment analysis of the land 

use/land cover dynamics as well as the comparison of 

the changes between different years under 

consideration. 

 

2.4: Image Classification 

 

 Landuse/landcover classification used in this study 

was based on five categories which are settlement, 

baresurface, cultivation, forest and water bodies. The 

visible and NIR bands 2,3,4 was used for image 

analysis. Supervised classification through maximum 

likelihood algorithm was applied to perform image 

classification. 

 

2.5: Change Detection Methods of Land Use/Land 

Cover 

 

Change detection is the process of identifying 

differences in the state of an object or phenomenon by 

observing it at different times The changes in land 

use/land cover occurred in the study area in the period 

from 1986 to 2015 have been calculated by the 

subtraction processes. 

 

III. RESULTS AND DISCUSSION 

 

In order to achieve the set objective for this work 

different data analysis processes was carried out as 

specified in the methodology in the preceding chapter. 

Landuse/landcover types were analyzed, delineated, 

mapped and presented in form of maps, table and 

charts. 

 

Four different satellite imageries acquired in 1986, 

1991, 2002 and 2015 within the same period were 

classified with an average kappa coefficient and overall 

accuracy of 0.9760 and 98.40%  

Table 3.1: Image classification Kappa coefficient and 

overall accuracy of different image used 

Year Kappa 

Coefficient 

Overall 

Accuracy 

(%) 

1986 0.9387 95.87 

1991 0.9910 99.35 

2002 0.9832 98.87 

2015 0.9921 99.51 

Average 0.9760 98.40 

 

The main categories of landuse/landcover classification 

scheme developed for the study are: Settlement, Forest, 

Cultivation, Baresurface and Waterbody. See figure 3.1, 

3.2, 3,3 and 3.4 for the classified image. 

 

 

Figure 3.1: 1986 Landuse/Landcover for Ado-Ekiti 

Local Government Area 

Figure 3.2: 1991 Landuse/Landcover for Ado-Ekiti 

Local Government Area  
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Figure 3.3: 2002 Landuse/Landcover for Ado-Ekiti 

Local Government Area 

 

Figure 3.4: 2015 Landuse/Landcover for Ado-Ekiti 

Local Government Area 

Table 3.2 : Class statistics in Square Kilometre (Km
2
) and Percentage (%) 

 

 

Table 3.2 shows that in 1986, settlement occupied 

about 1.25% (6.25Km
2
) of the total 499.97 Km

2 
of the 

study area. Bare surface occupied 6.73% ( 33.66Km
2
), 

cultivation and forest cover 41.06% (205Km2) and 

50.9% (254.51Km
2
) respectively while water body 

cover 0.06% (0.25Km
2
). 

 

The results for 1991 shows that settlement has 

increased to 3.29% (16.49Km
2
), bare surface also 

increased to 12.48% (62.37Km
2
), water body increased 

to 0.11% (0.50Km
2
) while arable land reduced to 23.6%  

 

(118Km
2
). In 2002, the results shows that settlement 

increased from 3.29% in 1991 to 8.88% (44.40Km
2
) 

while cultivation and forest cover 128.33Km
2
 and 

325.93Km
2 
respectively. In 2015, the results shows that 

settlement cover 53.35Km
2
 which is 10.67% of the 

total area, bare surface increased from 0.73Km
2
 in 

2002 to 2.76Km
2
 in 2015. cultivation and forest cover 

250.8Km
2
 and 192.81Km

2
 which are 50.17 and 38.56 

percent of the total area.  

 

 

 

Classification 

Categories  

1986 1991 2002 2015 

 km
2
 % km

2
 % km

2
 % km

2
 % 

Settlement 6.25 1.25 16.49 3.29 44.40 8.88 53.35 10.67 

Bare Surface 33.66 6.73 62.37 12.48 0.73 0.15 2.76 0.55 

Cultivation 205.30 41.06 118.00 23.60 128.33 25.69 250.83 50.17 

Forest 254.51 50.90 302.61 60.52 325.93 65.25 192.81 38.56 

Water Body 0.25 0.06 0.50 0.11 0.58 0.03 0.22 0.05 

TOTAL 499.97 100 499.97 100 499.97 100 499.97 100 
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Table 3.3: Land use/land cover changes of Ado-Ekiti LGA between 1986 and 2015 

 

Class.  Categories.              1986-1991                1991-2002               2002-2015 

            Diff. in Area           Diff. in Area            Diff. in Area 

   ( Km
2
)        % (Km

2
) %            (Km

2
) % 

Settlement  10.24 2.04    27.91     5.59      8.95 1.79 

Bare surface  28.71 5.75  - 61.64  -12.33      2.03 0.14 

Cultivation -87.30 -17.46    10.33     2.09     122.5 24.48 

Forest  48.1 9.62    23.32     4.73    -133.12 -26.69 

Water body  0.25 0.05     0.08   - 0.08     - 0.37  0.02 

Total 0 0         0 0     - 0.01 - 0.26 

 

3.1   Interpretation and Analysis of Change of 

LULC between1986 and 2015  

 

Land cover change is a gradual and constant process in 

every given geographical unit. In Ado-Ekiti, (the study 

area) land use/landcover change is visible and well 

pronounced using remote sensing techniques. The 

multidate satellite imageries of Ado-Ekiti between 

1986 and 2015 were also used.  

 

Table 3.4, 3.5, 3.6 and 3.7 present the magnitude, 

annual frequency and percentage change. The 

magnitude of change for different year interval (1986-

1991, 1991-2002 and 2002-2015) was calculated by 

subtracting the area of each landuse/landcover type of 

recent year from the former i.e 1991-1986. The 

percentage of change was calculated by dividing the 

magnitude of change of each landuse/landcover 

category by the value of the base year, then multiplying 

the result by 100. 

 

Annual frequency of change was obtained by dividing 

the magnitude of change of each landuse/landcover 

category by the number of years between the periods 

under consideration. (See table 3.4, 3.5, 3.6 and 3.7) 

1986  landuse/landcover area = x1,              1991  

landuse/landcover area = x2 

2002  landuse/landcover area = x3,              2015  

landuse/landcover area = x4   

Year Interval = a,       Base Year = b 

Therefore; 

Magnitude of change = x1-x2 , 

Annual frequency of change = x1-x2  

                                                    a 

Percentage change = ( x1-x2)  x 100 

                                       b      

 

Table 3.4: Magnitude, Annual frequency and Percentage of change between   1986-1991 

 

 1986 1991 Magnitude Annual Frequency Percentage of 

Change 

Class. Category (%)        (%) (Km
2
) (Km

2
)  (%) 

Settlement 1.25 3.29 10.24 2.05 45.03 

Baresurface 6.73 12.48 28.71 5.74 29.9 

Cultivation 41.06 23.6 -87.3 -17.46 -27 

Forest 50.9 60.52 48.1 9.62 8.63 

Water Body 0.06 0.11 0.25 0.05 33.33 

TOTAL 100 100 0 0 89.89 

  
The above table shows that between 1986 and 1991, 

only cultivation recorded a negative magnitude and  

 

annual frequency of change. This further shows that 

settlement, bare surface and forest gain more land from  
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other land use while cultivated area, loosed land to 

other landuse with respect to their magnitude of change. 

The comparative changes are shown in the different 

satellite image data set of 1986 and 1991 (see fig. 3.1 

and 3.2) and table 3.4. 

 

Table 3.5: Magnitude, Annual frequency and Percentage of change between 1991 and 2002 

 

 

Class 

Categories 

1991 2002 Magnitude Annual Frequency Percentage of  

Change 

         

(%) 

       (%) (Km
2
) (Km

2
)  (%) 

Settlement 3.29 8.88 27.91 2.54 45.84 

Bare Surface 12.48 0.15 -61.64 -5.6 -97.69 

Cultivation 23.6 25.69 10.33 0.94 4.19 

Forest 60.52 65.25 23.32 2.12 3.71 

Water Body 0.11 0.03 0.03 0.007 7.41 

TOTAL 100 100 -0.05 0.007 - 36.54 

 

The table above indicates that bare surface loose land area to other land use, while settlement, cultivation and 

forest gain more land. (See table 3.5 and figure 3.3) 

 

Table 3.6 : Magnitude, Annual frequency and Percentage of change between 2002 and 2015 

 

 

Class 

categories 

 

2002 (%) 

 

2015(%) 

 

Magnitude of 

change (Km
2
) 

 

Annual 

Frequency (Km
2
) 

 

Percentage of 

Change (%) 

Settlement 8.88 10.67 8.95 0.9 9.16 

Bare Surface 0.15 0.55 2.03 0.2 58.17 

Cultivation 25.69 50.17 122.5 12.25 32.31 

Forest 65.25 38.56 -133.12 -13.31 -25.66 

Water Body 0.03 0.05 -0.37 -0.04 -46.84 

TOTAL 100 100 -0.01 0 27.14 

 

This indicates that settlement and cultivation increase while forest and water body reduced. 

 

Table 3.7: Magnitude, Annual frequency and Percentage of change between 1986-2015 

 

 

Class 

Categories 

1986  2015  Magnitude 

of Change 

Annual Frequency 

of Change 

Percentage of 

Change 

 

% 

 

% 

 

Km
2
 

 

Km
2
 

 

 (%) 

Settlement 1.25 10.67 47.1 1.81 79.02 

Bare surface 6.73 0.55 -30.9 -1.19 -84.84 

Cultivation 41.06 50.17 45.53 1.75 9.98 

Forest 50.9 38.56 -61.7 -2.37 -13.79 

Water body 0.06 0.05 -0.03 -0.001 -6.52 

TOTAL 100 100 52.47 -0.001 -16.15 

 

The table above figures indicate that between 1986 and 

2015, bare surface, forest and water body recorded 

negative, annual frequency and percentage of change.  

 

This further shows that settlement, and cultivation gain 

more land from other landuse while forest and bare 

surface loosed land to other landuse with respect to 
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their magnitude of change.(See table 3.7 and fig 3.4)                                                                                                                                       

Table 3.7 further shows that within 29years period, 

settlement and cultivation gained 79.02 and 9.98% of 

land and 47.10 and 45.53(km2) magnitude of change. 

All other land use classes, bare surface, forest and 

water bodies lost land to settlement. 

 

IV.CONCLUSION 

 
The analysis reveals that urban areas have expanded 

significantly leading to degradation of the natural 

vegetation such the forest and farmland leading to 

ecological disruptions. This study has shown that lack 

of relevant spatial information, crucial for planning, 

may be alleviated with remote sensing data that can 

provide opportunities for periodical survey of land 

use/land cover changes and their spatial distribution. 

 

V. RECOMMENDATION 
 

Because of the spatio-temporal changes in the land use 

and land cover of the study area and its effects on the 

biodiversity, the following recommendations should be 

adopted for policy makers for better decision-making. 

 

 The use of satellite remote sensing techniques for 

adequate monitoring should be encouraged in Ekiti-

State, so that research on issues regarding the 

physical environment can be carried out effectively. 

 Forest guards should be employed if they are not 

yet on ground but if they exist, more should be 

employed and they should be exposed to more 

training on protecting the forest. 

 The people in the study area should be enlightened 

or educated on how to manage and protect the 

environment. 

 Effort should be made by the Ekiti-State 

government in acquiring more recent maps, satellite 

imageries and gathering of land use and land cover 

environmental data from time to time to enable 

proper monitoring and location of land use. 
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ABSTRACT 
 

In this paper, we study two types of two dimensional line integral problems. The closed forms of the two types of line 

integrals can be determined by using a complex integral formula. In addition, two examples are proposed to do calculation 

practically. The method adopted in this study is to find solutions through manual calculations and verify the answers using 

Maple. 

Keywords: Line Integral, Complex Integral Formula, Closed Forms, Maple. 
 

 

I. INTRODUCTION 

Calculus and engineering mathematics courses provide 

many methods to solve the integral problems which 

include change of variables method, integration by 

parts method, partial fractions method, trigonometric 

substitution method, etc. In this paper, we study the 

following two types of two dimensional line integrals 

which are not easy to obtain their answers using the 

methods mentioned above. 
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where ba, are real numbers, and 2
21 ],[: Rtt  is a 

piecewise smooth curve in 2R defined by 

))(),(()( tytxt  which satisfies 022  ba ,

2222 )]([)]([ batytx  , 0)]([)]([ 2222  batytx . 

The two types of line integrals can be determined by 

using a complex integral formula; these are the main 

results of this paper (i.e., Theorems 1 and 2). Adams et 

al. [1], Nyblom [2], and Oster [3] provided some 

methods to solve the integral problems. Moreover, Yu 

[4-30], Yu and Chen [31], and Yu and Sheu [32-34] 

used some techniques to solve some types of integrals, 

which including complex power series, integration 

term by term theorem, Parseval’s theorem, area mean 

value theorem, and generalized Cauchy integral 

formula. In this study, we propose some examples to 

demonstrate the manual calculations, and verify the 

results using Maple. 

 

II.  METHODS AND MATERIAL 

First, we introduce two formulas used in this paper. 

Formulas: 

Suppose that z  is a complex number, then 

1)  , for .   (3) 

And 

2)  , for .    (4) 
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To obtain the major results, two lemmas are needed 

and the first one is the complex integral formula used 

in this article. 

Lemma 1   Suppose that ,z  are complex numbers 

with 0 , then  
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Lemma 2  Suppose that  , are real numbers with 

122   , then  
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Proof  Using Eq. (3) yields 
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   (by Eq. (4))                            q.e.d. 

 

III. RESULTS AND DISCUSSION 

Main Results 

In the following, we use Lemmas 1 and 2 to obtain the 

closed forms of the line integrals (1) and (2). 

Theorem 1  If ba, are real numbers, 022  ba C

is a constant, and let 2
21 ],[: Rtt   be a piecewise 

smooth curve in 2R defined by ))(),(()( tytxt  for 

],[ 21 ttt , which satisfies  

2222 )]([)]([ batytx  , and 

0)]([)]([ 2222  batytx , then 
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By the equality of the real parts of both sides of Eq. 

(8), we obtain 
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Therefore, the desired result holds.            q.e.d. 

Theorem 2  If the assumptions are the same as 

Theorem 1 , then 
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Proof  By the equality of the imaginary parts of both 

sides of Eq. (8), the desired result holds.        q.e.d. 

 

Examples 

For the line integral problems discussed in this study, 

two examples are proposed and Theorems 1 and 2 are 

used to determine their closed forms. On the other 

hand, Maple is used to calculate the approximations of 

some line integrals and their closed forms to verify our 

answers. 

Example 1  If 1,1  ba in Theorem 1, and let 

2]2,1[: R be a piecewise smooth curve defined by 

),2()( ttt  , then using Theorem 1 yields 
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Using Maple to verify the correctness of Eq. (11) as 

follows: 

>evalf(int(ln(25*t^4+16*t^2+4)-

arctan((4*t^2+2)/(3*t^2)),t=1..2),18); 

4.04095054522252823 

>evalf(2*ln(468)-2*arctan(3/2)+arctan(-2/3)-arctanh(-

2/11)-ln(45)+2*arctan(2)+arctanh(-2/7)-4,18); 

4.04095054522252827 
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Example 2  In Theorem 2, if 2,3  ba , and let

2]3,1[: R be a piecewise smooth curve defined by 

),4()( ttt  , then by Theorem 2 we have 
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                    (13) 

We also employ Maple to verify the correctness of Eq. 

(13). 

 

>evalf(int(4*arctan((8*t^2+12)/(15*t^2+5))+1/2*ln(28

9*t^4+342*t^2+169),t=1..3),18); 

13.5557804577116240 

 

>evalf(3/2*ln(26656)+10*arctan(3/5)+3*arctanh(-

15/83)-4-1/2*ln(800)-Pi+2*arctan(7)-3*arctanh(-

1/3),18); 

13.5557804577116242 

 

IV.CONCLUSION 

 
As mentioned, we mainly use a complex integral 

formula to solve two types of two dimensional line 

integrals. In fact, the applications of complex integral 

formulas are extensive, and can be used to easily solve 

many difficult problems; we endeavor to conduct 

further studies on related applications. In addition, 

Maple also plays a vital assistive role in problem 

solving. In the future, we will extend the research topic 

to other calculus and engineering mathematics 

problems and use Maple to verify our answers. These 

results will be used as teaching materials for Maple on 

education and research to enhance the connotations of 

calculus and engineering mathematics. 
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