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Abstract—Data-driven dynamic logic ( 3 ) uses local data in-
stead of a global clock to maintain correct precharge and evalua-
tion phases. Eliminating the clock from dynamic gates yields less
power consumption and faster gate operation. Two 16-bit barrel
shifters are implemented in a 5-V 0.6- m CMOS technology: one
in normal Domino logic and the other in our proposed 3 . Sepa-
rate power leads are used on the chip to measure power consump-
tion of separate sections. Post-layout simulations show that, de-
pending on input patterns, a 3 shifter consumes 8% to 62%
less power and is 29% faster than the Domino circuit. In addi-
tion, it provides an additional 9% area advantage over its Domino
rival. Experimental measurements confirm post-layout simulation
results, and prove the feasibility of the proposed logic.

Index Terms—Barrel shifter, data-driven dynamic logic ( 3 ),
Domino logic, dynamic logic, low power design.

I. INTRODUCTION

I N CONVENTIONAL CMOS circuits, the required logic
function is implemented twice, both in a pull-down network

(PDN) and a pull-up network (PUN). For increasing speed, in
dynamic logic, the PUN is normally replaced by a single tran-
sistor that is controlled by a global clock signal [1]. Compared
to static CMOS logic, the input capacitance of every dynamic
gate can be reduced by 50% or more. However, due to the usual
requirement of an additional transistor (the footer transistor)
that must be cascaded with the remaining logic block, the speed
generally does not double. Some designers have managed to
remove the footer at the cost of making their circuits delay de-
pendent [2]. This will seriously damage logic portability among
different generations of integrated circuit (IC) processing.

The other disadvantage of using dynamic logic is the exces-
sive load on the clock signal that must be connected to every
dynamic gate. Correspondingly, the increasing frequency of
today’s circuits also results in greater power consumption when
logic is implemented in dynamic fashion. For example, in the
Alpha 21164 microprocessor, the clock-distribution system
consumes 20 W, which is 40% of the total dissipation of the
processor [3]. As a result, the scope of dynamic logic is limited
to those places, such as in data-path logic, where speed is a
critical factor, and the power penalty is acceptable.
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One solution for reducing the excessive load of the usual
clock-tree network is to use local data instead of a global clock.
The idea was first briefly introduced in [4] where dynamic
gates precharged by a combination of clock and data are used
to implement a binary look-ahead carry function. Using data
for precharging a dynamic node decreases clock load and elim-
inates the need for a footer transistor. However, the resulting
circuit has unequal data-pin capacitance loads, as involved
nodes in precharging encounter heavier loads than found for
normal dynamic gate precharged by a clock. Also, in these
circuits, different input selections lead to different speed-power
tradeoffs, an issue which is explored in Section IV of this
paper. Following the basic idea of data-associated precharging
we have introduced the concept of data-driven dynamic logic
( ), in which a local combination of input data are used
instead of a global clock signal. As a result, both the clocking
signal and the associated transistors driven by the clock are
removed from the dynamic gates.

The remaining sections of this paper are organized as follows.
After introducing in the next section, methods for finding
how to implement arbitrary functions in are discussed and
then, the technique is demonstrated in implementation of
a 16-bit barrel shifter. Next, experimental results are used to
compare power, area, and speed of circuits against con-
ventional Domino logic. Overall, we will show how a proper
selection of precharging signals can create circuits which
operate faster, yet consume less power than their Domino coun-
terpart.

II.

For implementing a specific function in conventional static
CMOS logic, both of 0’s and 1’s in the truth table must be cov-
ered. pMOS devices in a PUN and nMOS devices in a PDN
combine to realize both of 0’s and 1’s of the truth table (Fig. 1).
By contrast, in dynamic logic, one of the output states of the
truth table is established initially using a single transistor driven
by a global clock. Correspondingly, dynamic circuit operation
is divided into two distinct parts, the precharge and the evaluate
phases. In the precharge phase, the output node is precharged
to a particular level. Upon the start of the evaluation phase, de-
pending on the state of the inputs, the output node will either
be allowed to maintain the precharged state, or will be forced
to the opposite level. The transition between two values must
be glitch-free, since dynamic gates rely on dynamic capacitive
storage, in contrast to static gates, which provide continuous dc
restoration.

A gate operates in two phases, precharge and evaluate,
nominally the same way as dynamic logic, but with the excep-
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Fig. 1. (a) Logic implementations of the NAND truth table. (b) Static. (c) Dy-
namic.(d) D L.

tion that a combination of inputs plays the role of the clock
signal. In creating conventional dynamic logic gates, in which
one of the PDN or PUN of static logic is removed, a set of con-
ditions must be imposed on the circuit inputs. For example, in a
Domino logic block, all of the inputs must be held low during the
precharge phase. This suggests that if we can precharge the cor-
responding gate with a combination of input data, then the need
for a clock signal could be eliminated. We call circuits using data
precharging (rather than clock precharging) . While main-
taining the usual conditions enforced on the inputs of Domino
and NP-CMOS circuits, in we replace the clock signal by
one input or a combination of inputs. An example of this re-
placement process in the transformation of a NAND gate is shown
in the Fig. 1(c) and (d). Suppose both inputs A and B are held
at the low level in the precharge phase (the Domino condition).
Awareness of this usual restriction enables us to eliminate the
clock signal as shown in Fig. 1(d). During the precharge phase,
when the input A is low, node Out is precharged high. When
signal A makes a possible transition from low to high, the eval-
uation phase begins. At this time, depending on the value of B,
node Out conditionally discharges. Note that for the particular
circuit above, employing B instead of A will lead us to a similar
final result.

Note that a variant of Domino logic is also presented in [1,
p. 299] that eliminates the clock transistor from PDN. How-
ever, since complementary value of the precharging clock is not
present in the pull-down logic, short circuit power dissipation
during the precharge can occur. In opposite, this case cannot
happen in , as the complement of the precharging signals
exist as product terms in the pull down network, that prevent any
short-circuit current flow during the precharge phase. Therefore,
it is a less desirable option for a scalable delay-independent de-
sign style as is doing.

Fig. 2. (a) Domino and (b)D L implementations of functionF = G�(A+B).

III. IMPLEMENTATION OF VARIOUS FUNCTIONS IN

In general, whenever we have a function in the
product-of-sums form, , then the minimum

(the with the minimum number of literals) in which all
inputs have a low value during the precharge phase (the Domino
condition), is used to replace the clock. This replacement pro-
cedure results in a minimum number of series transistors that
must be placed in the PUN. Examples of this process are shown
in Fig. 2(a) and (b).

The best case occurs when one of the terms has only one
literal. In that case, only one transistor is used in the clock-re-
placement process. Note, also, that when has only a single
product term, the need is for a static -input OR gate. To obtain
more speed than a static OR gate provides, one can use a Domino
OR gate which has less delay than a static one.

For longer chains of logic gates, we can always start a
design from a Domino logic chain and then convert the indi-
vidual gates using the above procedure. However, the first stage
still requires a clock-driven gate to initiate proper precharge and
evaluate sequences.

Using the above conversion techniques, a Domino
barrel-shifter was converted to a one in [5] where an
18% power reduction was achieved. A technique similar to
NP-CMOS was used for cascading a chain of N-logic-im-
plemented gates followed by another P-logic-implemented
gates in [6]. This has demonstrated the advantages of in
comparison to NP-CMOS logic where again 35% reduction in
power was observed.

Certain logic structures, such as multipliers which contain in-
verting gates like XOR cannot be easily implemented by usual
dynamic techniques. For those circuits, dual-rail dynamic im-
plementation is the remedy. Such circuits can be transformed
by dual-rail (or ), in much the same way that has
been demonstrated for single-rail logic. The concept of is
used to implement a multiplier in [7] where its characteristics
are compared against dual-rail Domino logic.

Thus, one can see that covers a wide range of logic im-
plementations, from static to dynamic with flexibility of choice
over power and speed. This tradeoff is illustrated by Fig. 3 which
shows that by selecting different input combinations to control
precharging, behavior can extend from that of low-power
static logic to become even faster than usual dynamic logic. If
ones main concern is power, then static is the logic-of-choice,
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Fig. 3. D L relative position in our barrel shifter design.

but for speed performance, the regions near (and above) the dy-
namic point are better space. brings the advantage of flex-
ible movement within the speed-power design space under the
designer control. Note that in Fig. 3, can operate at a higher
speed since it does not use the footer transistor required by usual
dynamic logic. Of course to reduce delay in regular dynamic
design, one can eliminate the footer transistor through a tech-
nique like those used in clock-delayed Domino logic [8]. How-
ever, this will lead to a delay-dependent design. Moreover, the
same concept is applicable in as well. In fact, knowing
delays of the signals, we can further reduce the switch
network. This results in the concept of delay-dependent
( ), which is discussed in [9]. In the next section, we will
illustrate speed-power tradeoffs in the design and implementa-
tion of a barrel-shifter circuit.

IV. DESIGN OF 16-BIT BARREL SHIFTER

To investigate the advantages of design at a
system-building-block level, we have implemented a 16-bit
barrel shifter; both in dynamic logic and styles, and have
then compared their characteristics.

A. Design Specification

The basic operation of the desired barrel shifter is based on
logarithmic shifter architecture as described in [1, p. 596] with
additional right shift and rotate capabilities [10]. It can shift/
rotate 16-bit input data from 0 to 15 bits to the left/right, and
send the result to the output. The shift operation is controlled
by 6 bits: Four bits for the length, one bit for direction, and one
bit for type (shift/rotate). The shift-and-rotate array (SARA), and
the control logic are the two distinct blocks of the barrel shifter,
in which the former performs the actual shift-and-rotate task
on available data, while its controlling signals come from the
control logic [10].

SARA occupies most of the chip area, and determines the crit-
ical path delay of the barrel shifter, whereas only a small per-
centage of the chip is occupied by the control logic. For this
reason, only SARA is implemented in the dynamic and al-
ternatives, and the control logic is purely static.

B. Shift-and-Rotate Array (SARA)

This module has been designed using five stages, each with
sixteen cells, as illustrated in Fig. 4. The basic cell used in this
array is an AO22 gate that is called qmux which its symbolic
representation is shown in Fig. 5(a). It implements the function

. Here and come from the

control logic, whereas and are driven by either external
of inputs, or by outputs of the previous stage of the shifter.

The first stage of the array is used for shifting or rotating data
to the right. The next four stages of the array are used for shifting
or rotating data from 0 to 15 positions to the left. The first of
these four shifts/rotates data 0 or 1 position, the second stages 0
or 2 positions, the third 0 or 4 positions, and, finally, the fourth
performs shifts or rotations of 0 or 8 positions.

C. Domino Implementation of the SARA

Since SARA has non-inverting properties, the Domino style
can be used directly in its dynamic implementation. In the
precharge phase of Domino logic, inputs of each gate must be
set to the inactive state. This means that in the precharge phase,
all four inputs of each qmux cell must be set to a low level. This
is easily done by using the clock signal to force the outputs
of the control logic to the low level during precharge time, as
shown in Fig. 5(b). In the precharge phase ( ),
both and are forced to zero, whereas in the evaluation
phase, they found their actual values. inputs of each qmux
cell are also set to the low level through the previous cell’s
output inverter. Such a Domino cell configuration is shown
in Fig. 6. As shown in the figure, a small keeper transistor is
devised to prevent possible charge-sharing problems and to
deliver static clock-speed-independent outputs.

D. Implementation of the SARA

In order to eliminate the clock signals from the qmux cells,
we must substitute them with suitable combinations of inputs.
Each of the four groups , , and

can be considered in a replacement strategy. We note
that one literal from each product term is required to implement
the substitute control logic for .
Among the various clock replacement options, pair
presents the lowest input-output capacitances which is used for
implementing corresponding gate as shown in Fig. 7. Em-
ploying the logic shown in Fig. 5(b), the outputs of the control
logic will be set low in the precharge phase ( )
to precharge the entire circuit. We note that is used
for only interface section. This mode of operation can be seen
to have more similarity to the Domino circuit, as every qmux
cell drives only one nMOS switch. Also, since all control sig-
nals are forced to zero at the same time, there is no precharge
wave inside the circuit, since all the nodes get precharged at the
same time, once the control logic outputs are driven low. More-
over, due to the elimination of clock-controlled footer transistor,
this design is faster than its Domino rival. We have selected this
method as our candidate for the physical implementation
which is discussed in the next section.

Note that as an another choice, group can be se-
lected for clock replacement, so that stages of the barrel shifter
are precharged with the external inputs . For this pur-
pose, the inputs of the barrel shifter must be set low in the
precharge phase. As an alternative, we can construct the first
stage of the barrel shifter as in the usual Domino style. In either
case, the resulting low values at the inputs of internal logic create
a precharge wave, which is transferred to the outputs through the
second stage, then third stage, and so on. For each qmux cell,
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Fig. 4. SARA block diagram.

whenever the condition is satisfied, the corre-
sponding cell is precharged. A possible high transition on each
of or inputs initiates the evaluation phase. The con-
figuration of the resulting qmux cell in design is shown
in Fig. 8. The advantage of this configuration over the Domino
implementation is its conditional evaluation, which means that
unlike the Domino gate, it does not go to the evaluation phase if
both inputs remain at a low level in that phase. For randomized
inputs this configuration brings an 18% power advantage over a
Domino implementation, as reported in [5]. On the other hand,
inputs are part of the critical path, and each drives both a
pMOS and an nMOS device; hence, the total input-output delay
of the barrel shifter will increase compared to the Domino style
in which each qmux output drives only one nMOS device.

V. PHYSICAL IMPLEMENTATION

In order to show the advantages of over Domino logic,
SARA has been implemented in two different logic styles, using
a 5 V 0.6- m CMOS technology. The chip block diagram shown
in Fig. 9 contains and Domino implementations of SARA.
Control logic, which is statically implemented, prepares con-
trolling signals needed for both individual arrays of the SARA,
while, at its output, interface logic converts signals into the ap-
propriate forms to precharge gates and satisfy the Domino
condition. Since the outputs of the interface have a higher
load than those for the Domino logic, proper gate sizing has been
applied to provide equal rise/fall times for both cases. Both im-
plementations share inputs from external pins and a select signal
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Fig. 5. (a) Symbolic representation of the basic qmux cell used in SARA blocks.
(b) Sample circuits of interface logic converting outputs of the control logic to
the required signals for D L Domino arrays.

Fig. 6. qmux cell implementation in Domino.

Fig. 7. qmux cell implementation in theD Lmethodology in which precharge
is done by control signals.

connects the selected SARA to the output pads. The chip mi-
crophotograph is shown in Fig. 10. The chip has been success-
fully tested up to 15 MHz (the maximum frequency of our test
device), and its power consumption has been measured at var-
ious frequencies. Different power connections have been used
to measure power consumption of each individual block sepa-
rately. The test results are in good shape, and conform to the

Fig. 8. qmux cell implementation in theD Lmethodology in which precharge
is done by the inputs.

Fig. 9. Block diagram of the barrel shifter chip.

Fig. 10. Microphotograph of the barrel-shifter chip.

post-layout simulations. In the following sections, power, area,
and speed of and Domino circuits are compared.
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TABLE I
AVERAGE POWER CONSUMPTION OF D L AND DOMINO LOGIC (MW)

A. Power

The implemented chip has separate power sources for the
SARA blocks and control logic, clock-tree, output buffers-and-
multiplexers, and PADs. Having two different clock sources,
one for and the other for Domino, enables us to measure
power consumption of each core separately. For example, by
setting Domino_CLK to zero, the Domino SARA will not con-
sume any power, and SARA and control logic are the only
sources of consumption from -Logic. In the same way, by
setting to zero and toggling Domino_CLK, we can
measure the power consumption of the Domino implementation
only.

The lowest power consumption occurs when every
single node of the qmux cells in the SARA remains at the
precharge-mode value for two consecutive phases. This hap-
pens when inputs of the barrel shifter are set to 0. In
this case, all of the qmux cells’ outputs retain their precharged
values, and only control logic, plus its interface [Fig. 5(b)] and
clock buffers [Fig. 9] in Domino style, consume power. By set-
ting shift length to a constant value, and removing control-block
consumption from the list, we can compare pure consumption
of precharging logic for both of and Domino, when there
is no activity inside the SARA.

On the other hand, the highest power consumption occurs
when the entire collection of qmux cells within the array lose
their charges in the evaluation phase. This is arranged by as-
signing inputs to all 1 s. Table I presents post-layout-
simulation results in the average, best and worst cases of power
consumption for the two logic styles considered.

For 65 out of 80 qmux cells within the SARA block, and
are complements of each other. This means that a series

combination of them in Fig. 7 acts as a single clock signal from
an activity-factor point of view. However, since each Domino
qmux cell has one extra nMOS switch (the footer transistor), its
consumption is higher than the equivalent circuit. From
Table I, it can be concluded that Domino-circuit power con-
sumption can be 8% to 61% higher than that for , depending
on the input patterns. This result shows that where there are
no input changes, and correspondingly, no event is expected to
propagate in the circuit, Domino logic is least efficient from
a power point of view. In such case a static equivalent circuit
would consume zero power, and can effectively fill in the
gap in the power spectrum between static and Domino logics.

B. Area

The barrel-shifter-chip layout was designed using a
full-custom approach. There is a single pMOS switch in
the PUN of Domino qmux (Fig. 6), while there are two series
pMOS transistors in the PUN (Fig. 7). However, Domino
qmux has one extra nMOS switch (the footer) in the PDN.
This cascaded transistor creates a gap in the active area of the
PDN of the Domino qmux [Fig. 11(b)]. Based on the concept
of branch-based design [11], this implies a greater diffusion
capacitance, greater cell area, and also irregularity inside the
cell’s layout. As shown in Table II, the Domino cell’s area is
9% more than its counterpart. The area consumption of
the Domino logic becomes much worse when clock buffers and
their corresponding routing are considered.

The other observation that we have made during layout prepa-
ration is that, normally, a standard cell or custom-based cell
is designed by having two and rails at the top and
bottom of the cell, and, thereby, arranging pMOS and nMOS
switches close to these two rails. A Domino cell possesses a
few pMOS-switches in the PUN, and a large number of nMOS
switches in the PDN. This creates an unbalanced area require-
ment for the two sections, and demands a very careful layout
to reduce wasted area. However, tends to have a more-
balanced area requirement for PUN and PDN, and its layout
is more straightforward, particularly when considering the fact
that pMOS-switch widths are nearly twice those of the nMOS
ones.

C. Speed

The critical path of the barrel shifter is constructed from five
stages of qmux arrays. Therefore, all input patterns should sim-
ilarly pass through these five stages. The control path is a small
amount of logic and does not contribute to the critical path
delay. Since the outputs are always precharged to zero, the crit-
ical path delay is measured for where all inputs are set to one
with different shift values. In order to perform a fair compar-
ison, all transistors in the and Domino SARAs were con-
structed using m, m (for the keeper),
and m (for other pMOS), with m.
Post-layout simulation results measured at the SARA’s outputs,
are shown in Table III.

Since only one pMOS device precharges a Domino cell, its
precharge time has a lower value. In the evaluation phase of
the Domino cell, there are three series nMOS devices between
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Fig. 11. Qmux layouts for (a) D L and (b) Domino.

TABLE II
AREA COMPARISON BETWEEN D L AND DOMINO

TABLE III
POST-LAYOUT SIMULATION RESULTS FOR SARA (TIMES IN PICOSECONDS)

the output and GND, whereas for , there are only two. As
a result, is expected to have faster evaluation time than
Domino. However, there are cases where this speed advantage
is less than expected. For example, consider the case where

is one and is zero in the evaluation phase. During the
precharge time, a small charge is stored at node “s” (Fig. 7) and
has to be discharged in the evaluation phase along with the node
q. For instance, this situation arises during right shift. On the
other hand, when and have reverse values, “01”, in
the evaluation phase, the circuit delay is reduced by 80 ps. In
other words, left shift operation is faster than right shift in the
barrel shifter. The results in the Table III show the worst-case
timing for circuit operation. Please note that although Domino
precharge time has the lower value, this is not beneficial for
most systems that use a clock with 50% duty cycle. Generally
speaking, in Domino logic, it is the evaluation time that limits
the maximum frequency of the clock.

VI. EXPERIMENTAL RESULTS

The fabricated chip has been tested at various frequen-
cies, and the results have been compared against HSPICE
post-layout simulations using BSIM3v3 level-49 transistor
models. For this purpose, we have prepared a test board with
appropriate switches to perform some comparative measure-
ments of the and Domino implementations. As our chip
possesses separate pins for different sections of the circuit,
we have been able to accurately measure current drain and
power consumption of each block at various speeds. Table IV
shows some of our power measurements, along with various
post-layout simulation results. Post-layout simulation power
levels are slightly higher than experimental ones. This could be
the result of voltages dropped on the wiring and PADs, while
our extraction file does not have any such connection resistance.
Please note that “Clk-buf” power indicated in the last row has



RAFATI et al.: BARREL-SHIFTER IMPLEMENTED IN 2201

TABLE IV
D L AND DOMINO CORES POWER CONSUMPTIONS (IN MW)

Fig. 12. Measured waveforms with a 10-MHz clock for (a) D L and
(b) Domino.

been added to the Domino power for a fair comparison against
power consumption.

Measured waveforms for one of the outputs of the
barrel-shifter, operating with 10-MHz clock, are shown in
Fig. 12(a) and (b). The noises over the waveforms do not exist
in the simulations and are related to the measurement setup.
Despite their presence, the circuit has been working properly.

VII. CONCLUSION

is an improved type of synchronous dynamic logic, in
which precharge and evaluation phases are performed under
control of input data, and without an explicit clock. This logic
style eliminates the need for a global clock signal, as well as the
need for a footer transistor cascaded with the evaluated nMOS of
conventional dynamic logic gates. Moreover, it does so without
making the design delay dependent. In this paper, we have com-
pared a barrel shifter implementation in two logic styles:
and Domino. Experiments with the fabricated chip, and post-
layout simulation results, show that the shifter consumes
8% to 61% less power than the Domino shifter, depending on
the input data pattern. Also, is 29% faster and 9% smaller
than its Domino counterpart.
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