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Abstract

Individuals with obesity often appear reluctant to undertake dietary changes. Evaluating the reasons for
this reluctance, as well as appropriate policy responses, is hampered by a lack of data on behavioral
response to dietary advice. I use household scanner data to estimate food purchase response to a diagnosis
of diabetes, a common complication of obesity. I infer diabetes diagnosis within the scanner data from
purchases of glucose testing products. Households engage in statistically significant but small calorie
reductions following diagnosis. The changes are sufficient to lose 4 to 8 pounds in the first year, but are
only about 10% of what would be suggested by a doctor. The scanner data allows detailed analysis of
changes by food type. In the first month after diagnosis, healthy foods increase and unhealthy foods
decrease. However, only the decreases in unhealthy food persist. Changes are most pronounced on large,
unhealthy, food categories. Those individuals whose pre-diagnosis diet is concentrated in one or a few
foods groups show bigger subsequent calorie reductions, with these reductions occurring primarily occuring
in these largest food groups. I suggest the facts may be consistent with a psychological framework in which
rule-based behavior change is more successful. I compare the results to a policy of taxes or subsidies.
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1 Introduction

In many health contexts, individuals appear resistant to undertaking costly behaviors with health benefits.

Examples include resistance to sexual behavior change in the face of HIV (Caldwell et al, 1999; Oster, 2012)

and lack of regular cancer screening (DeSantis et al, 2011; Cummings and Cooper, 2011). Among the most

common examples of this phenomenon is resistance to dietary improvement among obese individuals, or those

with conditions associated with obesity (Ogden et al, 2007). Encouraging behavior change in this context is of

significant policy importance: estimates suggest that the morbidity and mortality costs of obesity were $75

billion per year in the US in 2003 and rising (Wang et al, 2011).

Dietary changes are a significant component of prevention and treatment. Despite this, individuals

generally find it difficult to change their diet and lose weight, even in the face of strong health incentives to do

so. There are many explanations for this fact. Individuals may lack information about the importance of

weight loss; this explanation underlies much of the prevailing policy approach to this problem, which focuses

on information campaigns.1 Individuals may have good information but lack motivation to lose weight, either

because they put limited value on their long-term health or because they have high discount rates. It is also

possible that individuals are informed and motivated but face external constraints on behavior change.

The basic observation that dietary changes are limited on average does not provide much insight into

why, and hampers our ability to design effective policy. In this paper I use data on dietary changes after

health news - specifically, news about Type 2 diabetes status - to present a set of facts about dietary response.

This setting is a useful laboratory since a diagnosis of Type 2 diabetes has a limited impact on the benefit of

weight loss, but does come with a large change in information and monitoring of diet. I suggest that we may

use this approach to evaluate how individuals change their dietary behavior when given salient information on

benefits and guidelines for what to do. I am able to look at overall changes as well as detailed information on

changes by food type.

The analysis described above requires observing panel data with detailed diet information among a

sample of individuals with a diabetes diagnosis. Standard health data sources do not allow for this. The key

data innovation in the paper is the use of the Nielsen HomeScan panel, a dataset which is commonly used in

industrial organization and marketing applications. Household participants in the panel are asked to scan the

UPC codes of purchases, including all grocery and drug store item purchases.2 I use purchases of glucose

testing products, following a period of exclusion, as a marker for diabetes diagnosis or news.3 I observe

1See, for example, http://ndep.nih.gov/partners-community-organization/campaigns/ for diabetics in particular, and Michelle
Obama’s “Let’s Move!” campaign (http://www.letsmove.gov/).

2Panelists participate in the panel for varying periods, but typically for at least a year, and are incentivized for their participation.
Other validation exercises have supported the quality of these data (Einav et al, 2010). Throughout the paper I will discuss various
issues with the data which will need to be addressed in the empirical work.

3A small survey of diabetics confirms that nearly all newly diagnosed diabetics acquire these products within a month of
diagnosis, and most of them do so through direct purchase. Glucose monitoring is not a recommended treatment for conditions
other than diabetes, so it is unlikely this procedure identifies non-diabetics.
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UPC-level evidence on food purchasing behavior before and after this event. I merge these data with a second

dataset which provides calorie and nutrient information for foods, so I am able to observe an estimate of

calories purchased as well as quantities and prices.

The two significant limitations of the data, discussed in more detail below, are (1) it is available only at

the household level and (2) it does not measure food away from home. I limit the primary analysis to two

person households, with some robustness checks using the (small) sample of single-person households. I

discuss bounding the estimates given this approach. I address the second issue by looking at changes in a

subset of foods (example: breakfast cereals) which are rarely purchased away from home.

Given the data, the methodology in this paper is straightforward. Using a household fixed effects

framework, I estimate the evolution of food purchase behavior after diagnosis. I argue this provides a causal

effect of a diagnosis in the household on diet.

I begin by using these data to confirm the observation that behavior change is limited. I find

statistically significant reductions in calories purchased after diagnosis, but the changes are small. A simple

illustration, which also illustrates the identification strategy, can be seen in Figure 2a. Calorie purchases are

flat leading up to and including the month of (estimated) diagnosis, and then decline. This decline persists,

but is only about 2% of total calories. I discuss additional assumptions to convert this change into a weight

loss magnitude; I predict a weight loss in the range of 4.3 to 8.3 pounds in the first year. This is consistent

with weight loss estimates after diabetes diagnosis from other sources (Feldstein et al (2008); the Health and

Retirement Survey). I subject these results to a large set of robustness test with varying specifications,

exclusion periods, time trends and sub-samples.

Following this I turn to analysis which dis-aggregates changes by food group. In the first month,

changes by foods are broadly consistent with doctor dietary advice. To precisely measure this advice, I fielded

a small survey of doctors who treat diabetics and asked them to rank food modules as a “good source of

calories,” a “bad source of calories” or “neither good nor bad.” I group foods as “All Good” (indicating that

all doctors surveyed felt this was a good source of calories), “All Bad” (all doctors felt it was bad), “Majority

Good” and “Majority Bad”. In the first month, households purchase more calories (and quantities) of the

foods doctors say are good and fewer of those doctors say are bad. By the second month following, the decline

in the bad food group persists, but the increase in good foods fade.

In addition to heterogeneity by food quality, I also find there is heterogeneity across food groups based

on their importance in the pre-period diet. Calorie declines occur disproportionately among the largest

unhealthy food categories.

I then explore heterogeneity across households in calorie reductions. There is limited variation across

demographic groups, despite strong demographic differences in diagnosis. However, there is strong evidence of

heterogeneity by ex ante dietary characteristics. Individuals whose pre-diagnosis diet is more concentrated
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(i.e. a larger share of their calories are accounted for by a small number of food groups) have much larger

dietary changes than those whose diet is less concentrated. This is true holding constant total number of

calories pre-diagnosis and the total number of food categories purchased.4 This effect is driven by differential

changes across concentration groups in the largest pre-period food categories.

Together, the evidence suggests that overall changes in behavior are small, but that changes in the

largest unhealthy food categories play a crucial role in behavioral response. Further, more successful dieters

seem to be characterized by having a diet concentrated in one or a few food categories, and their success is

driven by larger reductions on these particular foods. In Section 5 of the paper I argue this may reflect

findings in psychology which suggests that identifying specific behavior changes (such as “don’t eat a

particular food”) may produce greater overall change than more general advice (“eat a healthier diet”). To the

extent this helps explain the patterns in the data, it suggests greater behavior change could be achieved on

average by encouraging everyone – even those with less concentrated diets – to focus their efforts on a small

number of food groups.

The small effects estimated here suggest approaches other than individual-motivated behavior change

may be more productive in combating obesity. I make this concrete by comparing the behavior change here to

what we would expect to obtain with a program of taxes and subsidies on foods, using external data on price

elasticity to infer the impact of taxes. I find that moderate taxes (in the 10% range) would achieve similar

reductions in unhealthy foods and, in terms of increases spending on healthy foods, subsidies are likely to have

a larger impact than the changes here.

The primary contribution of this paper is to better understand this important health behavior and to

speak to how obesity policy may be improved. A secondary contribution, however, is to illustrate a new way

that household scanner data might be used by health researchers. Although these data are commonly used in

industrial organization and marketing applications, they have not been used to evaluate questions in health.

2 Background on Diabetes and Diabetes Management

Diabetes is a medical condition in which the pancreas cannot create enough insulin. There are two types. In

Type 1 diabetes, the pancreas cannot make any insulin; this disease typically manifests in childhood and

individuals with the illness must manage it with insulin injections to replace pancreatic function. In Type 2

diabetes the pancreas produces some insulin, but not enough to process all glucose consumed. This illness

more commonly manifests in adulthood and is very often a complication of obesity. Medical treatment of

Type 2 diabetes includes oral medication and, if the disease progresses, injected insulin. This paper will focus

on Type 2 diabetes, which is more common and more responsive to behavior modification.

4This relationship is not mechanical; it does not appear in an analysis of non-diabetics.
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The health consequences of Type 2 diabetes relate to the possible buildup of glucose in the blood. This

buildup can damage blood vessels, leading to a variety of problems. Complications from poorly managed

diabetes include blindness, kidney failure, amputation of extremities (feet in particular), heart attack and

stroke. Even with treatment, Type 2 diabetics have significantly elevated mortality risk compared to

non-diabetics (Taylor et al, 2013). Similar to other complications of obesity, Type 2 diabetes is on the rise in

the US. An estimated 29 million Americans live with the disease, and 1.7 million new cases are diagnosed each

year (CDC, 2014). The vast majority of these are Type 2 diabetes. Estimates from 2012 put the annual cost

of diabetes to the US health care system at $176 billion, with $69 billion in further costs from reduced

productivity (American Diabetes Association, 2013).

A central component of diabetes treatment is changes in diet and exercise behavior. Diet

recommendations are made by the American Diabetic Association (Franz et al, 2002) and have several

components. First and foremost is weight loss. A very large majority of Type 2 diabetics are overweight or

obese, and the ADA recommends weight loss through a deficit of 500 to 1000 calories per day relative to what

would be required for weight maintenance. The ADA also makes recommendations on the makeup of these

calories: roughly 60-70% should be from carbohydrates, 15-20% from protein and less than 10% from

saturated fat. Although in general a diet rich in whole grains and vegetables is recommended, the ADA has in

recent periods noted that the total calorie intake is more important than the source.

The observation that weight loss is an important component of diabetes treatment is reasonably well

accepted (Wilding, 2014). Williamson et al (2000), for example, shows individuals who lose weight after

diagnosis have approximately a 25% decreased mortality rate compared to those who do not lose or who gain

weight. Intensive lifestyle intervention has been shown to produce disease remission in a limited share of

individuals (Gregg et al, 2012). The evidence is not uniform: a recent large-scale randomized trial has

demonstrated limited benefits of a weight loss intervention on overall mortality, although many intermediate

outcomes were affected (Wing et al, 2013). In Appendix A I discuss in more detail evidence of the impacts of

weight loss on various health outcomes among diabetics.

It is quite important to note that the benefits to weight loss are also very large prior to diagnosis. At

least two randomized controlled trials (Lindstrom et al, 2006; Diabetes Prevention Program et al, 2002) have

shown that weight loss programs for individuals at risk for (but not yet diagnosed with) diabetes can reduce

the chance of diabetes onset. Given the large impact of diabetes on mortality, these changes have significant

mortality impacts. Progression to diabetes entails changes in pancreatic function that are difficult or

impossible to reverse; avoiding those in the first place is of value.

Given this, the change in the medical benefit to weight loss upon diagnosis is likely quite small (it could

even be negative). A major change at diagnosis, however, is the frequency of interaction with the medical

system and the severity of the advice given. I argue it is therefore appropriate to think of diagnosis as largely
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an information treatment. Before and after the individual feels physically similar, and has a similar objective

benefit to weight loss. The difference is they are provided with a much more specific and directed set of

dietary advice and more frequent feedback on progress.

3 Data and Empirical Strategy

The primary data used in this paper cover consumer purchases and are collected by Nielsen through its

HomeScan panel. In addition, I make use of data from a small survey of doctors on dietary advice and data on

calorie contents of foods. These sources are described in the first subsection below. The second subsection

discusses data limitations. The third subsection describes the empirical strategy used.

3.1 Consumer Purchase Data

3.1.1 Nielsen HomeScan

The primary dataset used in this paper is the Nielsen HomeScan panel. This dataset tracks consumer

purchases using at-home scanner technology. Individuals who are part of the HomeScan panel are asked to

scan their purchases after all shopping trips; this includes grocery and pharmacy purchases, large retailer and

super-center purchases, as well as purchases made online and at smaller retailers. The Nielsen data records the

UPC of items purchased and panelists provide information on the quantities, as well as information on the

store. Prices are recorded by the panelists or drawn from Nielsen store-level data, where available. Einav,

Leibtag and Nevo (2010) have a validation of the reliability of the HomeScan panel. I use Nielsen data

available through the Kilts Center at the University of Chicago Booth School of Business. This data covers

purchases from 2004 through 2013.

I construct measures of quantity of food purchased in ounces and total expenditures. Where necessary, I

convert non-ounce measurements (i.e. pounds) into ounces. In the case of products which are recorded in

counts (i.e. eggs) I use external evidence on the weight of the item to convert to ounces.

All Nielsen household are asked to scan all items with UPC codes; this will exclude items like loose

coffee, loose vegetables or butcher-counter meats, among others. A subset of households, called Magnet

Households, are asked to record these items as well. These records are typically limited to prices. Throughout

the paper I will show results on expenditures for the whole sample as well as for Magnet households alone,

which will give a sense of the importance of the exclusion of these items.

In addition to purchase data, Nielsen records demographic information on individuals. This includes

household size, structure, income, education of the household heads and age of household heads and children.

The data also include information on individual zip codes. I merge in data from the USDA on “food deserts”
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by zip code; these are defined as low income census tracts more than 1 (10) miles away from a supermarket in

urban (rural) areas.

The analysis will rely on the subset of two-person households for whom I infer a diabetes diagnosis

during the panel (this inference is described in detail in Section 3.3). This includes roughly 4000 households;

summary statistics for these individuals appear in Table 1.5 Panel A summarizes the demographics of these

households, and Panel B summarizes characteristics of their trips and purchases.

3.1.2 Gladson Product Information Data

I merge the Nielsen data with nutrient information purchased from Gladson.6 Gladson maintains a database

of information on consumer products, including virtually all information available on the packaging. The

primary objects of interest are total calories and the nutrient breakdown. I use a single pull of the Gladson

data as of 2010.

The Gladson data does not contain a UPC match for every code in HomeScan. I undertake a sequential

match procedure similar to what is used in Dubois, Griffith and Nevo (2014). For 61% of purchases there is a

direct UPC match to Gladson. For products which do not have a match in the Gladson data, I impute

nutrition values based on product module, brand, description and size. I calculate average nutrition per size

from the matched products and multiply it with the product sizes of the unmatched products to obtain the

imputed values.7

Calorie and nutrient summary statistics appear in the final rows of Panel B of Table 1. The average

household records purchases of 1460 calories per person per day, with 11% of calories from protein, 13% from

saturated fat and 53% from carbohydrates.

3.1.3 Doctor Survey Data

The discussion in Section 2 provides a sense of the general dietary advice for diabetics. To get more specific

information, I fielded a small survey of doctors. Seventeen primary care doctors who treat individuals with

diabetes were surveyed about food choices for diabetic patients. They were provided with a list of food items

designed to correspond to categories in the Nielsen HomeScan data (examples: applesauce, shrimp, frozen

vegetables). For each one, the doctors were asked to indicate if the item is a “Good Source of Calories”, a

“Bad Source of Calories” or “Neither Good nor Bad”. In the analysis below I classify foods into four groups:

“All Good” (all 17 of the doctors reported this as a good source of calories), “Majority Good” (the majority of

5Income, age and education are given in categories. For the purposes of summary statistics, I recode at the median of the
categories. I will use the categories directly in any demographic analyses later.

6More information is available at http://www.gladson.com/.
7I mark products whose nutrition per size is more than 3 standard deviations away from the mean as outliers. I calculate

averages ignoring these outliers. In addition, I can impute values for an unmatched product using matched products with identical
product description or, more broadly, identical product module. I choose the criterion with the lower variance in nutrient values
within matched products.
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doctors report this as a good source of calories), “Majority Bad” (majority of doctors report this as a bad

source of calories; this category includes foods with an equal number of good and bad rankings) and “All Bad”

(all 17 of the doctors report this food as a bad source of calories). Appendix B lists the full set of items and

their rankings.

3.2 Data Limitations

This data has some significant advantages in addressing the questions here. The monitoring is passive, so we

worry less about Hawthorne effects. I observe food choices before and after diagnosis for the same individual,

which has not been possible in large-scale data before. Finally, the data is available at a very detailed food

level. However, there are a number of limitations in the data which deserve discussion.

A first central issue is that I observe only a subset of what households buy and consume. This is true

for two reasons. First, Nielsen panelists do not scan food purchased away from home. Second, even within the

subset of food at home, it is very likely that individuals do not record all purchases. Einav et al (2010)

validate the HomeScan data using a match with records from a retailer and suggest slightly less than half of

trips are not recorded at all; among trips which are recorded, they find a high level of accuracy.

To get a sense of the magnitude of this issue, I compare with food diary data from the National Health

and Nutrition Examination Survey (NHANES). Although the food diaries recorded in the NHANES are likely

also be subject to under-reporting, the issue is likely to be less significant. Using the 2007-2008 NHANES (the

date is chosen as the midpoint of the Nielsen sample) I find adults report approximately 1862 daily calories in

total. The calorie levels in HomeScan therefore represent approximately 80% of calories (taking the NHANES

as a baseline). An alternative baseline is to evaluate this relative to the calorie level which an average diabetic

would require to maintain weight. I do a calculation in this spirit later and conclude this figure is

approximately 2194. With this baseline, HomeScan records about 68% of calories.

A second issue is that for sample size reasons it is infeasible to limit to single-person households and I

will use two-person households. It seems likely that in nearly all cases it is only one household member who is

diagnosed, but what I observe is the overall household change. When I come to magnitudes I will again

suggest bounding arguments based on assuming that the diabetic individual is responsible for as little as half

of the change or as much as all of it. I will also show robustness analysis with single-person households.

Finally, as discussed, non-UPC coded items are recorded only by a subset of households. I will show

results for these households separately.

For all of these reasons, the level of calories, quantities and expenditures is somewhat difficult to

interpret. I will also report the changes in percentages, which may have an easier interpretation. When

discussing magnitudes I will make a set of assumptions which allow me to scale the changes to the overall diet,

and compare the predictions to evidence from external data on weight loss after diabetes.
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3.3 Empirical Strategy

The key empirical challenge here is identifying the timing of diabetes diagnosis. I do this using information on

purchases of glucose testing products. Individuals with diagnosed diabetes need to monitor their blood sugar;

doing so requires a glucose monitor and accompanying test strips. Individuals put a drop of blood on the test

strip and it is read by the monitor, which reports blood sugar levels. This information is required for

individuals to know if they are managing their disease effectively. Test strips are discarded after a single use;

the monitor is a durable good.

The identifying assumption is that observing the purchase of any glucose testing product after a period

of at least nine months of observing no such purchase is a marker of a new diagnosis. This assumption is

consistent with medical guidance. I validate it using a small online survey of diabetics. Among a sample of 43

individuals with Type 2 diabetes who engage in glucose monitoring, 90% reported acquiring either a glucose

monitor or test strips within the first month of diagnosis.

It is worth noting that I do not directly observe health information and it is possible that the

purchasing behavior observed represents news about diabetes rather than a new diagnosis. In the most general

sense, we can think of this as marking some diabetes-related event. Given the exclusion period, however, this

event seems most likely to be a diagnosis. I will refer to this event as “diagnosis” for linguistic simplicity, but

with this caveat in mind.

Having identified the timing of diagnosis using this procedure, the empirical strategy is fairly

straightforward. I use an “event study” method within the household to estimate the response to diagnosis

timing. It is possibly important to adjust for other non-diagnosis time effects - in particular, time in the

Nielsen sample (which could increase or decrease recorded purchases) and month-year effects. Doing this

within the household fixed effects framework generates within household co-linearity and makes the results

difficult to interpret. It also constrains our estimation of these time effects to the small set of timing around

diagnosis events.

Given this, I first use the entire sample - including individuals who are not diagnosed ever during this

period - to residualize the outcomes with respect to month-year fixed effects and a linear control for time in

the sample.8 I use these residualized variables in the estimation.

Defining Yit as the residualized outcome for household i in year t, I run regressions of the form:

Yit = βDit + γi (1)

where Dit is a vector of indicators for diabetes status for household i in month t and γi is a household fixed

effect. In the primary analyses, Dit includes indicators for 1 to 5 months before diagnosis (as measured by test

8Controlling more flexibly (i.e. quadratic, cubic) for this makes no difference.
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strip purchases), first month after diagnosis, 2 to 4 months after diagnosis and 5 to 7 months after diagnosis.

Standard errors are clustered at the household level.

Note that I include the month before purchase of monitoring products in the “pre-period” even though

individuals are likely to have been diagnosed sometime during this month. In a robustness check I will exclude

this month from the analysis. In other robustness checks I will show results in which I vary the way I control

for calendar time (excluding time controls or including more detailed time controls), results where I divide the

pre-period or lengthen the post-period and results in which I adjust for household-specific pre-trends.

Figure 1 shows the change in spending on testing supplies based on the definition of diagnosis timing

used. By construction, the period before the first month of purchases is at zero. The very large spike in the

first month is reflective of the fact that by definition individuals purchase some product in this month. In the

following months, we see continued purchase of testing products at a lower level.

Table 2 shows a regression of the form described in Equation (1) with testing product spending as the

Yit variable. The regression results are consistent with the evidence in Figure 1.

One concern here is that we may not identify all diagnosed individuals. In fact, this is likely given that

a share of individuals (about 40% in the online survey) get their monitoring or testing equipment through

their doctor or insurer. This will mean we estimate our results from a sub-sample of diabetics, although it

does not invalidate the interpretation of the results within this sample. A second concern is that this purchase

behavior occurs for reasons other than diabetes diagnosis; this seems unlikely given that there is no other use

for these products. A final issue is that this identifies a diagnosis in the household, but does not pinpoint an

individual. I limit to two person households, but in the end can say concretely only what happens to

household behavior after one member is diagnosed. This relates to the data limitations above.

The evidence in the paper primarily makes use of the sample of individuals who fit our diagnosis

criteria. However, in a number of places it will be useful to have a sample of individuals who do not fit this

criteria for comparison. I generate a sample of this type using the HomeScan data and limiting to individuals

who are never observed purchasing diabetes testing products. I randomly choose a “diagnosis” month for

these households and then create pre- and post-periods as for the diabetic sample.

4 Evidence on Behavioral Response

This section presents the new facts in the paper. I begin in the first subsection by showing aggregate calorie

changes and discussing the magnitudes. The second subsection uses the detailed food-level data to

disaggregated the calorie changes. The third subsection discusses heterogeneity in calorie changes across

households.
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4.1 Aggregate Changes in Calories

Figure 2a shows the change in total calories per month around the inferred diabetes diagnosis; this figure

replicates the form of Figure 1. The numbers reported are coefficients in a regression of calendar time-adjusted

calories purchased on month-from-diagnosis dummies and household fixed effects.

In the very first month after diagnosis, calories purchased are roughly stable; if anything, increasing a

bit.9 In the months following diagnosis they decline by 1500 to 1800 calories per household per month; this

represents a decline of about 2% from the pre-period mean. This decline is fairly stable over the period

considered. There is no visual evidence of a pre-trend in the series prior to the inferred diagnosis.

I also consider food quantities and expenditures. The direction of the impacts on these variables is

unclear. The recommendation is to decrease calories. This could be accompanied by either an increase or

decrease in quantities and expenditures, depending on how the mix of foods changes. Figures 2b and 2c show

these results. Quantities and, especially, expenditures increase significantly in the first month. Quantities

decline in later months and expenditures return to baseline.

In Table 3, I show the results of estimating Equation (1). Column 1 shows the impact on calories. The

evidence in this column echoes Figure 2a: an increase in calories in the first month, and a persistent decrease

of about 2% after. Columns 2-3 show impacts on quantities and expenditures for the whole sample; Column 4

shows the expenditure effects for the Magnet households, who also report non-UPC coded items. Again, the

evidence in these columns is consistent with Figure 2: slight increases in the first month, followed by decreases

(quantities) and no change (expenditures) in the following period. The changes for Magnet households, in

Column 4, are larger in magnitude due to the overall higher expenditures in this group (as would be expected

since they scan a larger share of purchases). However, the percent changes are extremely close to the overall

sample.

I explore a number of robustness checks. I focus on the primary results on calories in Column 1 of Table

3. The regressions appear in Table 4.

The first three columns estimate impacts with varying approaches to time. Recall the primary results

residualize everything with respect to month-year fixed effects and a control for time in HomeScan. Column

(1) estimate the impacts with no time controls at all. Column (2) estimates the impact with the same controls

but dropping the month of diagnosis. Column (3) uses the pre-period to estimate a household-specific

pre-trend and adjust for that in the analysis. The results are extremely similar to the baseline in all cases.

Columns (4) and (5) vary the household set. Column (4) looks at single person households. The sample

size is smaller and the data is noisier, but the basic patterns remain. The changes are similar when we

consider them as shares. In Column (5) I drop the bottom 25% of households based on pre-period

9Going forward, I will refer to the first test strip month as the time of diagnosis, with the understanding that this is only an
inferred timing based on the strategy described in Section 3.3.
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expenditures.10 Einav et al (2010) suggest a bimodal distribution of reporting quality across households, so

dropping the bottom households in terms of expenditures may eliminate some households with poor reporting

behavior. The results are similar.

Columns (6) and (7) include either divide the pre-period into two (Column 6) or another post-period

(Column 7). The pre-periods are relatively flat in Column (6) and there is no evidence of a drop off in the

effect in the longer post-period in Column (7).

Finally, Column (8) attempts to address the concern raised in the data discussion that we do not

observe food away from home. I use the NHANES dietary data to identify a subset of foods for which at least

85% of consumption reports indicate are purchased at a store - that is, 85% of the time when I observe the

food in the NHANES, it is reported as purchased at a store. The foods included in this sample are not

surprising - milk, cereal, frozen dinners, etc. I then limit the analysis to only these foods, to see if behavior

change differs. As Column (8) demonstrates, the changes in shares are almost exactly the same as the changes

in the full sample of products.

In general, the results in Table 4 suggest that the changes in calories observed in Table 3 are robust

across a variety of specifications.

4.1.1 Magnitudes of Weight Loss

The evidence above suggests a 2% reduction in calories in response to diagnosis, but is not sufficient to

comment on the magnitude of these changes for overall weight loss. Although the conversion between calories

and weight loss is fairly straightforward, it is complicated here because we observe only household-level

changes and do not observe all foods individuals purchase. In this section I describe and implement a scaling

procedure to comment on magnitudes.

The first issue in scaling is the use of household-level data. It seems reasonable to assume that at least

half of the changes in food intake should be assigned to the diagnosed individual. For scaling, I adopt bounds

and assume the affected individual accounts for between half and all of the calorie reduction. This means that

when we observe a 2% reduction in the overall calories purchased by the household (i.e. as in Table 3 Column

1, averaging the post-periods) the bounds on change for the diagnosed individual are 2% to 4%.

The second issue in scaling is that we do not observe all foods people consume. Even if individuals

accurately scan all foods that they purchase at the grocery store, we do not see foods consumed outside the

home. Further, if households fail to scan some of their purchased foods, those will not be observed. On

average, individuals record 1491 calories purchased per household member per day. I will adopt the simple

scaling assumption that the percent change on the items we observe is the same as on the items we do not

observe.

10I use the 12 month pre-period to get a fuller picture of purchases.
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There is some empirical support for this assumption at least as it applies to total grocery purchases.

Magnet households, which are asked to record a larger share of purchases, have share changes similar to the

overall sample. In Table 4, when I drop households with very limited reporting, we again see very similar

changes in shares. Further, when I limit to foods which are consumed largely at home, the share changes

remain the same. All of these facts suggest that the share assumption may reasonably describe overall changes

in grocery purchases.

These assumptions together imply a range of percent change in calories. I apply these to an estimate of

the total caloric intake of the average person in this sample. I generate this based on medical estimates of

caloric intake required to maintain weight11, and use weight estimates for diabetics in a matched age range

from the NHANES. This procedure suggests a baseline of 2194 calories on average (2513 for men, 1875 for

women).

Using the results in Column 1 of Table 3 and applying the scaling described above, I estimate the

overall caloric reduction in the range of 2% to 4%, or between 42 and 84 calories per day. This would translate

to between 0.4 and 0.7 pounds per month, or 4.3 to 8.3 pounds per year assuming these changes occur in all

months of the year.

It is useful to compare this figure to data on measured weight loss among diabetics after diagnosis. In

general, individuals diagnosed with diabetes do seem to lose some weight after diagnosis. I consider two points

of comparison. First, Feldstein et al (2008) use electronic medical records to analyze weight change among

individuals newly diagnosed with diabetes. Second, I analyze data on weight from the Health and Retirement

Survey (HRS) for individuals who change reported diabetes status between survey waves.

The data from Feldstein et al (2008) suggests a weight loss of 5.1 pounds at 8 months; the predicted

range from Nielsen is 2.9 to 6.3 pounds. The HRS shows a change of 7.8 pounds after the first wave,

comparable to a predicted change of 4.3 to 8.3 pounds in the first year in Nielsen. The match suggests these

changes are roughly the right order of magnitude.

It is worth noting that these changes (in these data and in the comparable data) are much smaller than

what would be medically recommended for most diabetes patients. The American Diabetes Association (Franz

et al, 2002) recommends a caloric deficit of at least 500 calories per day. This reduction would lead to a weight

loss of approximately 50 pounds per year. This is of course far above what most individuals achieve.

4.2 Disaggregated Changes by Food Group

The previous section suggests overall calorie changes are small. It is possible, however, that this masks a larger

change in diet quality. If there are large increases in consumption of good foods - fruit, vegetables - and

decreases in consumption of less healthy foods - candy, cookies, etc - we could see relatively small calorie

11Source: HTTP://www.bcm.edu/research/centers/childrens-nutrition-research-center/caloriesneed.cfm
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changes but larger health impacts. There is good evidence that even conditional on caloric intake some dietary

patterns are better than others (see, for example, Estruch et al (2013) on the Mediterranean diet) so such

changes could matter for health.

A key feature of the Nielsen data is that I observe detailed information about which foods are

purchased and, by extension, where calorie reductions stem from. In this section I use this detailed food-level

data to estimate whether there is heterogeneity across food groups in the diabetes response.

As a first step, I simply estimate changes by product group. There are sixty-four product groups in the

data (examples: cookies, dairy desserts, carbonated soft drinks). Of the 64 groups, 15 show significant

decreases in calories in the two-to-seven month period. A slightly larger number show significant changes

(including some increases) in the first month after diagnosis. Figure 3 shows the magnitude of the impact for

these groups. In the short run there are decreases in some unhealthy foods (soda in particular) and increases

in some healthy foods (fresh produce, vegetables, yogurt). In the longer run the increases disappear but there

are significant decreases in a larger number of product groups. These are virtually all “bad” foods - soda,

candy, shortening and oil, etc. On inspection, it appears that the declines in calories stem mostly from

decreases in unhealthy foods, and there are limited increases in healthy foods in the long run.

It is possible to apply some more structure to this analysis using the data from the doctor survey. I use

information from the doctor survey to define a group of “All Good” foods which all doctors in the survey

report as a good source of calories and a group of “All Bad” foods which all doctors report as a bad source of

calories. Figure 4 shows the evolution of calories from the two groups over time. There are virtually no

changes in good food calories at any time; bad food calories are stable in the first month, and then show a

large decrease.

In Table 5, I show regression evidence on these changes for good foods (Panel A) and bad foods (Panel

B). I look at calories, quantities and expenditures. The data is consistent with the evidence in the figure.

Overall, the ratio of good to bad foods increases in the early months, although by the end of the period

considered it is back to baseline.

This analysis uses only a subset of foods. I can also look in more detail across all food groups ranked by

surveyed doctors. As specified in the data section, I define four groups: “All Good”, “Majority Good”,

“Majority Bad” and “All Bad” based on the doctor rankings. For each food group I estimate changes in

calories and calculate the changes as a share of the baseline by group. The results are shown in Figures 5. In

both the short run (the first month) and the longer run (two to seven months) there is a gradient in doctor

advice. This gradient is especially strong in the later months where there are reductions in all food groups,

but much larger ones in the foods that doctors perceive as worse.

The overall picture is consistent with what we see in Table 5 and Figures 3 and 4. In the short-run,

individuals change their behavior in ways very consistent with what would be recommended by a doctor. In
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the longer run they sustain the reductions in unhealthy foods, but the increases in good foods do not persist.

In addition to differing in their health status, food groups differ in their importance in the pre-period

diet. Some product groups and modules account for a much larger share of the diet than others. I explore

whether there is heterogeneity across groups by the initial importance of the category. It is mechanical that

that larger categories will see larger absolute changes, but it is not obvious they should have larger changes as

a percent of the initial level.

Panel A of Table 6 uses the results by product group to describe how the percent change varies by

initial level. There is significant variability. The largest percentage changes appear in the most commonly

purchased “bad food” categories. These changes are larger in terms of percent than the changes in common

good food categories or in less common bad food categories.

Panel B of Table 6 shows the same analysis but focusing on product module rather than product group;

product modules are smaller than product groups. Within the “Candy” product group, for example, example

modules are chocolate candy, non-chocolate candy, etc. Again, the pare similar. The largest percent changes

are in the large “bad” food categories. In this case, the change in the largest bad food module (which is salad

and cooking oil) is a full six percent reduction in calories for the average household.

The overall picture from this analysis points to the importance of changes in unhealthy foods -

especially those which are heavily consumed prior to diagnosis - in driving behavior change. What these

results do not suggest is any evidence that increases in good foods are masking larger decreases in unhealthy

foods. The total calorie response is very moderate, at least for the average household. The next section turns

to heterogeneity across households, rather than across foods groups.

4.3 Heterogeneity Across Households in Calorie Reductions

There is significant heterogeneity in the changes in calories after diagnosis in this sample. In this section I ask

whether this heterogeneity is predictable. I explore two possible predictors: standard demographic variables

and characteristics of the pre-diagnosis diet. These relationships have the potential, first, to provide guidance

as to which individuals are likely to be most successfully targeted by diet advice. In addition, to the extent we

can identify households who are engaging in more successful behavior change, this may suggest a theory for

why behavior change is on average limited.

For the purposes of this analysis I slightly alter the empirical strategy. I define a new variable at the

household level which is the percent change in calories from the pre-period to the 2-to-7 month post period. I

regress this outcome on either demographics or on the pre-period diet characteristics. An alternative, which

yields similar results, would be intact the characteristics with the timing measures in a household fixed effects

framework. The approach used here provides a more straightforward way to present the results.
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4.3.1 Demographics

I consider a set of standard demographics: education, income and age. In addition, I use individual zip code to

match each individual to whether or not they live in a “food desert” as defined by the USDA. I regress the

percent change in calories, as defined above, on each of these variables separately and then include them

together. The results are shown in Table 7. Demographic characteristics are mostly unrelated to behavior

change. Income, education, age and race are not predictive. There is a marginally significant relationship

between behavior change and living in a zip code that is classified as a food desert, with those in food deserts

showing smaller reductions. This effect is not especially large, however, and is significant only at the 10% level.

It is worth noting that although these demographics do not predict behavior change, they do predict

diagnosis in this sample, as everywhere else (see Appendix Table C.1 for details). Individuals with less income

and education, and those who are older, are more likely to be diagnosed, they are just not more likely to

respond with positive changes. One possible explanation is that the selection into the sample in the first place

differs. If those individuals with high education are generally healthier, then those who develop diabetes

despite this may be worse in some unobservable way.

4.3.2 Baseline Diet

Individuals differ considerably in their pre-diagnosis diet. The goal in this section is to ask whether this

characteristic is predictive of subsequent behavior change.

Perhaps the most straightforward aspect of the pre-period diet is quality: some individuals consume a

larger share of their calories in healthy foods than others. Table 8 shows evidence on the relationship between

diet quality and calorie reduction. This table reports a regression of percent change in calories on the share of

calories from healthy and unhealthy foods. The omitted category are foods that all doctors surveyed say are

high quality. There is perhaps some limited evidence that having a worse diet prior to diagnosis correlates

with larger behavior change. In particular, having a larger share of food in any group other than the “all

good” group correlates with larger subsequent changes. This is perhaps somewhat encouraging as it suggests

those who are worse off ex ante have greater success later.

The second characteristic I explore is diet concentration. This measure captures the share of calories

which are accounted for by the most commonly purchased pre-period groups. I control in this analysis for

both total number of pre-period calories (flexibly, in 100 groups) and for the total number of product groups

that household purchases positive amounts of. The thought experiment this captures is as follows. Consider

two households A and B, who each purchase a total of 100,000 calories in the average month in the pre-period

from 100 total product groups. Household B purchases 1000 calories from each product group. Household A

purchases 10,000 calories from one group, and then 909 from each of the additional groups. In the language I
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use here, household A has a more concentrated diet.

I define concentration based on both product groups (larger categories) and product modules (smaller

categories) and using both the share of the diet in the most purchased group and the share of the diet in the

top 5 most purchased groups. The initial analysis simply regresses the percent change in calories on a measure

of concentration.

The initial result can be seen in Figure 6a, which shows coefficients on dummies for quintile of diet

concentration, where concentration is defined as the share in the most purchased group, and the two lines

represent either product group or product module level definitions. Diet concentration strongly relates to

calorie reductions. Relative to the group with the least concentrated diet, the 20% of individuals with the

most concentrated diets decrease their calories by an additional 15%. This group is predicted to have about an

8% reduction in calories; using the aggregation described in Section 4.1.2 this suggests a decline of between

175 and 350 calories per day for the affected individual. Although this still falls short of the

doctor-recommended level it is much closer.

It is important to note that this result is not mechanical - that is, in the non-diabetic population we do

not see this relationship between concentration and subsequent reductions. This is demonstrated in Figure 6b

which replicates Figure 6a using individuals without a diagnosis.12 There is virtually no relationship in this

control population between the pre-period concentration and subsequent changes in calories.

Table 9 shows statistical evidence related to this point. I estimate the effect of concentration defined

either based on product groups or product modules, and based on concentration in the top category or the top

5 categories. In all regressions we see a strong relationship between initial concentration and later reductions

in calories.

The table demonstrates that concentration correlates with calorie reductions. Figure 7 provides some

evidence for the pathway. This figure shows the impact of concentration quintile (defined based on product

group and the single most purchased category) on subsequent reductions in the most purchased group and in

all the other groups combined. The effect of a concentrated diet is seen only in the top group, not in the

remainder.

Taken together, the results here suggest an important element of predictability in calorie reductions.

Households whose diets are heavily concentrated in one or a few items are significantly more successful at

subsequent reductions. Importantly, as evidenced in Figure 7, they seem to achieve these reductions largely

through these most heavily purchased items.

Without further interpretation, these results suggest a method for targeting particular individuals with

dietary advice. Perhaps counter-intuitively, households with quite bad seeming diets ex ante - those who

12Recall I define a “diagnosis” date for these individuals at a random time in their participation and structure the data identically
based on this date.
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consume a large share of their calories in items like candy or soda - tend to be the more successful reducers

later, even conditional on total calories. To the extent that doctors and policy-makers may view these

households as intractable and not attempt dietary advice, this analysis suggests that may be a poor strategy.

5 Interpretation

The section above outlines a number of facts in the data. Overall behavior change is limited in response to

diagnosis; this is consistent with expectations from other literature. The changes by food type show that

reductions in “bad” food groups are much more sustained than increases in good food groups, although the

latter do appear in the first month after diagnosis. The sharp timing and initial patterns of change by food

group - for example, the fact illustrated in Figure 5 that the changes by group line up closely with doctor

advice, even when comparing across categories where doctors disagree - suggest that individuals are absorbing

medical advice about dietary changes, at least qualitatively.

Perhaps most striking is the heterogeneity in food group response by pre-period diet importance and

the heterogeneity across households by initial concentration. The caloric reductions appear disproportionately

in the largest unhealthy food groups, and individuals whose diets are heavily concentrated in those groups

actually have more dietary success than those with more balanced purchasing behaviors. Put differently, the

households who achieve the biggest reductions in calories purchased are those with concentrated diets, and the

reductions are achieved in large part through decreases in these initially heavily purchased food groups. These

facts alone gives a sense of which individuals we would expect to be most successful at losing weight; in this

section I reference the psychology literature to provide an interpretation of the facts in terms of a theory of

behavior change. This may be a first step toward using these results to inform diet strategies.

There is a body of literature in psychology which invokes a “two-systems model” to explain limited

behavior change in many dimensions (Fishbein and Ajzen, 1975). The general theory is that while the more

rational “system 1” would like to undertake positive behavior change, it is difficult to constrain the impulsive

“system 2” to comply. Overeating is among the central examples of sub-optimal behavior change with this

model (Koritzky et al, 2014). Some authors (Hatch and Hatch, 2010) have argued that a key aspect of

achieving behavior change in this framework is to have a specific, black-and-white, action path.

In the context of diet in particular, there is evidence from both the psychological and medical literature

on the success of interventions which target specific changes. Booth-Butterfield and Reger (2004) report on a

nutritional campaign which targeted a single behavior: switching from whole or 2% milk to 1% milk. In

contrast to the limited success of many broad nutrition education campaigns (Snyder et al, 2000), this

intervention produced large and sustained changes in purchasing behavior (a 17 percentage point increase in

low-fat milk purchasing in the intervention communities). Similarly, there is evidence for successful weight loss
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in interventions which target only reductions in soda (Tate et al, 2012).

A natural interpretation of the results here is as a reflection of this theory and evidence. Consider the

following stylized account of the evidence described above. There are two individuals, A and B, with identical

calorie consumption levels prior to diagnosis, both 10% above the recommended level. Individual A eats a well

balanced and calorically appropriate diet, with the exception of a single category (say, soda) which accounts

for the excess 10% of calories consumed. Individual B consumes 10% more calories than recommended on all

food groups. Note that assuming there are a large number of foods groups consumed, individual A in this

example will have a more concentrated diet prior to diagnosis by my definition.

The literature cited above suggests that it may be easier to achieve dietary success if you can do so

through a focused and specific rule. Individual A in this example could reduce the entire excess 10% of their

calories by adopting a strict rule of “No Soda”. In contrast, focusing on any specific food group for individual

B would lead to only a small decrease in calories. In other words, the focused diet option will not lead to a

large change in calories.

This basic description lines up well with the facts presented above. Holding constant calories,

households with concentrated diets are more successful at reducing overall. Moreover, the reductions they

achieve are very heavily focused in the problematic groups. Individuals with less concentrated diets are less

successful at reducing overall. It is notable that they are also less successful at reducing even on the largest

food category, as shown in Figure 7. Those individuals with a concentrated diet are successful both because

there is a lot of room to move on the largest category and because their reductions on that category are large.

If those with less concentrated diets were able to achieve the same percentage reductions on their largest

category this would increase their calorie reductions considerably, even if those reductions would remain

smaller than for the concentrated group.

In terms of guidance for increasing behavior change, this may provide support for interventions which

provide focused dietary advice. Helping individuals identify their problematic food groups and targeting those

may be of particular value.

6 Discussion and Conclusion

The results in this paper show that households respond to a negative obesity-related health shock by changing

their dietary choices. These changes are statistically significant, but they are quite small relative to what a

doctor would recommend. The pattern of changes in the period immediately following diagnosis suggest good

information about what foods are recommended, and which are not. In the longer run, households do not

seem to persist with increases in healthy foods, although decreases in unhealthy foods persist. There is

significant heterogeneity across the sample in dietary success, with dietary concentration playing an important
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predictive role.

Section 5 suggests one interpretation for the patterns in the data - namely, that dietary strategies

targeting a single food group are more effective than a general attempt to change overall diet. This may

suggest more effective information strategies for encouraging weight loss in this and similar populations.

As noted in the introduction, a commonly discussed alternative to information campaigns designed to

improve diet is a policy of taxes and subsidies (for a discussion of this in policy circles, see Leonhardt (2010)).

Such a policy could come in a general form (e.g. a broad “soda tax”) or in a more targeted way (e.g.

subsidized fruits and vegetables for WIC or SNAP recipients). Given the general observation there that a

treatment which provides very salient information and advice nevertheless achieves fairly small responses, it

seems useful to ask how it compares to a policy of taxes or subsidies.

Evaluating the tax or subsidy equivalent of the diagnosis-produced changes in demand requires

estimates of the price elasticity by food group. I use estimates from a review article (Andreyeva, Long and

Brownell, 2010). These authors aggregate evidence from 160 studies on price elasticity to produce mean

elasticity estimates for 16 groups, including soda, sugar and sweets, vegetables, eggs, etc. A full list and the

elasticity estimates are reported in Appendix Table C.2. I match these groups to product modules in Nielsen,

using the same product groups I estimate effects for in Section 4.2. Not all products can be matched to an

elasticity estimate; for example, there is no elasticity estimate reported for nuts, reflecting the fact that no

studies have estimated price elasticity for nuts. In these cases, I exclude the module. The second column of

Appendix Table C.2 lists the product groups which are matched to each elasticity category.

Given these estimates, it is straightforward to generate a tax or subsidy equivalent. Price elasticity is

known and, from the data here, I have an estimate of the percentage change in quantity. I use these together

to calculate the percentage change in price which would produce the equivalent change, which is the tax (or

subsidy) equivalent. I focus on product groups with significant changes in either the short run (first month) or

long run (two-to-seven months) changes. The results are shown in Figure 8. The significant changes in the

short run are somewhat mixed. The evidence suggests that a subsidy of about 10% would produce similarly

sized changes in produce purchases. The long run results are perhaps more relevant. Since in the long run the

only significant changes are decreases, the groups illustrated all have tax rather than subsidy equivalents. The

changes observed would be equivalent to what would be produced by a tax in the range of 5 to 15% depending

on the product.

The primary policy target for taxes on unhealthy foods is soda. The results here suggest a soda tax of

about 12% would be produce an overall change similar to what is seen in response to diagnosis. Similarly,

fruits and vegetables are the most common subsidy targets. Given the changes in these categories, virtually

any subsidy would preform better at increasing purchases.

The conclusions here suggest that moderate taxes would be required to produce behavioral response
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similar to what we observe from this “intervention.” This is certainly in the range of what policy has discussed

and implemented (Mytton, Clarke and Rayner, 2012). Whether this suggests taxes are better than intensive

educational campaigns depends on how distortionary we think taxation is, as well as how close a broad

education campaign could get to the treatment effects observed here. On the flip side, the evidence suggests

that increasing consumption of healthy food may be better accomplished with a subsidy-type approach.
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Figure 1: Testing Supply Purchases
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Notes: This figure shows data on purchasing any test strip products around the inferred diagnosis timing. Coefficients are from a regression

which uses time-adjusted data and controls for household fixed effects.
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Figure 2: Behavior Change: Calories, Quantities and Spending
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(b) Quantity in Ounces
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(c) Expenditures
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Notes: These figures show coefficients from regressions of the various outcome variables on months from inferred diagnosis. All outcomes

are residualized with respect to month-year fixed effects and a linear control for time in sample and all regressions include household fixed

effects. Error bars show 90% confidence intervals.
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Figure 3: Significant Group Changes

(a) First Month After
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(b) Two to Seven Month After
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Notes: This graph shows changes in calories for the product groups which show significant changes in the first month (Sub-Figure a) and

in the two-to-seven months later period (Sub-Figure b). The changes come from regressions of changes in calories by food group on timing

dummies.

Figure 4: Changes in “Good” and “Bad” Foods
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Notes: This figure shows coefficients from regressions of good and bad food calories and quantities on time from inferred diagnosis. Outcome

measures are residualized with respect to month-year fixed effects and a linear control for time in Nielsen sample. Good foods are defined

as those which all doctors surveyed say are a good source of calories; bad foods are defined as those which all doctors surveyed say are a

bad source of calories. Error bars show 90% confidence intervals.
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Figure 5: Behavior Change by Doctor Rankings

−
1,

00
0

−
50

0
0

50
0

1,
00

0
C

ha
ng

e 
in

 C
al

or
ie

s 
by

 D
oc

to
r 

R
an

k

First Month 2 to 7 Months

All Good Maj. Good Maj. Bad All Bad All Good Maj. Good Maj. Bad All Bad

Notes: These graphs show changes in calories and quantities on foods with varying doctor rankings. Changes are reported as a share of the

mean. Measures are all residualized with respect to month-year fixed effects and a linear control for time in Nielsen sample. “All Good”

are foods which all doctors in the sample reported as good sources of calories; “Maj. Good” are those items which more doctors report

as a good source of calories than a bad source. The corresponding “Bad” labels are defined in the same way. The data is constructed by

regressing each item on diagnosis timing measures separately and then summing the coefficients and mean expenditures by group.
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Figure 6: Dietary Concentration and Behavior Change
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Notes: This shows the relationship between pre-period diet concentration and subsequent behavior chagne. Figure (a) is for the diabetics,

the pouplation of interest. Figure (b) is for non-diabetics and is used as a falsification test.
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Figure 7: Dietary Concentration and Behavior Change by Module
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Notes: This shows the relationship between pre-period diet concentration and subsequent behavior change on the top ranked module and

the rest.

Figure 8: Tax Equivalents to Behavior Changes

(a) First Month After
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Notes: This graph shows tax rates which would produce the same magnitude change as produced by the diagnosis event. The change I

consider is the change between the pre-period and the late post-period (2 to 7 months after diagnosis). Elasticity estimates come from

Andreyeva, Long and Brownell (2010).
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Table 1: Summary Statistics

Panel A: Panelist Demographics
Mean Standard Deviation Sample Size

HH Head Age 61.8 11.8 3990
HH Head Years of Education 13.9 2.32 3601
HH Income $65,814 $52,552 3938
White (0/1) 0.85 0.36 4007
In Food Desert (0/1) 0.36 0.48 3982

Panel B: Panelist Shopping Behavior
Avg. Number of Trips/Month 11.2 7.2 43,026
Shopping Behavior (Per Household/Month):

Quantity in Ounces 2078.8 1341.4 43,026
Expenditures $262.08 $185.54 43,026
Calories (Gladson Data) 87,555 54,248 43,026
Share Carbohydrates (Gladson Data) 0.53 0.11 42,894
Share Protein (Gladson Data) 0.11 0.03 42,894
Share Saturated Fat (Gladson Data) 0.13 0.06 42,894

Notes: This table reports summary statistics on demographics (Panel A) and panelist shopping behavior (Panel B). Household age, income

and education are computing at the median of reported categories. Quantity and expenditure data come from Nielsen data directly.

Quantities are in ounces and items which are not reported in ounces are converted to ounces. Calories and nutrients are generated by

merging the Nielsen panel with Gladson data. The details of this merge are in Section 3.1.2.

Table 2: Test Supply Purchases By Inferred Diagnosis Time

Outcome: Testing Supply Spending

First Month After 60.43∗∗∗

(1.21)

Two-Four Months After 4.60∗∗∗

(0.35)

Five-Seven Months After 3.48∗∗∗

(0.27)

Household Fixed Effects YES

R-squared 0.38

Number of Obs. 43,142

Notes: This table reports evidence from regression of testing supply purchase on timing from diagnosis. Diagnosis is defined as the first

month in which any testing supplies are purchased. Purchases measure is residualized with respect to for month-year fixed effects and a

linear trend for time in sample. The omitted category is 1 to 5 months before diagnosis.
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Table 3: Behavior Change After Inferred Diabetes Diagnosis

Outcome: Calories Quantity in Oz. Spending ($) Spending ($)

All Magnet HH

First Month After 1747.09∗∗ 78.5∗∗∗ 11.5∗∗∗ 13.2∗∗∗

[0.020] [0.038] [0.044] [0.042]

(780.5) (17.1) (2.10) (3.37)

Two-Four Months After -1845.64∗∗∗ -27.7∗∗ -0.39 0.10

[-0.021] [-0.013] [-0.002] [0.000]

(532.1) (13.1) (1.56) (2.53)

Five-Seven Months After -1555.19∗∗∗ -38.0∗∗∗ -2.12 -2.71

[-0.018] [-0.018] [-0.008] [-0.009]

(561.9) (14.1) (1.63) (2.63)

Household Fixed Effects YES YES YES YES

R-squared 0.51 0.59 0.66 0.65

Number of Obs. 43,026 43,026 43,026 22,804

Notes: This table shows the primary results on aggregate changes. The omitted category is 1 to 5 months before diagnosis. All coefficients

are reported in levels. Figures in square brackets represent the change as a share of baseline average. Standard errors are in parentheses.

All outcome measures are residualized with respect to month-year fixed effects and a trend in time since enrollment. Magnet households

are those who also scan and report prices for non-UPC coded goods. ∗significant at 10% level; ∗∗significant at 5% level; ∗∗∗significant at

1% level.
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Table 5: Effects for “Good” and “Bad” Foods

Panel A: Good Foods

Outcome: Calories Quantity in Oz. Spending ($)

First Month After 490.1∗∗∗ 20.7∗∗∗ 2.90∗∗∗

(130.3) (4.39) (0.40)

Two-Four Months After 26.1 -3.09 0.80∗∗∗

(110.4) (3.63) (0.31)

Five-Seven Months After -29.3 -4.21 0.11

Household FE YES YES YES

R-squared 0.51 0.66 0.60

Number of Obs. 43,026 43,026 43,026

Panel B: Bad Foods

Outcome: Calories Quantity in Oz. Spending ($)

First Month After 207.0 19.4∗∗∗ 3.65∗∗∗

(471.4) (6.64) (0.64)

Two-Four Months After -1094.9∗∗∗ -9.98∗ -0.35

(310.0) (5.12) (0.45)

Five-Seven Months After -824.7∗∗ -7.57 -0.25

(317.7) (6.36) (0.49)

Household FE YES YES YES

R-squared 0.44 0.60 0.52

Number of Obs. 43,026 43,026 43,026

Notes: This table reports the impact of diagnosis timing on purchases of good and bad foods. The omitted category is 1 to 5 months before

diagnosis. Good foods are defined as those which all doctors surveyed say are a good source of calories; bad foods are defined as those

which all doctors surveyed say are a bad source of calories. Outcomes are residualized with respect to month-year fixed effects and a linear

control for time in Nielsen sample. Standard errors are in parentheses. ∗significant at 10% level; ∗∗significant at 5% level; ∗∗∗significant at

1% level.

Table 6: Changes and Initial Diet Importance

Panel A: Group Level Analysis

Group: Bad Foods Non-Bad Foods

Most Purchased Group -3.9% -2.1%

Top 5 Groups -4.9% -1.9%

Rank > 5 Groups -0.05% -1.3%

Panel B: Module Level Analysis

Group: Bad Foods Non-Bad Foods

Most Purchased Group -6.0% -2.0%
Top 5 Groups -5.2% -1.3%
Rank > 5 Groups -1.5% -1.6%

Notes: This table reports the percent change in purchases by the popularity in the pre-period diet. “Bad” food groups are groups where

all doctors surveyed say the foods are a bad source of calories. “Non-Bad” foods are all others.
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Table 7: Demographic Heterogeneity

Outcome Percent Change in Calories

Education -0.001 -0.0004

(.007) (0.008)

Income -0.0002 -0.0003

(.001) (.0015)

Age 0.002 0.003

(.006) (.006)

White (0/1) -0.026 -0.029

(.022) (.022)

Food Desert (0/1) 0.026∗ 0.028∗

(0.016) (0.015)

R-squared 0.00 0.00 0.00 0.00 0.00 0.00

Number of Observations 3297 3297 3297 3297 3281 3281

Notes: This table reports interactions between behavior change and demographics. The dependent variable is the percent change in total

calories from baseline. Education and age are based on the household head. Income is for the entire household. Food desert status is

defined based on the USDA data on food access. ∗significant at 10% level; ∗∗significant at 5% level; ∗∗∗significant at 1% level.

Table 8: Baseline Diet Quality and Behavior Change

Outcome: Percent Change in Calories

Share of Calories in :

Majority Good Foods -0.339∗∗

(0.140)

Majority Bad Foods -0.100

(0.133)

All Bad Foods -0.326∗∗∗

(0.121)

Controls for # of Calories YES

R-squared 0.11

Number of Observations 3297

Notes: This table reports the relationship between baseline diet quality, as measured by the share of calories in each quality group, and

subsequent behavior change. ∗significant at 10% level; ∗∗significant at 5% level; ∗∗∗significant at 1% level.
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Table 9: Baseline Diet Concentration and Calorie Changes

Concentration Level Product Group Level Product Module Level

Concentration Group Count Top Group Top 5 Groups Top Group Top 5 Groups

Concentration Quintile = 2 -0.050∗∗∗ -0.066∗∗∗ -0.021 -0.064∗∗∗

(0.023) (0.024) (0.022) (0.023)

Concentration Quintile = 3 -0.050∗∗∗ -0.094∗∗∗ -0.042∗ -0.098∗∗∗

(0.025) (0.027) (0.023) (0.024)

Concentration Quintile = 4 -0.062∗∗∗ -0.091∗∗∗ -0.076∗∗∗ -0.105∗∗∗

(0.025) (0.029) (0.024) (0.025)

Concentration Quintile = 5 -0.115∗∗∗ -0.143∗∗∗ -0.103∗∗∗ -0.150∗∗∗

(0.027) (0.033) (0.026) (0.028)

Controls for # of Categories YES YES YES YES

Controls for # of Calories YES YES YES YES

R-squared 0.19 0.19 0.28 0.29

Number of Observations 3297 3297 3297 3297

Notes: This table shows the relationship between pre-period diet characteristics and behavior change. The dependent variable is the percent

change in total calories from baseline. The first two columns define concentration based on the product group level, the second two define

it based on the product module level. Standard errors are in parentheses. ∗significant at 10% level; ∗∗significant at 5% level; ∗∗∗significant

at 1% level.
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Appendix A: Health and Weight Calculations

This appendix describes evidence on the link between weight loss and health for diabetics. To make the
comparisons concrete, I estimate the impact of losing approximately 10 pounds per year; this amounts to a
reduction of approximately 100 calories per day.

Mortality The mortality data come from Williamson et al (2000). This is a twelve year studying following
overweight individuals with diabetes. They estimate a linear impact of weight loss on mortality rate
from 0 to 30 pounds. The estimate is a -0.33 reduction in death rate over this range. Due to linearity,
this translates to a -0.11 reduction in death rate by reducing a further 10 pounds from baseline. To
estimate this in life years I use someone age 50 as an example and use life table data from the CDC to
estimate the impact of this reduction in death rates in each year on total survival. The range of values
provided in the paper represent either the assumption that the benefit only accrues for 12 years (the
length of the study) or the assumption that it accrues for the rest of life.

Remission Remission data come from Gregg et al (2012). The authors report the impact of tercile of weight
loss in the first year on diabetes remission. I use evidence from Espeland (2007) on weight loss in the
first year to calculate the midpoints within each tercile. I then estimate the impact of a 1% weight loss
on the 1 year remission chance (it is 0.8 percentage points). I translate this to the impact of increasing
weight loss by 10 pounds from baseline pounds using an estimate of initial weight.

Sleep.Apnea Sleep apnea data come from Foster et al (2009). The authors report a reduction in sleep apnea
events of 0.6 events per hour per kilogram lost; the range of weight loss contains the range from 6 to 20
pounds pound range. I multiply by 10 pounds (4.53 kg).

Erectile Function Erectile function data comes from Wing et al (2010). The authors report a -0.148 change
in erectile function measure for each 1% weight loss. I use information on the baseline weight of the
sample to estimate the impact of increasing weight loss by 10 pounds (4.53kg).

Urinary Incontinence (Men) Estimates come from Breyer et al (2014). The authors report 1kg of weight
loss reduces the odds of having weekly incontinence by 3%; the base rate is 10.2% . This translates to a
reduction of 0.30 percentage points per kilogram, which I scale up to 10 pounds (4.53kg).

Urinary Incontinence (Women) Estimates come from Phelan et al (2012). The authors report 1kg of
weight loss reduces the odds of developing weekly incontinence by 3%; the base rate is 12.2% . This
translates to a reduction of 0.36 percentage point per kilogram, which I scale up to 10 pounds (4.53kg).
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Appendix B: Doctor Survey Results

The table below lists each food group which was covered in the doctor survey, the number of doctors who voted
it a “Good Source of Calories” and those who voted a “Bad Source of Calories”. Although all 17 doctors were
asked about each group not all rows add to 17 because doctors could also indicate the product was neutral.

Product Number Report “Good Source” Number Report “Bad Source” Product Number Report “Good Source” Number Report “Bad Source”

Frozen Pizza 0 17 Lite Dressing 4 3

Cookies 0 17 Cold Cereal 7 4

Chocolate chips 0 17 Olives 7 4

Cookie mix 0 17 Canned Vegetables 8 3

Soda 0 17 Ground Beef 9 6

Flavored Syrup 0 17 Canned Beans 9 5

Frozen Biscuits 0 17 Soup 9 5

Ice Cream 0 17 Frozen Fruit 9 5

Cake mix 0 17 Natural Cheese 10 5

Slice-n-Bake Cookies 0 17 Breakfast Bars 10 4

Sugar 0 17 Salsa 10 3

Mayonnaise 0 16 Olive Oil 11 0

Spam 0 14 Peanut Butter 12 3

Butter 0 14 Dried Fruit 12 3

Creamer 0 12 Tuna 12 1

Potato Chips 1 16 Cottage cheese 13 2

Jam 1 16 Eggs 13 1

Salad Dressing 1 15 Frozen Vegetables 14 1

Pasta Dinner 1 15 Yogurt 14 0

Snack Crackers 1 14 Shrimp 15 1

Bread 1 12 Hot Cereal 15 0

Margerine 1 12 Fresh Fruit 15 0

Juice 2 13 Chicken 16 0

Flour 2 8 Fish 17 0

Regular Milk 3 11 Low Fat Milk 17 0

Potatoes 3 9 Vegetables 17 0

Applesauce 3 8 Nuts 17 0

Pretzels 4 9 Dried Beans 17 0

Pasta 4 9

Rice 4 9

Pickles 4 3
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Appendix C: Figures and Tables

Table C.1: Demographic Predictors of Diagnosis

In Diabetic Sample

Highest Household Education -0.005∗∗

(0.002)

Not White 0.043∗∗∗

(0.007)

Household Income Category -0.0019∗∗∗

(0.0004)

Household Age Category 0.008∗∗∗

(0.001)

R-squared 0.004

Number of Observatoins 24,069

Notes: This table reports the demographic predictors of appearing in the diabetic sample. ∗significant at 10% level; ∗∗significant at 5%

level; ∗∗∗significant at 1% level.

Table C.2: Elasticity Matches

Food Group Matched Elasticity Price Elasticity

Category Estimate

alcohol alcohol -0.60

cereal cereal -0.60

cheese cheese -0.44

dessert sugar/sweets -0.34

diet dessert sugar/sweets -0.34

diet shortening fats -0.48

diet soda soft drinks -0.79

eggs eggs -0.27

fish fish -0.50

fruit fruits -0.70

fruit juice juice -0.76

meat beef/poultry/pork -0.72

milk milk -0.59

potatoes vegetables -0.58

prep. food food away from home -0.81

rice/beans vegetables -0.58

shortening/oil fats -0.48

soda soft drinks -0.79

soft drinks soft drinks -0.79

sugar sugar/sweets -0.34

sweet baked goods sugar/sweets -0.34

vegetables vegetables -0.58

yogurt dairy -0.65

Notes: This table reports the food groups and the elasticity groups they are matched to, along with the price elasticity. Elasticity groups

and estimates come from Andreyava et al, 2010.
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