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Abstract—recognizing moving objects from a video stream 

considered to be a fundamental and critical task in many computer-
vision applications. A common approach is to perform background 
subtraction, which identifies moving objects from the portion of a 
video frame that differs significantly from a background model. This 
paper compares various background subtraction algorithms for 
detecting a single object. The work considers approaches varying 
from simple techniques such as static method and frame differencing 
to more sophisticated probabilistic modeling techniques such as 
adaptive median filtering and GMM. The evaluating process is based 
on visual observation of the output of the background subtraction 
techniques under assessments.  
 

Keywords— Background subtraction, frame differencing, 
median filtering.  

I. INTRODUCTION 
ACKGROUND subtraction is a class of techniques for 
segmenting out objects of interest in a scene for 

applications such as surveillance. There are many studies 
focused on surveying background subtraction techniques such 
as [1, 2, 3 and 4]. All these studies agreed that; there are 
many challenges in developing a good background 
subtraction algorithm. First, the background subtraction 
method must be robust against changes in illumination. 
Second, it should avoid detecting non-stationary background 
objects such as swinging leaves, rain, snow and shadow cast 
by moving objects. Finally, its internal background model 
should react quickly to changes in background.  
This work consider approaches varying from simple 
techniques such as static background subtraction and frame 
differencing, to more sophisticated probabilistic modeling 
techniques such as adaptive median filtering and using 
Gaussian Mixture Models. The evaluating process is based on 
visual observation of the output of the background subtraction 
techniques under assessments. The output is presented in an 
easy manner to simplify the comparison process for the 
human observer.  
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Introducing the visual observation is due to the lack of 
evaluating methods, so there is a need for a human intervenes 
to evaluate the robustness of the methods. Besides the mean 
objective of the work, the paper illustrates in more details the 
implemented background subtraction techniques.   
The purposed lab work is considered in a full controlled 
environment, free of camera movement, illumination changes, 
shadows and other similar scenarios which will lead to errors 
in foreground extraction. These assumptions are necessary to 
minimize the errors and make it possible to compare simple 
approach such as static background subtraction and frame 
differencing with more advanced approaches such as median 
filtering and Gaussian Mixture Model for background 
subtraction. 
 

II.   STATIC BACKGROUND SUBTRACTION 
The concept of this method is based on subtracting each 

pixel value in the newly coming frames from static 
background [1]. The first process is then followed by 
comparing the result of the subtraction with a predefined 
threshold, and then the pixel is labeled as foreground if its 
value is greater than the step value.  Converting the RGB 
images to grayscale is required in order to minimize the 
calculations. The formula below describes the method: 
 

|It − Bt| > 𝑇ℎ                                    (1) 
 

Where: 
     It is the newly coming frame, Bt is the background model, 
and Th is the predefined threshold. 
 

 
(a)                                      (b) 

 
                          (c)                                         (d) 

Fig. 1: Static background and its grayscale version with            
example    of a frame with object of interest. 

B 
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Figure [1] presents the concept of static background 
subtraction with minimizing the calculation by subtracting 
grayscale images instead of RGB images. Although such 
techniques are very fast, the segmentation performance can be 
quite poor, especially with fluctuating illumination 
conditions. It is crucial to achieve an accurate component 
classification in order to secure the quality of further 
processing steps which is not possible with this technique. 

III. FRAME DIFFERENCING 
This method is one of the oldest in the field of object 

detecting from video sequences [1]. Frame differencing is 
based on subtracting of temporally adjacent frames.  
Frame differencing arguably the simplest background 
modeling technique, it uses the video frame at time t - 1 as the 
background model for the frame at time t. The formula below 
describes the frame differencing method: 
 

𝐼(𝑥,𝑦)𝑇 −  𝐼(𝑥,𝑦)𝑇−1  > 𝑇ℎ                   (2) 
 

Where: 
     𝐼(𝑥,𝑦)𝑇  is the current frame, 𝐼(𝑥,𝑦)𝑇−1  is the previous 
frame and Th is the predefined threshold. 
 

   
(a)                                      (b) 

   
                          (c)                                         (d) 

Fig. 2 Frame differencing: (a) Frame number 100.  (b) Frame 
number 101. (c) The subtraction result. (d) The binary image version 

of the subtraction result. 
 

As mentioned above the Frame differencing uses only a 
single previous frame, frame differencing may not be able to 
identify the interior pixels of a large, uniformly-colored 
moving object. This is commonly known as the aperture 
problem. 
 

IV. MEDIAN FILTERING  
Median Filtering is one of the most commonly-used 

background modeling techniques proposed by [5]. The 
background model is defined to be the median at each pixel 

location of the frames in the buffer. Assuming that the 
background is more likely to appear in a scene, the median 
can be used as the a prefect tool for modeling the  
background. The background is then represented by the group 
of the median values in each pixel location. The formula 
below describes the method: 
 

𝐼(𝑥,𝑦)𝑡 −  𝐵(𝑥, 𝑦)  > 𝑇ℎ                        (3) 
Where  

     𝐼(𝑥,𝑦)𝑡 is the current frame, 𝐵(𝑥,𝑦) is the median value in 
(x, y) location from the first buffered frame to the previous 
frame . Th is the predefined threshold. 
 

    
(a)                                      (b) 

    
(c)                                         (d) 

Fig. 3 Median filtering: (a) Frame number 100.  (b) Frame number 
101. (c) and (d) The subtraction result. 

 
V. GAUSSIAN MIXTURE MODEL  

The using of Gaussian for modeling the background is 
firstly introduces by [6]. Then the method is improved by  
[7]; through considering a mixture of Gaussian for modeling 
the background. The improved approach is will explained in 
[8]. The algorithm by [7] is representative of an adaptive 
method which uses a mixture of normal distributions to model 
a multimodal background image sequence. For each pixel, 
each normal distribution in its background mixture 
corresponds to the probability of observing a particular 
intensity or color in the pixel [8]. The pixel value process X is 
assumed to be modeled by a mixture of K Gaussian densities 
with parameter sets  𝜃𝑘, one for each state k: 
 

𝑓𝑋|𝑘 (𝑋|𝜃𝑘) =  1

(2𝜋)
𝜋
2|∑𝑘|

1
2
𝑒−

1(𝑥− 𝜇𝑘)𝑇
2 ∑ (𝑋− 𝜇𝑘)−1

𝑘          (4) 

 
Where  
𝜇𝑘 is the mean and ∑ 𝑖𝑠𝑘  the covariance matrix of the 

kth density. 
The mixture model models both foreground and background 
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surfaces without distinction. This is why a total of K = 3 
Gaussians may be considered a practical minimum to model 
two background surfaces and one foreground surface in each 
pixel. (With fewer than two background modes the algorithm 
is unnecessarily complex and it would be easier to use simple 
subtraction of an averaged background image. At a minimum 
the algorithm can work with only one foreground Gaussian 
because it can be used roughly to model any foreground [6].) 
Up to K = 7 has been reported in practical applications but it 
is likely that not much improvement is obtained beyond K = 5 
distributions. Once the current state k is estimated, a 
determination has to be made as to whether it represents a 
foreground or a background surface [8]. 

 

    
(a)                                      (b) 

    
(c)                                         (d) 

Fig. 4: GMM: (a) Frame number 100.  (b) Frame number 101. (c) 
and (d) The subtraction result. 

 
VI. DISCUSSION  

The final result of the implementing of all these techniques 
is presented in a graphic user interface with a push button to 
start the video stream.  

The user interface is composed of four windows, a window 
representing the original video and the rest of the show 
interfaces output algorithms used for comparison. All the 
methods are compared with the same 500 frame video 
sequence.  

After comparing and applying algorithms we found that the 
static background is much simple and not suitable for 
practical applications.  
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Fig. 5:  Graphic user interface for comparing the different 

background subtraction techniques under the study. 
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