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Abstract − Pattern selection encompasses pinpointing a subsection of the most important features that is well-suited results as 

classification features. A pattern selection algorithm may be appraised from both the good organization and usefulness points of view. 

Although the good organization concerns the time necessary to discover a subsection of pattern, the usefulness is related to the 

excellence of the subsection of features. Latest methodologies for classification data are based on metric resemblances. To reduce 

unfairness measures using graph-based algorithm to replace this process in this project using more recent approaches like Affinity 

Propagation (AP) algorithm can take as input also general non metric similarities. 
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1. INTRODUCTION 

 

Data mining is the process of extraction of hidden predictive information from large databases. It is a powerful technology 

with great potential to help companies focus on the most important information in their data warehouses. Text Mining attempts to 

discover new previously unknown information by applying the techniques from natural language processing and data mining. This 

data mining concepts has been studied by Jiawei Han et al (2001).Text categorization is one of the text mining techniques.  Most of 

the data mining and knowledge discovery technique have been extracted interesting information or features from various textual 

documents. These methods include pattern taxonomy, concept-based model, association mining, sequential pattern mining, relevance 

feature discovery, iterative learning algorithm have been proposed. These approaches have shown some kinds of improvements in text 

mining. 

 

In this paper we propose a fuzzy similarity based self generating algorithm. It allows approximate text representation, 

opposes the incomplete or ambiguous data, conceptually distinct due to different text categorization. It is used to reduce the data sets, 

vague and redundant data. 

 

Categorizing text documents means to discover their category or topic from a set of predefined categories, e.g. `sports' or 

`Music'. Its application areas are many and the need for them is increasingly important as the amounts of information continue to 

grow. Junk mail filtering has been an important area for text categorization.  Other examples include publishing newspaper articles in 

the correct category or storing a digital document correctly in an archive or library.  

Text mining is the process of searching, collating and deriving high-quality useful material from text sources. It entails 

setting up patterns in text files, deriving rule patterns, applying them to the text, and harvesting the output as meaningful information. 

Text mining enables enterprises to explore "unstructured" data contained in any text in a similar manner to that which data mining 

does with databases or tabular ("structured") data. By using text mining, hidden patterns, relationships, and trends in text can be traced 

and identified. 

Text mining attempts to glean meaningful information from natural language text. It may be loosely characterized as the 

process of analyzing text to extract information that is useful for particular purposes. Compared with the kind of data stored in 

databases, text is unstructured, amorphous, and difficult to deal with algorithmically. The field of text mining usually deals with texts 

whose function is the communication of factual information or opinions, and the motivation for trying to extract information from 

such a text automatically. 
 For instance, classes can be demarcated to represent the probability that a customer nonpayment on a loan (Yes/No). It is 

essential that every record in the dataset rummage-sale to physique the classifier before now have a value for the trait rummage-sale to 

describe classes. Because every record has a value for the trait rummage-sale to describe the classes, and because the end-user resolves 

on the trait to use, classification is much less investigative than clustering. The impartial of a classifier is not to search the data to 
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ascertain interesting segments, but relatively to select how new records should be classified i.e. is this new customer likely to default 

on the loan. 

 

With the aim of selecting a subsection of good features with high opinion to the impartial perceptions, feature subsection 

selection is a real way for reducing dimensionality, rejecting unrelated data, inflammation learning accurateness, and purifying result 

unambiguous. Feature subsection selection can be observed as the progression of ascertaining and confiscating as various unrelated 

and redundant features as possible. This is because 1) unrelated features do not subsidize to the extrapolation exactitude and 2) 

redundant features do not redound to receiving an enhanced analyst for that they deliver generally information which is previously 

contemporary in other feature(s). Unrelated features, beside with redundant features, strictly affect the exactness of the learning 

technologies. 

 

Thus, feature subsection selection should be able to identify and remove as much of the unrelated and redundant information 

as possible. It develops a novel algorithm which can efficiently and effectively deal with both un related and redundant features, and 

obtain a good feature subsection. We achieve this through a new feature selection framework which composed of the two connected 

components of unrelated feature removal and redundant feature removal. The previous acquires features relevant to the target concept 

by eliminating unrelated ones, and the latter removes redundant features from relevant ones via choosing denotative from different 

feature clusters, and thus produces the final subsection. 

 

A fast clustering-based feature selection algorithm (FAST) works in two steps. In the first step, by using graph-theoretic 

clustering methods the features are separated into clusters. In the second step, the most typical feature that is powerfully associated to 

target classes is designated from every cluster to form a subsection of features. Features in different clusters are comparatively 

independent; the clustering-based approach of FAST has a high probability of producing a subsection of useful and sovereign features. 

To make sure the effectiveness of FAST, assume the well-organized minimum-spanning tree (MST) clustering method. 

 

The unrelated feature removal is straightforward once the right relevance measure is demarcated or selected, while the 

redundant feature elimination is a bit of refined. In the FAST algorithm, it encompasses 1) the structure of the minimum spanning tree 

from a weighted complete graph; 2) the partitioning of the MST into a forest with every tree denoting a cluster; and 3) the selection of 

denotative features from the clusters. Feature selection encompasses detecting a subsection of the most useful features that produces 

compatible results as the original entire set of features. 

 

2. RELATED WORKS 

 

The proposed method [2] provides the number of features in numerous applications where data has hundreds or thousands of 

features. Existing feature selection approaches predominantly focus on verdict relevant features. In this feature selection display that 

feature relevance alone is inadequate for well-organized feature selection of high-dimensional data. We define feature redundancy and 

propose to perform explicit redundancy analysis in feature selection. A new framework is introduced that decouples relevance analysis 

and redundancy analysis. We develop a correlation-based method for relevance and redundancy analysis, and conduct an empirical 

study of its efficiency and effectiveness comparing with representative methods.  

 

The novel algorithm for discovery non-redundant discarded feature subsections based on the PRBF[5]has only one 

consideration, numerical meaning or the likelihood that the assumption that disseminations of two features are comparable is true. In 

the first step directories have been rummage-sale for ranking, and in the second step terminated features are detached in an 

unsupervised way, because during decrease of terminated features data about the modules is not used.  

The primary tests are promising: on the reproduction data perfect ranking has been re-formed and terminated features 

rejected, while on the real data, with relatively modest number of features selected outcomes are regularly the superlative, or close to 

the superlative, associating with four state-of-the-art feature selection algorithms. The novel algorithm appears to work especially well 

with the direct SVM classifier. Computational anxieties of PRBF algorithm are related to other correlation-based filters, and lower 

than Relief. 

 

 The searching for interacting features in subsection selection [9] developing and acclimatizing abilities of robust intellect are 

superlative established in its aptitude to learn. Mechanism learning facilitates computer systems to learn, and recover presentation. 

Feature selection facilitates mechanism learning by targeting to eliminate irrelevant features .Feature interaction presents a dare to 

feature subsection selection for cataloging. This is because a feature by itself might have little relationship with the objective concept, 

but when it is combined with some other features, it can be strongly interrelated with the objective concept. 

 

Thus, the in advertent elimination of these features may effect in poor cataloging presentation. It is computationally inflexible 

to switch feature exchanges in general. Nevertheless, the attendance of feature interaction in an extensive range of real-world requests 

demands applied solutions that can decrease high-dimensional data although perpetuating feature exchanges. In this paper, it ups the 
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contest to design a special data structure for feature quality evaluation, and to employ an information-theoretic feature ranking 

mechanism to efficiently handle feature interaction in subset selection.  

We conduct experiments to evaluate our approach by comparing with some representative methods, perform a lesion study to 

examine the critical components of the proposed algorithm to gain insights, and investigate related issues such as data structure, 

ranking, time complexity, and scalability in search of interacting features. 

 

The success of many feature selection algorithms allows us to tackle challenging real-world problems. Many applications 

inherently demand the selection of interacting features.  

An Evaluation on feature selection for text clustering is first demonstrated that feature selection can improve the text 

clustering efficiency and performance in ideal case, in which features are selected based on class information. But in real case the 

class information is unknown, so only unsupervised feature selection can be exploited. In many cases, unsupervised feature selection 

are much worse than supervised feature selection, not only less terms they can remove, but also much worse clustering performance 

they yield. 

 

 

 

 

3. PROPOSED SYSTEM 

 

Traditional approaches for clustering data are based on metric resemblances, i.e., nonnegative, symmetric and filling the 

triangle disparity measures. More recent approaches, like Affinity Propagation (AP) algorithm can take as input also general non 

metric similarities. AP can use as input metric selected segments of images’ pairs. Accordingly, AP has been rummage-sale to solve a 

wide range of clustering problems, such as image processing tasks gene detection tasks, and individual preferences predictions.  

Affinity Propagation is derived as an application of the max-sum algorithm in issue graph; it is used to explorations for the 

smallest amount of dynamism function on the basis of message passing between data points. In this system implements the semi 

supervised learning has taken a great deal of considerations. It is a mechanism learning paradigm in which the model is constructed 

using both labeled and unlabeled data for training set. 

It retrieve the data from training data or labeled data and extract the feature of the data and compare with labeled data and 

unlabeled data .In clustering process, semi-supervised learning is a class of machine learning techniques that make use of both labeled 

and unlabeled data for training - typically a small amount of labeled data with a large amount of unlabeled data.  

Semi-supervised learning cascades among unsupervised learning (without any labeled training data) and supervised learning. 

Various mechanism-learning investigators have found that unlabeled data, when rummage-sale in conjunction with a small amount of 

categorized data, can yield substantial development in learning accuracy. 

3.1 Irrelevant Based Feature Selection 

A feature selection algorithm may be appraised from together the proficiency and usefulness point of view. Although the 

effectiveness concerns the time requisite to find a subsection of features, the efficiency is associated to the excellence of the 

subsection of features.  

 

                                                                   Fig 1: Semi-Supervised Learning 

Many feature subsection selection algorithms, some can successfully remove irrelevant features but fail to handle redundant 

features yet some of the others can eliminate the irrelevant while taking care of the redundant features. In this system the FAST 

algorithm cascades into the subsequent group. The previous obtains features pertinent to the target concept by eliminating unrelated 

ones, and then removes redundant features from pertinent ones via choosing denotative from different feature clusters. 

3.2 Redundant Based Feature Selection 

 

 The hybrid methods are combination of filter and wrapper methods by using a filter method to reduce search space that will 

be considered by the succeeding wrapper. It focuses on coalescing filter and wrapper approaches to achieve the best possible 
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performance with a particular learning algorithm with similar time complexity of the filter methods.  Redundant features do not 

redound to getting a better predictor for that they provide mostly information which is already present in other feature(s). 

 

3.3 Graph Based Cluster 

 

An algorithm to systematically add instance-level constraints to the graph based clustering algorithm. Unlike other algorithms 

which use a given static modeling parameters to find clusters, Graph based cluster algorithm finds clusters by dynamic modeling. 

Graph based cluster algorithm uses both Closeness and interconnectivity while identifying the most similar pair of clusters to be 

merged.  

 

3.4 Affinity Propagation Algorithm 

 

The affinity propagation (AP) is a clustering algorithm established on the notion of "message passing" among data points. For 

example of clustering algorithm is k-means. It does not need the quantity of clusters to be determined or estimated before running the 

algorithm.  

 

Let x₁ and  x be a set of data points, with no expectations ready around their internal structure, and the function that measures 

the resemblance among any two points, that is s(xᵢ, x) >s(xᵢ, x) if x is further related to xᵢ than x. 
 

 

 

 

 

 

     Fig 2:  Process of clustering  
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Fig 3: system flow diagram for proposed system 

The algorithm ensues by flashing two message passing steps, it modernize by using the subsequent two conditions: 

 

 The "responsibility" conditions R has values r(j, n)    that measure how well-matched x is to aid as the exemplar for x, 

comparative to other candidate exemplars for x. 

 The "availability" conditions A contains values a(j, n) characterizes how "applicable" it would be for x to pick x as its exemplar, 

taking into interpretation other points' favorite for x as an exemplar. 

 

Together conditions are reset to all zeroes, and can be regarded as probability counters. The following updates are iteratively used 

to perform the algorithm: 

 

First, responsibility updates are sent around:  

r(j,n)  s(j,n) -  

 

Then, availability is updated per 

 

a(j,n)  

 

 
 

a(n,n)    

 

 

4. EXPERIMENTAL RESULTS 

 

The performance of the proposed algorithm is compared with the two well-known feature selection algorithms FCBF and 

CFS of text data from the aspects of the proportion of selected features and runtime analysis.  

 

TABLE 1 Runtime (in ms) of the Feature Selection Algorithms The affinity propagation algorithm is used to reduce the runtime 

compare with the graph based algorithm of FAST. It reduces the error and simplicity of performance. The semi-supervised learning is 

a tutorial of contrivance learning methods that make usage of both labeled and unlabeled data for training - characteristically a trifling 

quantity of labeled data with a great quantity of unlabeled data. 

 

 It is used to improve the efficiency of feature selection of FAST algorithm. Affinity propagation algorithm is used to achieve 

good performance of processing time. It provides better results with less amount of time compare with graph based algorithm.  

 

 
 

Fig 3: Runtime (in ms) of the Feature Selection Algorithms 

 

Data 

 set 

FAST 

(Affinity 

Propagation) 

  FAST 

     (Graph 

     Based) FCBF CFS 
Chess 90.1 94.02 94.02 90.43 

Elephant 95.35 98.09 99.94 99.97 
Wap.wc 69.01 71.25 75.74 77.8 

Colon 87.4 90.45 90.76 89.14 
GCM 55.69 58.73 59.16 60.92 

AR10P 74.05 77.69 75.54 79.54 
B-cell1 79.21 81.01 82.94 87.33 
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5. CONCLUSION 

 

In this paper, the semi supervised learning retrieve the data from training data or labeled data and extracts the feature of the 

data and compare with labeled data and unlabeled data. Feature selection encompasses pinpointing a subsection of the most beneficial 

features that yields well-suited results as the inventive entire set of features. A feature selection algorithm may be appraised from both 

the good organization and usefulness points of view.  Then we use Affinity propagation algorithm for low error, high speed, flexible, 

and remarkably simple clustering algorithm that may be rummage-sale in forming teams of participants for business simulations and 

experiential exercises, and in organizing participants’ preferences for the parameters of simulations. 
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