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Abstract:
We show how Zadeh’s idea of compu ng with words
and percep ons, based on his concept of a precisiated
natural language (PNL), can lead to a new direc on in
the use of natural language in data mining, linguis c
data(base) summaries. We emphasize the relevance of
Zadeh’s another idea, that of a protoform, and show that
various types of Yager type linguis c data summaries
may be viewed as items in a hierarchy of protoforms of
summaries. We briefly present an implementa on for
a sales database of a computer retailer as a convincing
example that these tools and techniques are imple-
mentable and func onal. These summaries involve both
data from an internal database of the company and data
downloaded from external databases via the Internet.

Keywords: compu ng with words, linguis c summaries,
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1. Introduc on
The purpose of this article is to shortly present our

opinion on what might be considered to be the most
in luential and far reaching idea conceived by Zadeh,
i.e. computing with words (CWW), and – on a more
technical level – protoforms. We do not mention here
his ”grand inventions” like fuzzy sets and possibility
theories or foundations of the state space approach in
systemsmodeling, which has been probably more rel-
evant in a general sense, for various ields of science.
To follow the spirit of this volume, our exposition will
be concise and comprehensible. This article is an ex-
tended version of a short reserach note by Kacprzyk
and Zadrożny [34]

Computing with words (and perceptions), intro-
duced by Zadeh in the mid-1990s, and best and most
comprehensively presented in Zadeh and Kacprzyk’s
books [48], may be viewed to be a new ”technology”
in the representation, processing and solving of vari-
ous real life problems when a human being is a cru-
cial element, one that makes it possible to use natural
language,with its inherent imprecision, an an effective
and ef icient way.

To formally represent elements and expressions
of natural language, Zadeh proposed to use the so-
called PNL (precisiated natural language) in which
statements about values, relations, etc. between vari-
ables are represented by constraints. In PNL, state-
ments -–written ”x isrR” -–may be different, and cor-
respond to numeric values, intervals, possibility disc-

tributions, verity distributions, probability distribu-
tions, usuality quali ied statements, rough sets repre-
sentations, fuzzy relations, etc. For our purposes and
in most our works, the usuality quali ied representa-
tion has been be of special relevance. Basically, it says
”x is usuallyR” that is meant as ”in most cases, x isR”.
PNL may play various roles among which crucial are:
description of perceptions, de inition of sophisticated
concepts, a language for perception based reasoning,
etc. Notice that theusuality is an example ofmodalities
in natural language. Clearly, the above tools are meant
for the representation and processing of perceptions.

Another concept that Zadeh has subsequently in-
troduced is that of a protoform. In general, most per-
ceptions are summaries, exempli ied by ”most Swedes
are tall”which is clearly a summary of the Swedeswith
respect to height. It can be represented in Zadeh’s no-
tation as ”most As are Bs”. This can be employed for
reasoning under various assumptions. One can go a
step further, and de ine a protoform as an abstracted
summary. In our case, this would be ”QAs areBs”. No-
tice that we now have a more general, deinstantiated
form of our point of departure (most Swedes are tall),
and also of ”mostAs areBs”. Needless to say thatmost
human reasoning is protoform based, and the avail-
ability of such a more general representation is very
valuable, and provides tools that can be used in many
cases.

Basically, the essence of our work over the years
boiled down to showing that the concept of a precisi-
ated natural language, and in particular of a proto-
form, viewed from the perspective of CWW, can be of
use in attempts at a more effective and ef icient use
of vast information resources, notably through linguis-
tic data(base) summaries which are very characteris-
tic for human needs and comprehension abilities.

We will brie ly discuss an approach based on the
concept of a linguistic data(base) summary that has
been originally proposed by Yager [43,44] and further
developed mainly by Kacprzyk and Yager [19], and
Kacprzyk, Yager and Zadrożny [20]. The essence of
such linguistic data summaries is that a set of data, e.g.,
concerning employees, with (numeric) data on their
age, sex, salaries, seniority, etc., can be summarized
linguistically with respect to a selected attribute or at-
tributes, say age and salaries, by linguistically quanti-
ied propositions, e.g., ”almost all employees are well
quali ied”, ”most young employees are well paid”, etc.
which are simple, extremely human consistent and in-
tuitive, and do summarize in a concise yet very infor-
mative formwhatwemay be interested in. Thiswill be
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done from the perspective of Zadeh’s CWW paradigm
(cf. Zadeh and Kacprzyk [48]), and we will in particu-
lar indicate the use of Zadeh’s concept of a protoform
of a fuzzy linguistic summary (cf. Zadeh [47], Kacprzyk
and Zadrożny [23]) that can provide an easy general-
ization, portability and scalability.

We will mention both the classic static linguisic
summaries, notably showing that a class of summaries
of interest is mined via Kacprzyk and Zadrożny’s [22,
25] FQUERY for Access, and that by relating various
types of linguistic summaries to fuzzy queries, with
various known and sought elements, we can arrive
at a hierarchy of protoforms of linguistic data sum-
maries. Moreover, we will also brie ly mention new
protoforms of linguistic summaries of time series as
proposed by KAcprzyk, Wilbik and Zadrożny [17,18].

2. Linguis c Data Summaries via Fuzzy Logic
with Linguis c Quan fiers
The linguistic summary is meant as a sentence

[in a (quasi)natural language] that subsumes the very
essence (from a certain point of view) of a set of data.
Here this set is assumed to be numeric, large and not
comprehensible in its original form by the human be-
ing. In Yager’s approach (cf. Yager [43], Kacprzyk and
Yager [19], and Kacprzyk, Yager and Zadrożny [20])
we have:
- Y = {y1, . . . , yn} is a set of objects (records) in a
database, e.g., the set of workers;

- A = {A1, . . . , Am} is a set of attributes characteriz-
ing objects from Y , e.g., salary, age, etc. in a database
of workers, and Aj(yi) denotes a value of attribute
Aj for object yi.
A linguistic summary of data setD consists of:

- a summarizer S, i.e. an attribute together with a lin-
guistic value (fuzzy predicate) de ined on the do-
main of attribute Aj (e.g. “low salary” for attribute
“salary”);

- a quantity in agreementQ, i.e. a linguistic quanti ier
(e.g. most);

- truth (validity)T of the summary, i.e. a number from
the interval [0, 1] assessing the truth (validity) of the
summary (e.g. 0.7); usually, only summaries with a
high value of T are interesting;

- optionally, a quali ier R, i.e. another attribute to-
gether with a linguistic value (fuzzy predicate) de-
ined on the domain of attribute Ak determining a
(fuzzy subset) of Y (e.g. “young” for attribute “age”).
Thus, the linguistic summary may be exempli ied

by

T (most of employees earn low salary) = 0.7 (1)

A richer form of the summary may include a qual-
i ier as in, e.g.,

T (most of young employees earn low salary) = 0.7
(2)

Thehe core of a linguistic summary is a linguisti-
cally quanti ied proposition in the sense of Zadeh [46],

the one corresponding to (1)written as

Qy’s are S (3)

and the one corresponding to (2) written as

QRy’s are S (4)

The T , i.e., the truth value of (3) or (4), m may
be calculated by using either original Zadeh’s calcu-
lus of linguistically quanti ied statements (cf. [46]), or
other interpretations of linguistic quanti iers (cf. Liu
and Kerre [38]), including Yager’s OWAoperators [45]
and Dubois et al. OWmin operators [6], or via gener-
alized quanti ier, cf. Hájek and Holeňa [13] or Glöck-
ner [12].

Recently, Zadeh [47] introduced a relevant concept
of a protoform which is de ined as a more or less ab-
stract prototype (template) of a linguistically quanti-
ied proposition. The most abstract protoforms cor-
respond to (3) and (4), while (1) and (2) are exam-
ples of fully instantiated protoforms. Thus, evidently,
protoforms form a hierarchy, where higher/lower lev-
els correspond to more/less abstract protoforms. Go-
ing down this hierarchy one has to instantiate partic-
ular components of (3) and (4), i.e., quanti ier Q and
fuzzy predicates S andR. The instantiation of the for-
mer one boils down to the selection of a quanti ier. The
instantiation of fuzzy predicates requires the choice
of attributes together with linguistic values (atomic
predicates) and a structure they formwhen combined
using logical connectives. This leads to a theoretically
in inite number of potential protoforms. However, for
the purposes of mining of linguistic summaries, there
are obviously some limits on a reasonable size of a set
of summaries that should be taken into account. These
results from a limited capability of the user in the in-
terpretation of summaries as well as from the compu-
tational point of view.

The concept of a protoformmay provide a guiding
paradigm for the design of a user interface supporting
themining of linguistic summaries. It may be assumed
that the user speci ies a protoform of linguistic sum-
maries sought. Basically, the more abstract protoform
the less should be assumed about summaries sought,
i.e., the wider range of summaries is expected by the
user. There are two limit cases, where:
- a totally abstract protoform is speci ied, i.e., (4),
- all elements of a protoform are totally speci ied as
given linguistic terms,

and in the former case the system has to construct all
possible summaries (with all possible linguistic com-
ponents and their combinations) for the context of a
given database (table) and present to the user those
verifying the validity to a degree higher than some
threshold. In the second case, the whole summary is
speci ied by the user and the system has only to ver-
ify its validity. Thus, the former case is usually more
interesting from the point of view of the user but at
the same time more complex from the computational
point of view. There is a number of intermediate cases
that may be more practical. In Table 1 basic types
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of protoforms/linguistic summaries are shown, corre-
sponding to protoforms of a more and more abstract
form.

Basically, each of fuzzy predicates S and R may
be de ined by listing its atomic fuzzy predicates (i.e.,
pairs of ”attribute/linguistic value”) and structure,
i.e., how these atomic predicates are combined. In
Table 1 S (orR) corresponds to the full description of
both the atomic fuzzy predicates (referred to as lin-
guistic values, for short) as well as the structure. For
example: ”Q young employees earn a high salary”
is a protoform of Type 2, while
”Most employees earn a ”?” salary” is a protoform
of Type 3. In the irst case the system has to select
a linguistic quanti ier (usually from a prede ined
dictionary) that when put in place of Q makes the
resulting linguistically quanti ied proposition valid
to the highest degree, and in the second case, the
linguistic quanti ier as well as the structure of sum-
marizer S are given and the system has to choose
a linguistic value to replace the question mark (”?”)
yielding a linguistically quanti ied proposition as
valid as possible.

Thus, the use of protoforms makes it possible to
devise a uniform procedure to handle a wide class of
linguistic data summaries so that the system can be
easily adaptable to a variety of situations, users’ inter-
ests and preferences, scales of the project, etc.

Usually, most interesting are linguistic summaries
required by a summary of Type 5. They may be in-
terpreted as fuzzy IF-THEN rules, and many interpre-
tations are proposed (cf., e.g., Dubois and Prade [8])
there are considered many possible interpretations
for fuzzy rules), and some of them were directly dis-
cussed in the context of linguistic summaries later on.

There are many views on the idea of a linguistic
summary, for instance a fuzzy functional dependency,
a gradual rule, even a typical value. Though they do re-
lect the essence of a human perception of what a lin-
guistic summary should be, they are beyond the scope
of this paper which focuses on a different approach.

3. Mining of Linguis c Data Summaries
In the process of mining of linguistic summaries,

at the one extreme, the systemmay be responsible for
both the construction and veri ication of summaries
(which corresponds to Type 5 protoforms/summaries
given in Table 1). At the other extreme, the user
proposes a summary and the system only veri ies
its validity (which corresponds to Type 0 proto-
forms/summaries in Table 1). The former approach
seems to be more attractive and in the spirit of data
mining meant as the discovery of interesting, un-
known regularities in data. On the other hand, the lat-
ter approach, obviously secures a better interpretabil-
ity of the results. Thus, we will discuss now the pos-
sibility to employ a lexible querying interface for the
purposes of linguistic summarization of data, and in-
dicate the implementability of a more automatic ap-
proach.

3.1. A fuzzy querying add-on for formula ng linguis c
summaries
In Kacprzyk and Zadrożny’s [24,29] approach, the

interactivity, i.e. a user assistance, in the mining of lin-
guistic summaries is a key point, and is in the de ini-
tion of summarizers (indication of attributes and their
combinations). This proceeds via a user interface of a
fuzzy querying add-on. In Kacprzyk and Zadrożny [22,
25, 30], a conventional database management system
is used with a fuzzy querying tool, FQUERY for Access.
An important component of this tool is a dictionary
of linguistic terms to be used in queries. They include
fuzzy linguistic values and relations as well as fuzzy
linguistic quanti iers. There is a set of built-in linguis-
tic terms, but the user is free to add his or her own.
Thus, such a dictionary evolves in a natural way over
time as the user is interacting with the system. For ex-
ample, an SQL query searching for troublesome orders
may take the following WHERE clause:

WHERE Most of the conditions are met out of
PRICE*ORDERED-AMOUNT IS Low
DISCOUNT IS High
ORDERED-AMOUNT IS Much
Greater Than ON-STOCK

Obviously, the condition of such a fuzzy query di-
rectly correspond to summarizerS in a linguistic sum-
mary. Moreover, the elements of a dictionary are per-
fect building blocks of such a summary. Thus, the
derivation of a linguistic summary of type (3)maypro-
ceed in an interactive (user-assisted) way as follows:
- the user formulates a set of linguistic summaries of
interest (relevance) using the fuzzy querying add-
on,

- the system retrieves records from the database and
calculates the validity of each summary adopted,
and

- a most appropriate linguistic summary is chosen.
Referring to Table 1, we can observe that Type 0

as well as Type 1 linguistic summaries may be easily
produced by a simple extension of FQUERY for Access.
Basically, the user has to construct a query, a candi-
date summary, and it is to be determined which frac-
tion of rows matches that query (and which linguistic
quanti ier best denotes this fraction, in case of Type
1). For Type 3 summaries, a query/summarizerS con-
sists of only one simple condition built of the attribute
whose typical (exceptional) value is sought. For exam-
ple, using: Q = ”most” and S = ”age=?” we look for a
typical value of ”age”. From the computational point
of view Type 5 summaries represent the most general
form considered: fuzzy rules describing dependencies
between speci ic values of particular attributes. The
summaries of Type 1 and 3 have been implemented
as an extension to Kacprzyk and Zadrożny’s [26–28]
FQUERY for Access.

The discovery of general, Type 5 rules is dif icult,
and some simpli ications about the structure of fuzzy
predicates and/or quanti ier are needed, for instance
to obtain association rules which have been initially
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Tab. 1. Classifica on of protoforms/linguis c summaries

Parameters
Type Protoform Given Sought
0 QRy’s are S All validity T
1 Qy’s are S S Q
2 QRy’s are S S andR Q
3 Qy’s are S Q and structure of S linguistic values in S
4 QRy’s are S Q,R and structure of S linguistic values in S
5 QRy’s are S Nothing S,R andQ

de ined for binary valued attributes as (cf. Agraval and
Srikant [1]):

A1 ∧A2 ∧ . . . ∧An −→ An+1 (5)
and note that much earlier origins of that concept are
mentioned in the work by Hájek and Holeňa [13]).

The use of fuzzy association rules to mine linguis-
tic summaries through a fuzzy q uerying interface was
proposedbyKacprzyk andZadrożny [26–28,31] advo-
cated the use of fuzzy association rules for mining lin-
guistic summaries in the framework of lexible query-
ing interface.

In particular, fuzzy association rulesmaybe consid-
ered:
A1 ISR1 ∧A2 ISR2 ∧ . . . ∧An ISRn −→ An+1 IS S

(6)
where Ri is a linguistic term de ined in the domain
of the attribute Ai, i.e. a quali ier fuzzy predicate in
terms of linguistic summaries (cf. Section 2) and S is
another linguistic term corresponding to the summa-
rizer. The con idence of the rule may be interpreted
in terms of linguistic quanti iers employed in the def-
inition of a linguistic summary. Thus, a fuzzy associ-
ation rule may be treated as a special case of a lin-
guistic summary of type de ined by (4). The struc-
ture of the fuzzy predicates Ri and S is to some ex-
tent ixed but due to that ef icient algorithms for rule
generation may be employed. These algorithms are
easily adopted to fuzzy association rules. Usually, the
irst step is a preprocessing of original, crisp data. Val-
ues of all attributes considered are replaced with lin-
guistic terms best matching them. Additionally, a de-
gree of this matching may be optionally recorded and
later taken into account. Then, each combination of
attribute and linguistic term may be considered as
a Boolean attribute and original algorithms, such as
Apriori [1], may be applied. They, basically, boil down
to an ef icient counting of support for all conjunctions
of Boolean attributes, i.e., so-called itemsets (in fact,
the essence of these algorithms is to count support
for as small a subset of itemsets as possible). In case
of fuzzy association rules attributes may be treated
strictly as Boolean attributes –- they may appear or
not in particular tuples -– or interpreted in terms of
fuzzy logic as in linguistic summaries. In the latter case
they appear in a tuple to a degree and the support
counting should take that into account. In our con-
text we employ basically the approach by Lee and Lee-
Kwang [37] and Au and Chan [2], Hu et al. [14] who

simplify the fuzzy association rules sought by assum-
ing a single speci ic attribute (class) in the consequent.
Kacprzyk, Yager and Zadrożny [20, 26–28, 31, 36] ad-
vocated the use of fuzzy association rules for min-
ing linguistic summaries in the framework of lexible
querying interface. Chen et al. [5] investigated the is-
sue of generalized fuzzy rules where a fuzzy taxon-
omyof linguistic terms is taken into account. Kacprzyk
and Zadrożny [32] proposed to use more lexible ag-
gregation operators instead of conjunction, but still
in context of fuzzy association rules.More information
on fuzzy association rules, from various perspectives,
may be found later in this volume.

As to some other approaches to the derivation of
fuzzy linguistic summaries, we can mention the fol-
lowing ones. George and Srikanth [10], [11] use a ge-
netic algorithm tomine linguistic summaries in which
the summarizer is a conjunction of atomic fuzzy pred-
icates. Then, they search for two linguistic summaries:
the most speci ic generalization and the most gen-
eral speci ication, assuming a dictionary of linguistic
quanti iers and linguistic values over domains of all
attributes. Kacprzyk and Strykowski [15,16] have also
implemented theminingof linguistic summaries using
genetic algorithms. In their approach, the itting func-
tion is a combination of a wide array of indices: a de-
gree of imprecision (fuzziness), a degree of covering,
a degree of appropriateness, a length of a summary,
etc. (cf. also Kacprzyk and Yager [19]). Rasmussen and
Yager [41, 42] propose an extension, SummarySQL,
to SQL to cover linguistic summaries. Actually, they
do not address the mining linguistic summaries but
merely their veri ication. The SummarySQL may also
be used to verify a kind of fuzzy gradual rules (cf.
Dubois and Prade [7]) and fuzzy functional dependen-
cies. Raschia and Mouaddib [40] deal with the mining
of hierarchies of summaries, and their understanding
of summaries is slightly different than here because
they consider them as a conjunction of atomic fuzzy
predicates (each referring to just one attribute). How-
ever, these predicates are not de ined by just one lin-
guistic valuebut possibly by fuzzy sets of linguistic val-
ues (i.e., fuzzy sets of higher levels are considered).
The mining of summaries (a whole hierarchy of sum-
maries) is based on a concept formation (conceptual
clustering) process.

An interesting extension of the concept of a lin-
guistic summary to the linguistic summarization of
time series data was shown in a series of works by
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Kacprzyk, Wilbik and Zadrożny [17, 18]. In this case
the array of possible protoforms is much larger as it
re lects various perspectives, intentiones, etc. of the
user. Just to give an examples, the protoforms used
in those works may be exemplifed by: “Among all y’s,
Q are P ”, exempli ied by “among all segments (of the
time series) most are slowly increasing”, and “Among
all R segments, Q are P ”, exempli ied by “among all
short segments almost all are quickly decreasing”, as
well as more sphisticated protoforms, for instance
temporal ones like: “ET among all y’s Q are P ”, ex-
empli ied by “Recently, among all segments, most are
slowly increasing”, and “ET among all Ry’s Q are P ”,
exempli ied by “Initially, among all short segments,
most are quickly decreasing”; they both go beyond the
classic Zadeh’s protoforms.

It is easy tonotice that theminingof linguistic sum-
maries may be viewed to be closely related to natu-
ral language generation (NLG) and this path was sug-
gested in Kacprzyk and Zadrożny [33]. This may be a
promising direction as NLG is a well developed area
and software is available.

A very relevant issue of comprehensiveness of lin-
guistic data summaries, inMichalski’s sense, that is re-
lated to howwell they can be understandable to an av-
erage user is considered in a recent paper byKacprzyk
and Zadrożny [35].

4. Concluding Remarks
We have shown how Zadeh’s idea of computing

with words, often called computing with words and
perceptions, based on his concepts of a precisiated
natural language (PNL) and linguistically quanti ied
propositions can lead to a new direction in the use of
natural language in data mining and knowledge dis-
covery, namely a linguistic data(base) summary. We
have in particular focused our attention on the rele-
vance of Zadeh’s another idea, that of a protoform, and
show that various types of linguistic data summaries
may be viewed as items in a hierarchy of protoforms of
linguistic data summaries. We have brie ly presented
an implementation of linguistic data summaries for a
sales database of a computer retailer as a convincing
example that these tools and techniques are imple-
mentable and practically functional. These summaries
can involve both data from a company database and
data downloaded from external databases via the In-
ternet.
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