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Abstract 

Modern cloud data centers are virtualized for resource multiplexing and services 

consolidations. Virtual machines (VMs) residing in the same server cluster share the 

same hardware resources and power supply while they may have different QoS 

requirements for their services and applications. Moreover, the power consumption of the 

server cluster is highly dynamic since different virtual machines have different workloads 

due to different services requests. Cluster level power and QoS coordination is crucial for 

data center level energy efficiency coordination as well as high quality service 

provisioning. In this paper we propose the power and QoS aware multi-level resource 

coordination and scheduling in virtualized servers, i.e., the cluster-level power control 

layer, the VMs resource allocation layer, and the QoS optimization layer. This three-level 

controlling framework schedules and allocates hardware resource for QoS guarantee and 

cluster level power management. We use dynamic frequency scaling for QoS mitigating 

when power budget changes.  The experiment results show that the proposed multi-level 

coordinated control architecture consumes 5.36% and 6.96% less power for web servers 

and computing intensive virtual machines, respectively while it can guarantee the 

response time of web server and execution time of computing tasks no more than those 

without the proposed controlling approach.  

 

Keywords: Resource scheduling, Virtual machines, Power aware scheduling, QoS 

 

1. Introduction 

In modern cloud data centers, the high density server racks increase the power density 

and thus pose urgent need for power capping as well as dynamic power control in both 

rack level and data center level.  Most of these cloud data centers are typically operated 

by energy from fossil fuels and other dirty energy. In these data centers, the hardware 

resources are usually in low or middle utilization level and cause a huge waste of energy. 

Such low hardware utilization is primarily due to the randomness of the tasks arrived at 

the data center, in other words, the number of the tasks per unit time is uneven in the data 

center. Therefore, virtualization is used for resource multiplexing and services 

consolidations to reduce power and energy consumption. To further reduce the carbon 

footprints, renewable energy and liquid cooled systems are also introduced into modern 

data centers [1, 2]. However, since many virtual machines (VMs) share the same 

hardware, interference among various VMs results in not only resource contending but 

also conflicts in Quality of Service (QoS) guarantee for different VMs. Consequently, 
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coordination between power and QoS requirement is crucial for not only energy reduction 

but also high quality service provisioning in data center level.  

Traditionally, power and QoS are treated independently in two different dimensions in 

servers or clusters. System-level control strategy designed for the QoS is aimed to meet 

the requirement of the application QoS while reducing power consumption as much as 

possible. On the other hand, the control strategy designed for power management treats 

power as the first control objective while maximizing the QoS in a best-effort manner. In 

virtualized environment, it’s more challenging to coordinate between power and QoS 

requirements due to the interference among various VMs sharing the same hardware 

components. Therefore traditional single strategy cannot provide guarantee for control of 

both QoS and cluster level power consumption because the single strategy is lack of good 

portability on virtualized cluster system.  

Various hardware related approaches have been proposed to increase data center 

energy efficiency at different levels [3, 4], including circuits and chips [5, 6, 7], memory 

[8, 9], disk [10, 11], and network traffic routing [12, 13]. In modern data centers server 

virtualization and consolidation are actively deployed for power and energy savings. 

Usually over-commitment or over-subscription approaches are used to further reduce 

energy related costs more aggressively. At the same time, control theory has been 

successfully applied to the cluster power saving of enterprise servers. Lefurgy et al. [14] 

have studied and shown that control theory is superior to the commonly used heuristic 

method because it has more accurate power control and better control performance. Wang 

and Chen [15] proposed a MIMO control algorithm for the cluster power control. Their 

work is different from ours in that they can only control power consumption but cannot 

provide QoS guarantees.  

Sharma et al. [16] applied control theory to control the QoS of the service request. 

Chen et al. [17] proposed a feedback controller to manage the response time of server 

cluster. Wang et al. [18] proposed to control response time for the virtualized server. 

Kephart et al. [19] proposed a coordinating strategy to achieve the trade-off control of 

power and performance in non-virtualized single server. Although they have used control 

theory to manage system performance and reduce power consumption, they do not 

provide guarantee of power protection in case of power budget changes.  

Control theory has been used to manage QoS indicators of virtualized servers. 

However, all the above studies are not designed for virtualized servers saving power. 

Wang et al. [20, 21] proposed a cluster control architecture (Co-Con) for coordinating 

independent power and performance control loop and a two-layer control architecture 

(PARTIC) based on control theory. They only analyze the cluster power and performance 

from two tiers while our three-level controlling framework schedules and allocates 

hardware resource for QoS guarantee and cluster level power management. In our 

previous work[22], we use feedback control to achieve power aware job Scheduling with 

QoS guarantees. In response to these shortcomings of existing single control strategy of 

power or QoS, we propose the power and QoS aware multi-level resource coordination 

and scheduling in virtualized servers, i.e., the cluster-level power control layer, the VMs 

resource allocation layer, and the QoS optimization layer. This three-level controlling 

framework schedules and allocates hardware resource for QoS guarantee and cluster level 

power management. Our work has three main contributions:  

Firstly, we propose the framework of power and QoS aware multi-level resource 

coordination and scheduling in virtualized environment using control theory. The multi-

level control framework consists of three layers: the cluster-level power control layer, the 

VMs resource allocation layer, and the QoS optimization layer. In our framework, the 

cluster-level power control layer is the primary control layer, the VMs resource allocation 

layer is the secondary control layer, and the QoS optimization layer is the third control 

layer from bottom to top logically. This three-level controlling framework schedules and 
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allocates hardware resource for QoS guarantee and cluster level power management. We 

use dynamic frequency scaling for QoS mitigating when power budget changes. 

Secondly, we design the control model hierarchically by traversing each control level 

and their coordination. Our multi-level control architecture considers the impact of each 

level and improves the control performance while it’s able to achieve better flexibility and 

scalability. Therefore, our architecture has better portability for a typical virtualized 

cluster system.  

Thirdly, we analyze the relationship between each control layer in the multi-level 

control system, the mutual influence variables (such as CPU frequency, CPU time slice 

allocation, etc.) involved in different levels, the relationship between control periods of 

each control layer, and their coordination. We also analyze the effectiveness of the 

proposed control framework in experiments, including the request response time for real-

time tasks, execution time for intensive tasks, and the total power consumption of the 

cluster. The experiment results show that the proposed multi-level coordinated control 

architecture consumes 5.36% and 6.96% less power for web servers and computing 

intensive virtual machines, respectively while it can guarantee the response time of web 

server and execution time of computing tasks no more than those without the proposed 

controlling approach. The results show that our multi-level coordinated control 

architecture and all control layers achieve desired control performance on cluster-level 

power savings and QoS guarantee for different tasks request in virtualized servers.  

The remainder of the paper is organized as follows. In Section 2, we propose the 

framework of power and QoS aware multi-level resource coordination and scheduling in 

virtualized environment. In Section 3, we present the experiment results and analysis. In 

Section 4, we conclude the paper and give some directions for future work. 

 

2. Multi-level Control Architecture 

We design power and QoS aware multi-level control architecture and the power 

and QoS aware resource coordination and scheduling based on the proposed multi-

level control architecture as shown in Figure 1. 
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Figure 1. Power and QoS Aware Multi-level Control Architecture 

Our power and QoS aware multi-level control framework mainly consists of three 

layers: the cluster-level power control layer, the VMs resource allocation layer, and the 

QoS optimization layer. This three-level controlling framework schedules and allocates 

hardware resource for QoS guarantee and cluster level power management. We use 

dynamic frequency scaling for QoS mitigating when power budget changes especially in 
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virtualized server clusters where the cluster workload fluctuates significantly. We 

describe the details in the following subsections. 

 

2.1. Cluster Level Power Control Layer 

The cluster level power control layer shown in Figure 2 is the primary control layer of 

our multi-level control architecture. The cluster level power control layer is mainly to 

control the cluster power consumption. In the cluster level power control layer, we set 

cluster power as the control target. First, we need to consider the limited conditions of the 

cluster power control. Obviously, the total power of a cluster must be less than the 

maximum available power of the cluster. Moreover, according to the feedback response 

time of each server, we split the cluster power into each server on its demand. We use 

CPU frequency scaling in each server to achieve power re-distribution, so that the cluster 

power can be used fully and effectively and we may achieve an efficient power saving. In 

order to reduce power consumption of the server cluster, we can either improve the 

performance of a component in the cluster or reduce the power of a part of the cluster. 

Based on the feedback of the CPU resource usage from the VMs resource allocation 

control layer and the QoS optimization control layer in each server, we adjust the CPU 

frequency of each server on demand through dynamic voltage and frequency scaling 

(DVFS) to dynamically control the overall power of all servers in the cluster.  

The main design principle of the cluster level power control layer is as following: In 

the cluster power control procedure, it provides an interface through power controller. 

According to the feedback response time and CPU utilization of each server obtained 

from the last control period, we provide the CPU utilization of each server in last control 

period to power controller as the power weight value of each server allocated by the 

controller. Intuitionally, the server whose CPU utilization is higher than the average can 

be allocated more power, otherwise, the server will be allocated less power by adjusting 

the CPU frequency of each server through DVFS. So that the cluster power controller can 

control the overall power of all servers in a cluster dynamically. With the limitation of 

hardware power and CPU frequency, it should be a reasonable allocation strategy for the 

power resource in the cluster, so the cluster power can be fully and effectively used and it 

can guarantee the QoS and save power effectively as well. 
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Figure 2. Cluster Power Control Architecture 

In our framework, we consider the CPU power consumption as the main power 

consumption in the cluster assuming that the power consumption of other components is 

constant. In our control loop, the controlled variable is the power and the manipulated 

variable is the CPU frequency. Meanwhile, in the entire cluster level control system, the 

power control layer will be called periodically. The control period is determined by 
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weighing response time, DVFS overhead time, the settling time before control system 

reaches a steady level, and other factors. 

 

2.2. VMs Resource Allocation Layer  

The VMs resource allocation layer is to control the VMs resource allocation in each 

host. It achieves the load balancing among VMs via adjusting the CPU time slice 

allocation which is assigned to all of the VMs on a server, so that the VMs on the same 

server can roughly have the same relative response time. The relative response time of the 

VM is the ratio of the actual response time over maximum allowed response time of each 

VM, namely  

 ( , , ) ( , , ) / ( , )VM VM VMrres k i j res k i j maxRes i j                          (1)                                                                

where ( , , )VMrres k i j  is the relative response time of the jth VM on sever i in the kth 

control period; ( , , )VMres k i j  is the average actual response time of the jth VM on sever i in 

the kth control period; ( , )VMmaxRes i j  is the maximum allowed response time of the jth VM 

on sever i.  

For the convenience of description, we describe the VMs CPU allocation control of 

one server as an example to introduce the VMs load balancing control layer of the control 

architecture in Figure 3.  

The VMs resource allocation control layer shown in Figure 3 is the secondary control 

layer of the multi-level control architecture. The main design principle of the VMs load 

balancing control layer is as following: In the process of the VM resource allocation, it 

provides an interface through VM load balancing controller. According to the feedback 

response time of each VM obtained from the last control period and the load balancing 

principle, it assigns the CPU time slice to each VM on demand, which is to assign 

different CPU allocation weights to different VMs on the server by CPU resource 

allocator. So that the VM load balancing controller can control the load of all VMs on the 

server dynamically to maintain the load balancing among all VMs on the same server. 

With the limitation of the CPU frequency and its power, it’s a reasonable allocation 

strategy for CPU resource allocation in the server. So the VMs load across different 

servers and the QoS can be adjusted while the cluster power is being fully and effectively 

used. The load balancing control layer runs periodically like the power control layer. The 

control period of the control layer is determined by concurrent application requests in the 

configuring period. According to the actual situation, the control parameters and the order 

of system control input and output will be changed for the different workloads. Due to the 

different experimental environment, control order and control parameters of the system 

model need to be measured again. So we redesign the system model determining 

algorithm to avoid the uncertainty of the order of system control input and output, and 

present the new method to calculate the system control parameters. For the optimized 

system model, the effect parameters are determined by the actual value of the last control 

period dynamically. 
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Figure 3. VMs Resource Allocation Control Architecture 

2.3 QoS Optimization Layer  

The QoS optimization layer is mainly to provide QoS guarantee. It is the third control 

layer of the multi-level control architecture based on the QoS control of each VM. We set 

the response time for real-time tasks (or execution time for intensive tasks) as the 

indicator of QoS in the proposed multi-level control architecture. The QoS optimization 

layer controls the QoS by adjusting CPU resource allocation (CPU time slice) assigned to 

VMs, so that each VM can achieves the desired QoS (response time for real-time tasks or 

execution time for computing intensive tasks) requirements. Thus, fully and rationally use 

CPU resources on a physical server also can improve the efficacy of the server while the 

desired response time of all VMs will be satisfied. We design the QoS controller for each 

VM on each server. For the convenience of description, we describe the QoS optimization 

control of one VM as an example to introduce the QoS control layer in Figure 4.  

The main design principle of the VM-level QoS control layer shown in Figure 4 is as 

following: In the procedure of the QoS control, it provides an interface through QoS 

controller. According to the feedback response time of each VM obtained from the last 

control period, it assigns the CPU resource to each VM on demand, which is to assign 

different CPU allocation weights to different VMs on the server so that the QoS controller 

can dynamically control the CPU resource allocation of the server. The main control 

components in QoS control layer comprise server-level QoS controller, CPU resource 

allocator, CPU frequency modulator, and VM-level QoS monitor which is primarily 

responsible for monitoring application response time. The controlled variable (the average 

response time of all web requests) and the manipulated variable (the desired CPU 

resource allocation) of the QoS control layer interact to form a control loop. Meanwhile, 

in the entire control system, the QoS (i.e., response time) control layer on each VM will 

be run periodically like other control layer. 
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Figure 4. QoS Control Architecture 
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2.4. Multi-level Control Coordination 

For the above proposed power and QoS aware resource coordination and scheduling 

multi-level control architecture, there is an interdependent relationship among all control 

layers.  

The secondary VMs load balancing control layer and the third QoS control layer 

interact with each other. We need to coordinate these two control layers. First, the VMs 

resource allocation control layer tries to minimize the difference between the response 

time of each single VM and the average response time of all VMs, while the average 

response time is controlled by QoS control layer and it converges to the desired average 

response time of all VMs. Second, VMs resource allocation control layer and QoS control 

layer both have the corresponding scheduling and allocation control on CPU time slice of 

servers. The QoS controller will change the server's CPU frequency by CPU frequency 

modulator based on the feedback response time of QoS control layer in each control 

period, which is to change the total amount of available CPU resource on the server. The 

change of the total CPU resource will affect the CPU resource allocation on VMs 

resource allocation control layer. Therefore, in order to minimize the effect of QoS 

control layer on VMs resource allocation control layer, the control period of QoS control 

layer should be longer than the settling period of VMs resource allocation control layer. 

That is, in order to ensure that all VMs in QoS control period VMT  have the same response 

time, the control period of QoS controller should be longer than the settling control period 

of VMs resource allocation controller. Therefore it can ensure that the VMs resource 

allocation control layer can reach to a stable state in the QoS control period.  

When analyzing the interaction among cluster power control layer and the other two 

control layers, VMs resource allocation control layer and QoS control layer are regarded 

as a whole performance control layer. The CPU frequency controlled by the power 

controller will have a direct effect on application performance of all VMs on the server. 

At the same time, the CPU resource allocation controlled by the performance control 

layer may also affect system power consumption. Obviously, if we cannot effectively 

coordinate the power control layer and performance control layer, these two control layers 

may have conflict. In order to achieve the desired control function and the stability of 

system, the settling period of the primary control layer (power control layer) should be 

longer than the secondary control layer (performance control layer). Thus in a control 

period of the primary control layer, the secondary control layer can maintain its stable 

state, which can decouple between the two control layers. So each control layer can be 

designed independently. 

 

3. Performance Evaluation 
 

3.1 Experimental Setup 

The testbed in this paper includes a server cluster and a client. There are two physical 

servers in the cluster named as Server1 and Server2. All physical hosts run with CentOS 

6.2 (the kernel version is Linux 3.5.7 with Xen 4.2.1). Each server is configured with 

AMD Opteron 6272 (2.1GHz, 16-cores, 16MB L3 cache), 1600MHz 64GB DDR3 

memory, 300GB SAS hard drive, and Intel Gigabit Ethernet. Each host connects with 

each other through an Ethernet switch. The client is used as load generator to send a large 

number of HTTP requests to Server1 and Server2, and receives the power data from 

power analyzer.  

We configure 16 VMs on Server1 and 25 VMs ( 1,1 1,2 1,25, ,......,VM VM VM
) to Server2. We 

configure LAMP(Linux, Apache httpd web server, MySQL database, and PHP web pages) 

software stack on each VM. We run an Apache web server as a virtual server on each VM 

and the Apache server answers the HTTP requests with a dynamic Web page written in 
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PHP. The PHP file is running a task of inserting 1 million records to the database. The 

client load generator is the benchmarking tool (ab) of Apache HTTP server. We setup 

multiple ab instances on the client and each instance will send web requests to the Apache 

server inside the VMs. We define Server1 as the IO-intensive web server. At the same 

time, we run CPU compute-intensive tasks on Server2. Our experiment runs a prime 

number calculation program on Server2 which calculates the prime number from 100000 

to 1000000.  
 

3.2 Control Verification for Real-time Tasks 

For the assessment of the control capability of the control architecture for real-time 

tasks (web requests), we compare the monitoring results of the following four test 

environments: 

Test environment I: the general cluster without control architecture;  

Test environment II: only cluster power control architecture;  

Test environment III: add QoS control architecture based on the test environment II;  

Test environment IV: add VMs load balancing on the basis of test environment III, 

which is to construct the complete multi-level control architecture on the cluster.  

According to above test environments and the data collection, we get the results in 

Figure 5 to Figure 7.  Figure 5(a) shows that when the server desired power need to be 

reduced from 240W to 220W at 500s, and to be increased from 220W to 240W at 1000s, 

the single power control layer can control on reducing cluster power effectively by 

reducing server CPU frequency. Figure 5(b) indicates that in the case that the desired 

cluster power needs to be reduced, if we only have the power control layer, it cannot 

effectively control the response time of each VM converge to the desired response time , 

i.e., Server 1 is 700ms and server 2 is 800ms).  

In Figure 6, compared with no control architecture environment, the two-layer control 

architecture consists of power control layer and QoS control layer can significantly 

control the average response time of the server in the desired range. Compared with no 

control architecture environment, the complete multi-level control architecture proposed 

in this paper can effectively control the web request response time within the desired 

range when the workload of the cluster changes. Moreover, comparing the control layer 

which is lack of VMs resource allocation control and the complete multi-level control 

architecture, it shows that VMs resource allocation control layer has little effect on the 

control of the complete control architecture on the web response time when the 

concurrency level of web requests has changed.  

  In Figure 7, compared with no control architecture environment, when cluster 

workload changes, the complete multi-level control architecture proposed in this paper 

can reduce the cluster power (include just two servers’ power) by 5.36% through 

controlling resource scheduling. The complete multi-level control architecture is better 

than the control architecture which is lack of VMs load balancing control layer to control 

the total power saving in the cluster. Therefore, the VMs load balancing control layer in 

multi-level control architecture has a great impact on the control of the total power saving 

in cluster.  
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Figure 5. The Power Control Capability Assessment of Single Power     
Control Layer 

 

 

Figure 6. Comparison of Average Response Time Control  
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Figure 7. Comparison of Cluster Level Power Control Effectiveness 

3.3 Control Verification for Computing Intensive Tasks 

For the assessment of the control capability of our framework for computing 

intensive tasks, we compare the monitoring results of the following four test 

environments: 

Test environment I: cluster without control architecture;  

Test environment II: cluster level power control and QoS optimization control on 

the cluster;  

Test environment III: add VMs resource allocation control based on test 

environment II, which is to construct the complete multi-level control architecture 

on the cluster.  

In addition to the test environment configuration in section 3.1, we also have the 

following configurations: on server 1, 2,1 2,2 2,4, ,......,VM VM VM
 are running a PHP program, 

2,5 2,6 2,8, ,......,VM VM VM
 are running two PHP programs, 2,9 2,10 2,12, ,......,VM VM VM

 are running 

three PHP programs, and 2,13 2,14 2,16, ,......,VM VM VM
 are running four PHP programs; on 

server 2, 1,1 1,2 1,5, ,......,VM VM VM
 are running a prime calculation program, 

1,6 1,7 1,10, ,......,VM VM VM
 are running two prime calculation programs, 1,11 1,12 1,15, ,......,VM VM VM

 

are running three prime calculation programs, 1,16 1,17 1,20, ,......,VM VM VM
 are running four 

prime calculation programs, and 1,21 1,22 1,25, ,......,VM VM VM
 are running five prime 

calculation programs.  

The results are shown in Figure 8.  
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Figure 8. Intensive Tasks Execution Time Comparison 

Figure 8(a) shows that, for IO intensive tasks, because the multi-level control 

architecture in this paper controls QoS and power by controlling CPU frequency and 

allocating resource, the multi-level control architecture has no significant effect on 

the execution time control of the IO intensive tasks. In Figure 8(b), we can see that 

the multi-level control architecture has significant control effect on the execution 

time control of the CPU computing intensive tasks. Compared with the no control 

architecture environment, the control architecture which is lack of VMs resource 

allocation control layer can still effectively reduce application execution time. The 

execution time is reduced by 16.36%. Combined with the conclusions in Section 

3.2, the QoS control layer in this paper can effectively control the execution time of 

computing-intensive applications to be reduced as much as possible.  

Compared with the no control architecture environment, the complete multi-level 

control architecture proposed in this paper can effectively control the execution time 

of compute-intensive applications and make it be reduced as much as possible. The 

execution time is reduced by 17.51%. However, comparing the control architecture 

which is lack of VMs resource allocation control layer and the complete multi-level 

control architecture, there is a certain difference among the control effects of these 

two control architectures on the average execution time. The reducing extent of the 

average execution time in complete multi-level control architecture is 1.15% higher 

than the control architecture which is lack of VMs resource allocation control layer. 

Therefore, the VMs resource allocation control layer of the multi-level control 

architecture has a certain effect on reducing the execution time of the intensive 

applications.  

The results of the control effect of the multi-level control architecture on the 

intensive tasks’ execution effect are shown in Figure 9. Compared with no control 

architecture environment, in order to minimize the application execution time and 

fully utilize the CPU resource to achieve power savings, the multi-level control 

architecture proposed in this paper can meet the QoS (application execution time) 
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demand while effectively reducing the total power of all servers through controlling 

the host CPU utilization.  

Comparing the control architecture which is lack of VMs resource allocation 

control layer and the complete multi-level control architecture, there is a certain 

difference among the saving effects of these two control architectures on the total 

power of all servers. The control architecture without VMs load balancing control 

layer just reduces the cluster power by 6.96%. Obviously, the complete multi-level 

control architecture is better than the control architecture without VMs load 

balancing control layer to control the cluster power saving. Thus, the VMs load 

balancing control layer of the multi-level control architecture has a great impact on 

the control of cluster power saving. The control architecture with the VMs load 

balancing control layer can achieve the better saving effect. 

 

 

Figure 9. Total Power Consumption  

4. Conclusion 

In this paper, we design and propose the power and QoS aware multi-level 

resource coordination and scheduling control architecture for better flexibility and 

scalability. Furthermore, we design and build testbed, and evaluate the control effect 

of the proposed multi-level control architecture. The experiment results show that 

the proposed multi-level coordinated control architecture consumes 5.36% and 

6.96% less power for web servers and computing intensive virtual machines, 

respectively while it can guarantee the response time of web server and execution 

time of computing tasks no more than those without the proposed controlling 

approach. The evaluation results of our experiments show that the multi-level 

coordinated control architecture and all control layers have a good effect on cluster-

level power saving and QoS controlling for different tasks request in virtualized 

servers.  

For the primary cluster power control layer, we can expand its control 

architecture and join other drivers to make the model more presize; for VMs load 

balancing control layer, we may further consider the optimization of hierarchical 

VM configuration on the same server.  
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