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 This article involves computer simulation and surface analysis by nuclear techniques, which are non-destructive. Both the 
“energy method of analysis” for nuclear reactions and elastic scattering are used. Energy spectra are computer simulated 
and compared with experimental data, giving target composition and concentration profile information. The method is 
successfully applied to thick flat targets of graphite, quartz and sapphire and targets containing thin films of aluminium 
oxide. Depth profiles of 12C and 16O nuclei are determined using (d,p) and (d,α) deuteron induced reactions. Rutherford and 
resonance elastic scattering of (4He)+ ions are also used.
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Aplicaciones de simulación por ordenador, reacciones nucleares y difusión elástica al análisis de superficies de 
materiales

Este artículo trata de simulación por ordenador y del análisis de superficies mediante técnicas nucleares, que son no 
destructivas. Se usa el “método de análisis en energia” para reacciones nucleares, así como el de difusión elástica. Se simulan 
en ordenador espectros en energía que se comparan com datos experimentales, de lo que resulta la obención de información 
sobre la composición y los perfiles de concentración de la muestra. Este método se aplica con éxito em muestras espesas 
y planas de grafito, cuarzo y zafiro y muestras conteniendo películas finas de óxido de aluminio. Se calculan perfiles en 
profundidad de núcleos de   12C y de 16O a través de reacciones (d,p) y (d,α) inducidas por deuterones. Se utiliza también la 
difusión elástica de iones (4He)+, tanto a Rutherford como resonante.

Palabras clave: Películas espesas/finas, Superficies, Tests no destructivos, Reacciones nucleares, Difusión elástica.

1. INTRODUCTION

The importance of the field of material analysis has been 
recognized worldwide for its implications on the progress 
of a wide range of human activities. Very considerable 
scientific efforts have been concentrated on the development 
of techniques capable of providing information on solid 
materials. A large part has been on ion, electron and photon 
beams interacting with a solid target. Surface analysis 
techniques permit target information to be gained for a range 
of depths near the surface. A wide range of such techniques 
has been available. The techniques are complementary. There 
are nuclear and non-nuclear techniques. Elastic scattering, 
nuclear reactions and ion-induced X-rays are the main nuclear 
surface analysis techniques. They are non-destructive and 
capable of providing analysis for a few microns near the 
surface. Many applications have been made such as in 
industry, scientific and medical areas. Nuclear reactions and 
elastic scattering are the more precise techniques for obtaining 
absolute values of concentrations in surface analysis. Low 
energy ion accelerators, for MeV ion beams, have been used 
for new applications, for surface analysis (1,2). Through 
nuclear reactions not only high sensitivities are possible for 

detection of light elements in heavier substrates, but also 
discrimination of isotopes of the same element. Each reaction 
is specific of an isotope. In both the “energy method of 
analysis” for nuclear reactions and in elastic scattering, an 
energy spectrum is acquired of ions emitted from different 
depths in the sample, for a single energy of an incident ion 
beam (3-13), as detailed in the present work. Depth profiling 
of light nuclei such as 16O and 12C, has been reported in several 
contexts (14,15), including applications in ceramics and glass 
industry (16,17). In the “energy method of analysis”, which is 
appropriate for ion-ion reactions, the energy spectrum which 
is acquired, intrinsically contains information about target 
composition and concentration profiles. This information is 
computationally gained from the spectrum (4,6,18,19).

2. EXPERIMENTAl

2. Experimental arrangement and samples
The experimental work was possible through the 

University of Manchester, England, using a 7 MV Van de Graaff 
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accelerator. Given an incident beam of accelerated ions, for an 
ion-ion nuclear reaction experiment schematically represented 
in Fig.1, ion detection from the sample at detection angles θL of 
135o and 165o used silicon surface barrier detectors, chosen as 
suitable for the reaction and energy ranges involved (6). The 
experimental arrangement of the detectors is shown in Fig. 2. 
Spectral data of ions from the sample were acquired through 
an on-line computer equipped with data acquisition software. 
Computer data interfaces were connected to chains consisting 
of charge preamplifiers, amplifiers and analogue to digital 
converters providing for pulse pile-up rejection. Spectra 
were acquired as counts per channel versus channel number. 
Following energy calibration of these spectra, spectral yields 
as counts per unit energy versus energy were obtained. 

We used the following samples as targets for acquisition 
of charged particle spectra: 1)One thick, high purity, flat 
sample of pyrolitic graphite; this sample was made by Union 
Carbide, by cracking CH4 at 2200 ºC and depositing onto 
a graphite substrate. Two thick, high purity, flat samples 
consisting of compounds of elements, such as oxides; 2)the 
first was a sapphire sample, labelled Al2O3; 3)the second was 
a quartz sample, labelled SiO2. 4)A sample designated as Al/
Al2O3, formed by a thin film of Al2O3 on a thick high purity 
flat aluminium substrate; this sample was prepared through 
aluminium anodization at 100V, 20 oC, in a 3% per volume 

Fig. 1- Schematic representation of a nuclear reaction experiment.

Fig. 2- Representation of the experimental arrangement for detection 
of charged particles. 

Fig. 3- Transmission electron micrograph of a section of the Al/Al2O3 
target.

aqueous solution of tri-ammonium citrate, at pH 6 and a 
current density of 50 mA cm-2; this method of preparation 
was expected to ensure excellent uniformity of the oxide; the 
figure quoted (20) of 13.7 Å/V gave for our oxide a nominal 
thickness of 0.1370 µm; transmission electronic microscopy 
has shown that not only the aluminium substrate was flat, 
but also the oxide was quite uniform, as given in Fig. 3; from 
higher magnification pictures obtained with the transmission 
electron microscope, we determined an oxide thickness of 
0.1340 µm. 5)Two flat self-supported samples of anodic 
aluminium oxide; the targets were obtained by aluminium 
anodization at 100V and 200V in a 3% per volume aqueous 
solution of tri-ammonium citrate, at 20 ºC, pH 6 and a current 
density of 5 mA cm-2; following anodization of a flat, high 
purity Al foil, chemical methods were used to leave a 1 cm 
diameter self-supported oxide window in the foil; the Al 
anodization procedure mentioned gave nominal thicknesses 
of 0.1370 µm and 0.2740 µm for anodization at 100V and 200V, 
respectively (20).

3. COMPUTER SIMULATION

A large computer program has been developed for 
simulation of energy spectra of charged particles from nuclear 
reactions from targets under ionic bombardment (6). Elastic 
scattering is a particular and important case. The computations 
mainly account for: target parameters, such as composition 
and concentration profiles; energy spread of the incident 
ion beam; geometric factors and target rotation; stopping 
power; differential cross section; energy straggling; detector 
resolution.  An option permits calculation of effects from: small 
forward angle multiple scattering; incident beam size and 
angular divergence; detector angular aperture. For specified 
parameterization, a predicted spectrum from the target is 
computed and compared visually with experimental data on 
a display. The chi-square is calculated, to give an indication 
of the goodness of fit. If the prediction was far from the data 
new parameterisation was fed in, giving new predictions. 
This was repeated until a satisfactory agreement was reached 
between predictions and the data. The main aim was to gain 
information about target composition parameters. For this, 
the main aim was to vary target composition parameters, 
while other parameterization was kept constant. A predicted 
spectrum from a given target is obtained by summing predicted 
basic spectra, each from an ion-ion reaction or from elastic 
scattering for a concentration distribution of an individual 
target nuclide. The following parameterization was available 
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for the computations, which were mainly intended for light 
ions: 1) Gaussian beam energy profile for a given bombarding 
energy; as an option, beam size and gaussian distribution of 
projected angles. 2) Flat thick multi-layered target, allowing 
for three layers which could vary from very thin to very thick. 
For each layer, up to four isotopes were considered. Layer 
thickness parameters were required. For a single element the 
atomic density was needed. For a mixture of isotopes, the 
mixture density and the ratios of atomic densities were fed in. 
For a compound or a mixture of elements the parameterization 
was similar. The isotopic composition of a given element was 
possible through the percentages of occurrence of its isotopes. 
The main types of concentration profiles were: step functions, 
complementary error functions, exponential functions, linear 
combinations of error functions. Other types of profiles 
were possible by feeding in tables of atomic density versus 
depth. Target rotation was included. 3) Gaussian detector 
response function. Detection angle. Target to detector distance 
and detector angular aperture were usable as an option. 4) 
Rutherford cross section was the default for elastic scattering. 
Available differential cross section versus energy data, for 
elastic scattering and nuclear reactions, were used to create 
the necessary data files to be fed in. 5) The main approach for 
stopping power versus energy data for single element was 
from (21,22). Other data were usable to create data files to be 
fed in, as necessary, containing stopping power versus energy 
information. For compounds or mixtures Bragg’s rule (23) was 
used to calculate stopping powers. Deviations from this rule 
were correctable through stopping power scaling factors for 
each ion type. Therefore, for a nuclear reaction, separate scaling 
factors were available both for ingoing ions penetrating the 
target and for outcoming ions travelling towards the detector. 
6) Theories for gaussian energy straggling were considered. 
The default was Bohr theory (24). As the main option, 
Lindhard-Scharff theory (25) was selectable. Energy straggling 
factors were allowed, for both ingoing and outcoming ions. 
Those were intended, if required, to vary within limits close 
to unity. 7) For targets where each layer was constituted by 
a single element, an option permits inclusion of angular and 
lateral spread distributions from small forward angle multiple 
scattering in the gaussian approximation. The Fermi theory 
was used (26). The approach given by Bethe and Ashkin (27) 
was selectable as an option. Allowance was made for multiple 
scattering factors for both ingoing and outcoming ions. 

For calculations of energy losses along paths of the ingoing 
ions in a layer, a small ingoing energy decrement was fed in. 
Details of differential cross section data were preserved, as 
the points in a given tabulation were usable as intermediate 
points. Up to typically 400 points were usable, depending 
on array size. For calculations of energy losses along paths 
of the outcoming ions from a layer, an outcoming energy 
decrement was automatically selected. Numeric integration 
and a fast interpolation routine were used, whenever required, 
e.g. in evaluations of convolution integrals. In building a 
basic spectrum we considered, in short, calculations of: mean 
ingoing energies and ingoing energy distributions; depth 
dependence of the yield, by folding in differential cross section 
versus energy and ingoing energy distributions; mean energies 
and energy distributions from nuclear reaction events; mean 
outcoming energies and outcoming energy distributions; 
dependence of the yield on mean outcoming energy; 
dependence of the yield on outcoming energy, by folding in 
yield versus mean outcoming energy and outcoming energy 

distributions; dependence of the yield on detection system 
resolution, giving final yield versus energy, by folding in yield 
versus outcoming energy and detector resolution function. In 
the prediction of a basic spectrum, the calculations were made 
for unitary incident ion beam dose, unitary solid angle of the 
detector and unitary detection system efficiency. Therefore, a 
reference basic spectrum from the surface of the target was 
multiplied by a scaling factor arising from experimental data. 
For further predicted basic spectra that scaling factor was 
taking into account. Normalizations were calculated to ensure 
correct ratios of total yields of the respective spectral shapes.

4. RESULTS AND DISCUSSION

4.1. Nuclear reactions 

In making the predictions for nuclear reactions induced 
by deuterons, we used available data of stopping power of 
the ions in the samples (21,22,28,29). For the reactions (d,p) in 
12C, (d,α) and (d,p) in 16O we used available data of differential 
cross sections for these reactions (6,30,20). In particular, the 
differential cross section data for the 12C(d,p0)13C reaction 
permitted very good computed fits to spectra from a thick 
flat, high purity target of pyrolitic grafite for several deuteron 
bombarding energies of 1.12-1.86 MeV, θR=4.5 +-1º, and 
θL=165º and 135º. This is illustrated in Fig. 4 at 1.12 MeV and 
165º, where a uniform concentration profile of 12C along 7 µm 
was used. The quartz sample was analysed through a 1.0 MeV 
deuteron beam, at normal incidence and θL=135º. The choice 
of the bombarding energy was made to give insignificant 
yields of deuteron induced reactions in 28Si. The spectrum 
from the reactions (d,p) in 12C, (d,α) and (d,p) in 16O  is shown 
in Fig. 5. It can be seen that a reasonably good computed fit 
to the overall data was obtained. A thin surface film of 12C 
with uniform concentration and thickness X1=0.062 µm, and 
a uniform distribution of 16O in the quartz were detected. The 
16O thickness parameters X2 were 3.4 µm for (d,α0), 5.5 µm 
for (d,p0) and 5.2 µm for (d,p1). For the same target, details of 
another good computed fit are shown in Fig. 6 to the spectral 
shape from the 16O(d,p1)17O* reaction for 0.993 MeV and 
θL=135º, with a thickness parameter X2 of 5.2 µm. 

Fig. 4- Computed fit to data of the 12C (d, p0) 13C reaction in the pyrolitic 
graphite target for Ed=1.12 MeV and θL=165º.
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resulted in a good fit to the data. For uniform concentration 
profiles of Al and O, thickness parameters of 1.89 and 1.21 µm 
were used, respectively. 

4.2. Elastic Scattering 

In making the computer predictions for elastic scattering 
spectra of α particles we used available data of stopping 
power of α particles in the samples (21) and, unless otherwise 
stated, Rutherford differential cross sections.

4.2.1. Sapphire target

The sapphire target, labelled Al2O3 , was first analysed 
through a 1.5 MeV (4He)+ ion beam at normal incidence. The 
corresponding elastic scattering spectrum, obtained at an 
angle of 165º, is shown in Fig. 7. A good computed fit to data 
was obtained for a ratio of atomic densities of O and Al (CO/
CAl) of 1.500, corresponding to Al2O3 stoichiometry. However, 
the ratio mentioned must be interpreted with caution given the 
statistical errors in the Al and O spectral shapes. The accuracy 
is at best 2%, ignoring any inaccuracies in the stopping power. 
The same sample was also analysed at 3.105 MeV and 165º, 
as shown in Fig. 8. In this case, in making the predictions, we 
used the differential cross section data for elastic scattering 
of α particles in 16O at 165º given in (31). These data exhibit 
a peak at 3.045 MeV, corresponding to resonant scattering. 
This peak provides for enhanced detection sensititivity of 
16O through elastic scattering of α particles. The predictions 

Fig. 5- Computed fit to data of the 12C (d, p0) 13C, 16O (d, p0) 17O, 16O (d, 
p1) 17O* and  16O (d, α0) 14N reactions in the quartz target, for Ed=1.0 MeV 
and θL=135o.

Fig. 6- Computed fit to data corresponding to the 16O (d, p1) 17O*  reac-
tion peak in the quartz target, for Ed=0.993 MeV and θL=135o.

Fig. 7- Computed fit to data of elastic scattering of α particles in the 
sapphire target for E

α
=1.5 MeV and θL=165º.

Fig. 8- Computed fit to data of elastic scattering of α particles in the 
sapphire target for E

α
=3.105 MeV and θL=165º.

4.2.2. Al/Al2O3 target

The sample designated as Al/Al2O3 was analysed through 
a 2.0 MeV (4He)+ ion beam, normal incidence and θL =165º. 
For the respective spectrum of elastic scattering of α particles, 
not shown, a good computed fit to data was obtained for 
an aluminium oxide film thickness of 0.1350 µm, which is 
very close to the value of 0.1340 µm determined through 
transmission electronic microscopy. The fit indicated that the 
ratio of atomic densities of O and Al is slightly higher than 
1.500. The same sample was analysed at 1.5 MeV and 165º, 
at normal incidence and at a rotation angle of 20+-1.5º. The 
corresponding computed fits are shown in Fig. 9 and Fig. 10, 
respectively. In both cases the predictions give reasonably 
good fits to the data for an aluminium oxide film thickness 
of 0.1370 µm, close to the values obtained at 2.0 MeV and 
measured through transmission electronic microscopy. These 
fits would be improved by using a ratio of atomic densities 
of O and Al (CO/CAl) of 1.530, within an accuracy of ~2%, 
resulting in an oxide stoichiometry of Al2O3.06+-0.06 close to 
Al2O3.05+-0.05 given in (32). 
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4.2.3. Self-supported targets 

The self-supported samples of anodic aluminium oxide, 
which were obtained by aluminium anodization at 100V and 
200V, were analysed with 2.0 MeV (4He)+ ion beams at normal 
incidence and detection angles of 165º and 135º. Several 
spectra of elastic scattering of α particles were acquired for 
each target. The integrated yields of the spectral shapes from 
O and Al were used to calculate the ratios of atomic densities 
CO/CAl. Several computed fits were made to the data. The 
values of the ratios of atomic densities of O and Al and oxide 
thicknesses were consistent, within the experimental error.  
For the target anodized at 100V the average values were 
CO/CAl = 1.53+- 0.06 and X1 = 0.1333 µm. These values are 
in reasonably good agreement with those (1.53 and 0.1350 
µm) obtained at 2.0 MeV for the Al/Al2O3 target, which was 
anodized at the same voltage. For the target anodized at 
200V the average values were CO/CAl = 1.52+- 0.07 and X1 = 
0.2480 µm. While the ratio mentioned agrees reasonably well 
with the determinations for the targets anodized at 100V, 
the oxide thickness per volt (12.4 Å/V) is lower. A possible 
explanation for this would be that the 200V oxide film has 
undergone dissolution during formation. Dissolution and 
hydratation of aluminium oxides obtained by anodization in 

aqueous solutions of ammonium citrate have been reported 
(33). The computed fits which were made are illustrated by 
the fit shown in Fig. 11 for the 200V target, at 2.0 MeV and θL 
=135º. In this spectrum the spectral shapes of elastic scattering 
from Al and O are superimposed on a continuous background 
due to scattering always appearing in experiments involving 
self-supported targets. We managed to reduce it through the 
detector arrangement and by taking precautions about the 
configuration of the Faraday cup after the target chamber. 
After background subtraction, an improved and more reliable 
fit was made to the same data, using CO/CAl = 1.523, within 
an accuracy of ~4%, and the same oxide thickness X1 = 0.2460 
µm. 

Fig. 9- Computed fit to data of elastic scattering of α particles in the 
Al/Al2O3 target for E

α
=1.5 MeV and θL=165º.

Fig. 10- Computed fit to data of elastic scattering of α particles in the 
Al/Al2O3 target for E

α
=1.5 MeV and θL=165º.

Fig. 11- Computed fit to data of elastic scattering of α particles in the 
200V self-supported target of anodic aluminium oxide, for E

α
=2.0 MeV 

and θL=135º.

5. CONCLUSIONS

This work has given very positive, important and 
successful answers in problem areas of surface analysis by 
nuclear reactions, for depth profiling of 12C and 16O nuclei, and 
elastic scattering. The spectral predictions, made by computer 
simulation for nuclear reactions and elastic scattering, resulted 
in good descriptions of experimental spectra obtained for 
thick samples and considerable depths close to the surface, 
and for samples containing thin films of aluminium oxide. The 
nuclear techniques have shown to be very powerful analytical 
tools in this context. Several results here presented would be 
very difficult to obtain by non-nuclear techniques.
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