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Abstract: In this study, image processing-based real-time lane detection, which is one of the significant problems in

autonomous vehicle control, is explored. A mobile robot platform is developed for that purpose. The motion of the

mobile robot is provided by 4 direct current motors, which are independently controlled. An image processing code is

developed in a Visual DSP 5.0 environment and run on a BF-561 processor embedded in the ADSP BF-561 EZ-KIT

LITE evaluation board (Analog Devices). In the image processing algorithm, Hough lines obtained from the Hough

transform of the captured images are called candidate lane marks. Various elimination methods are implemented on

these candidate lane marks to detect the actual lane marks. Once the actual lane marks are determined, the real-world

coordinates of these lane marks are computed using inverse perspective mapping. The heading angle of the mobile robot

is then determined based on the position of the lane marks and the center of the mobile robot. The developed mobile

robot platform and the lane detection algorithm are tested under various conditions, including dashed lane marks, varying

lightening conditions, and the presence of one lane mark only. It is observed that the algorithm performs successfully and

detects the lane marks even in the presence of various disturbance effects under these conditions. After the optimization

of the developed image processing code, the number of frames processed by the algorithm increases from 3/s to 30/s,

which should be satisfactory for real-time applications.
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1. Introduction

Due to technological developments, the autonomous vehicle concept, which has been one of the most important

dreams of scientists for years, is now closer to becoming a reality. Autonomous vehicles can navigate themselves

without driver assistance by sensing their environment with the help of various sensors, such as global positioning

system, radar, and camera. They can determine and update their routes by processing sensor data with various

control algorithms. The aim in building autonomous vehicles is to decrease the number of driver fault-based

traffic accidents and avoid human deaths. Google has been the biggest supporter of autonomous vehicle research

by developing 4 autonomous cars. In Nevada, USA, the first law for the usage of autonomous vehicles in traffic

was published in June 2011 with strong support from Google [1].

Vision-based lane detection is one of the most studied topics of the autonomous vehicle concept [2]. The

most common problems encountered in vision-based lane detection studies are the varying distances between

the lane marks, lane mark thickness, unstable light conditions, dashed lane marks, shadows, and noise. Aside

from these problems, computational costs are also a major problem in developing vision-based lane detection
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algorithms. Because of high computational costs, most lane detection algorithms presented in the literature are

not suitable for real-time applications. Despite several studies on increasing the algorithm speed and overcoming

the problems mentioned above, real-time implementation of lane detection algorithms still constitutes a big

problem. In this study, the proposed lane detection algorithm is optimized in several ways to make it satisfactory

for real-time applications.

Some of the lane detection algorithms presented in the literature are based on the randomized Hough

transform [3–7], B-snake method [8], dynamic programming [9,10], Kalman filtering [11,12], particle filtering

[13], support vector machines (SVMs) [14], artificial neural networks (ANNs) [15], likelihood of image shapes

[16], and hue-saturation-intensity (HSI) color models [17].

SVM- and ANN-based lane detection algorithms have more computational costs compared to others.

Mandalina and Salvucci successfully applied SVMs to various images and proved that the algorithm could

perform lane change detection in 1.2 s [14]. Jochem et al. developed an ANN-based lane detection algorithm

named the autonomous land vehicle in a neural network (ALVINN) [15]. After the training phase, the multiple

ALVINN networks in autonomous control system, which consists of a combination of ALVINN systems, could

process 15 frames/s, which allows a car to be driven at 55 mph, based on their claim.

Wang et al. used the randomized Hough transform technique on a specific region of interest for detecting

lane marks [7]. By applying the Hough transform on a selected region in a frame instead of the full frame, the

computational cost of the Hough transform was noticeably decreased. Wang et al. used the B-snake algorithm

for detecting lane marks [8]. They modeled the road as a parabolic notation, which was called B-snake. They

determined the start position of the B-snake using the Canny/Hough estimation of the vanishing point algorithm.

Borkar et al. used the Kalman filter, which is commonly used for estimation, for lane detection [11]. They took

the Hough transform of an image and identified the vanishing points of the lines. They also used the random

sample and consensus genetic algorithm for determining the road model. Sun et al. used a HSI color model

instead of red-green-blue color representation for lane detection [16]. They used the fuzzy c-means algorithm

for image segmentation. After the segmentation and filtering, the connected components labeling algorithm was

applied to the image. The proposed frame processing time in their algorithm was nearly 10 ms.

Most of the algorithms presented in the literature were tested offline using personal computers and

high-level programming languages. MATLAB and C with the Open CV library are the most commonly used

programs to implement the methods developed in lane detection studies. Most of the mathematical functions

used in these studies, such as the Hough transform, edge filtering, and many other image processing operations,

are available to developers as prewritten functions in both MATLAB and the Open CV library. Typically,

personal computers have faster processors and RAM compared to digital signal processor (DSP) boards. In this

study, the ADSP BF-561 evaluation board from Analog Devices, which has a 600-MHZ processor and 120-MHZ

SDRAM, is used for developing the image processing code. All of the image processing functions are written

and optimized in the Visual DSP 5.0 environment using the C programming language with the absence of an

image processing library. The video frames are captured by a National Television System Committee (NTSC)

(30 fps) formatted Hitachi KPD-20B model camera with a 4-mm lens attached to it to improve its field of view.

A mobile robot platform, as shown in Figure 1, is developed during the study and the image processing code is

tested on this platform in real-time.
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Figure 1. Developed mobile robot platform.

The image processing code developed for lane detection could initially process only 3 frames/s. However,

after both the code and DSP-based optimizations, the proposed lane detection scheme is able to process 30

frames/s (NTSC format limit), which is sufficient for real-time applications. This processing speed corresponds

to the detection of lane marks at every 1 m for a vehicle running at 120 km/h. In addition to real-time

processing, robustness is another important issue that should be considered for lane detection algorithms.

Various disturbances, such as dashed lane marks, the presence of a single lane mark, noise, shadows, and

varying lighting conditions, can make a lane detection algorithm produce incorrect results. The results reveal

that the proposed scheme successfully detects lane marks under all of the conditions tested.

2. Technical background

2.1. Hough transform

Although the Hough transform technique was originally proposed by Duda and Hart in 1972, the technique only

started to be used frequently for processing images after a study published by Dana in 1981 [18]. With this

study, it was understood that the Hough transform could be used for detecting not only lines, but also circles,

ellipses, and any parametrically representable group of points in images [19–23].

The Hough transform can be used to detect lines at any orientation in digital images. The transform

maps a point (x , y) in Cartesian space to sinusoidal curves in (ρ , θ) space via the following transformation:

ρ = x cos(θ) + y sin(θ). (1)

An accumulator matrix T(ρ , θ) is used to count the number of sinusoidal curves that pass through (ρ , θ) in

the parameter space. The points in the parameter space with the highest counts or scores will correspond to

lines in the analyzed image. The pseudocode for the Hough transform can be given as:

For each pixel in the binary image

If the pixel is white {
For each θ{

Compute ρ = x cos(θ) + y sin(θ)

T(ρ , θ) = T(ρ , θ) + 1 }
}
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The parameter θcan take values from –90◦ to 90◦ . The angular resolution used in the computation of

the Hough transform determines the number of columns in the accumulator matrix. For a resolution of 1◦ , the

accumulator matrix will have 181 columns. The parameter ρ can take values from 0 to ρmax , where ρmax is

the diagonal length of the analyzed image. The resolution in the ρ values determines the number of rows in

the accumulator matrix. The higher either the angular or the ρresolution is, the larger the accumulator matrix

is, which leads to increased computational time. Reducing the dimensions of the accumulator matrix decreases

the computational time; however, it can make the algorithm produce the wrong results because of decreased

resolution.

Although the Hough transform is robust against noise and gaps, the technique has a serious disadvantage,

which is its computational cost. Because of this computational cost, Hough transform-based lane detection

algorithms are not suitable for real-time applications unless a modified version of the transform is used and/or

the corresponding code is optimized [24]. Detailed information on the optimizations performed in this study for

making the algorithm applicable to real-time applications is discussed in Section 4.

2.2. Inverse perspective mapping

Perspective effect, which is a common problem in cameras, occurs because of matching the trapezoidal field of

view of a camera with a rectangular shape in the image domain [25,26]. This effect is best seen in the way the

parallel lines appear to intersect at a distant point, which is referred to as the vanishing point. Various methods

were proposed in the literature for reducing or eliminating the perspective effect [27,28]. Inverse perspective

mapping uses a 3 × 3 homography matrix to translate points from the image plane to the points in the real-

world coordinates. Figure 2 illustrates both coordinate systems for a fixed position of the camera used in this

study. The trapezoid shown on the left side of Figure 2 represents the field of the camera on the road plane. The

measurements are given in centimeters. The rectangular region shown on the right side of Figure 2 illustrates

the image plane.
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(234,252) 

(0,0) 

(240,0) 

(0,360)
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Figure 2. Real-world and image coordinate systems.

Transformation from image coordinates to real-world coordinates can be accomplished by: x∗

y∗

k

 = H

 j
i
1

 , (2)

where H is known as the 3 × 3 homography matrix, x∗ and y∗ are the unnormalized real-world coordinates,

k is the normalization factor, and i and j are the row and column indices of the pixel in the image coordinate

system, as given in Figure 2, respectively. To obtain the real-world coordinates, x∗ and y∗ should be normalized

by k .

A representative image and its inverse perspective mapped version are illustrated in Figures 3 and 4,

respectively. It can be seen that in the inverse perspective mapped image, the 2 lanes appear parallel, whereas
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they seem to intersect at a distant point in the original image. The inverse perspective mapping is only applied

to the detected lane marks instead of the entire image to reduce the computational time.

Figure 3. A representative image captured from the

camera installed on the robot.

Figure 4. Inverse perspective transform of Figure 3.

3. Methods

A basic flow chart of the proposed algorithm is provided in Figure 5. The image format used by the ADSP

BF-561 evaluation board is the YUV format, also known as the YCbCr format, where Y is the luma and Cb and

Cr are the chrominance components. Since the luma is the luminance or the brightness, the captured frame is

converted to gray-scale by simply taking the Y component of each pixel. The gray-scaled image is converted to

a binary image by first applying a vertical filter highlighting the vertical lines and then thresholding the filtered

image. The vertical filter is used since the lanes are known to be close to vertical. Instead of a typical 3 × 3

vertical Sobel filter [29], [1 0 –1] is used to save computational time. With the Sobel filter, 2 multiplications,

3 subtractions, and 2 additions are needed per pixel to compute the filter response. On the other hand, the

filter used requires only 1 subtraction per pixel. The filtered image is converted to a binary image by applying

a threshold. The Hough transform is then applied to the binary image. The local maxima of the Hough matrix

are found in the parameter space and the corresponding Hough lines are marked as candidate lane marks. In

this study, various elimination methods are used to detect the desired lane marks among all of the Hough lines

detected. These methods will be explored in the next section.

3.1. Elimination methods

The first elimination is performed by applying a threshold to the computed local maximum points. Any local

maximum having a value less than a certain threshold is disregarded. By testing with various images, the value

for the threshold is set to 20. Thus, candidate lines are required to consist of at least 20 pixels. Next, only

a certain number of K , the highest local maximum points, are kept and the lines in the original image that

correspond to these maxima are marked as candidate lane marks. Again, by trial and error, the value for K is

set to 100. The candidates are analyzed in pairs to locate the pair that corresponds the actual lane marks. The

candidate pairs are required to satisfy several criteria for being selected as the actual lane marks. First, the

lines represented by the candidate pairs are required to be parallel. However, this criterion should be slightly

relaxed since one cannot expect the lane marks to be perfectly parallel. In addition, the parameters of the lines

detected by the Hough transform have only a limited resolution. Therefore, if the distance between the bottom

intercept points of the lines is equal to the distance between the top intercept points of the lines within a 10%
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Figure 5. The basic flow chart of the proposed algorithm.

tolerance, the candidate lines are assumed to be parallel to each other. Next, the distance between the lines

in the candidate pairs must be reasonably close to the predetermined lane width. Finally, the candidate pairs

that satisfy the 2 criteria are given a score as the sum of the Hough scores of the lines in the pair. The lines in

the pair with the highest score are selected as the actual lane marks.
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When none of the candidate line pairs satisfy the given criteria, the algorithm checks for the possibility of

detecting a single lane mark. For this, the algorithm evaluates the K candidate lines separately. The real-world

coordinate of the bottom intercept point of each line candidate is computed using inverse perspective mapping.

This point is required to be outside of the mobile robot’s footprint within a reasonable distance. If not, the line

is eliminated. Among the remaining lines, the one with the highest Hough score is selected to be the actual

lane mark. After a single lane mark is detected, it is decided whether it is the right or the left mark based on

its location with respect to the mobile robot. Next, the second lane mark is artificially inserted into the display

parallel to the existing one at a distance determined by the lane width.

3.2. Mobile robot navigation

The heading angle of the mobile robot is determined using the real-world coordinates of the bottom and top

intercept points of the lane marks, which are obtained using inverse perspective mapping. Figure 6 depicts a

sample image, where both the detected lane marks and the inverse perspective mapped lane marks are given.

The red and blue lines in Figure 6 correspond to the detected and inverse perspective mapped lane marks,

respectively. It can also be seen in Figure 6 that the inverse perspective mapped lane marks are parallel to each

other, similar to real-world conditions. Figure 7 illustrates the detected lane marks in the real-world coordinate

system. The origin in this coordinate system represents the position of the mobile robot. The mobile robot is

always steered towards the middle of the lane marks 80 cm ahead of it. The green line in Figure 7 shows the

computed heading direction for the mobile robot. To steer the mobile robot to the right, the duty cycles for

the pulse-width modulation (PWM) signals for the left motors are increased from its base value by an amount

proportional to the heading angle determined from Figure 7. Similarly, the PWM signals for the right motors

are decreased from its base value by an amount proportional to the heading angle. The mobile robot is steered

to the left in a similar approach. In case where no lanes are detected by the algorithm, the mobile robot keeps

moving in its previous direction. This navigation strategy successfully keeps the mobile robot inside the lane

marks.
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Figure 6. Detected and inverse perspective mapped lane

marks.

Figure 7. Heading direction computation for the mobile

robot.
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4. Optimization and real-time operating

The mobile robot developed for this study could be driven at a maximum speed of 4 km/h (1.1 m/s) due to

hardware limitations. The mobile robot is about 80 cm long and 60 cm wide, and the lanes are approximately

80 cm wide. Given the maximum speed of the mobile robot platform, 6 frames should be processed each

second to be able to send a control signal to the robot at every 20 cm. After both the code and DSP-based

optimizations, the proposed lane detection system is able to process 30 frames/s (NTSC format limit), which

is sufficient for real-time applications. This processing speed corresponds to the detection of lane marks at

every 1 m for a vehicle running at 120 km/h. The optimization methods used in this study can be grouped

into 2 categories: algorithmic optimizations, and DSP memory- and coding-based optimizations. Algorithmic

optimizations are related to the reduction of the computational cost of the Hough transform. DSP memory and

coding optimizations are related to the coding technique of the ADSP BF-561.

4.1. Algorithmic optimization

For each edge pixel in the analyzed image, ρ values are computed for each θ in the interval [–90◦ , 90◦ ] when

computing the Hough transform. For a resolution of 1◦ , this is equivalent to 181 computations for each edge

pixel, which takes a lot of processer time. Instead of iterating through all of the possible values, the θvalues

for the edge pixels can be estimated from the gradient. The gradient in the y -direction, Gy , is computed by

applying a basic vertical filter ([1 0 –1]) to each pixel. If Gy is below a certain threshold (i.e. the pixel is an

edge pixel), a basic horizontal filter is applied to the pixel to compute the gradient in the x-direction, Gx . The

arctangent of the Gy /Gx ratio is computed to get the gradient direction for the pixel. This is an estimate of

the edge direction named θest . ρ values are now computed for each θ in the interval [θest – δθ , θest + δθ ]

instead of [–90◦ , 90◦ ]. Since the gradient direction is merely an estimate of the edge direction, the term δθ

is used to account for the errors in the estimate. By testing with various values, the optimum value for δθ is

found to be 6◦ . This reduces the number of ρ value computations for each edge pixel from 181 to 13, which

reduces the computational time of the Hough transform by roughly 14.

4.2. Usage of lookup tables (LUTs)

Trigonometric functions sine and cosine are extensively used in the computation of the Hough transform. In

addition, an inverse tangent function is used to compute the gradient direction of each edge pixel. For a fixed

point processor, such as the one used in this study, these functions, especially the inverse tangent, take a long

time to compute. To avoid this computational cost, the values for these trigonometric functions are computed

at the startup of the program for all of the possible angles with a resolution similar to the angle resolution of the

Hough transform. The values are then stored in LUTs. The usage of LUTs increases the number of frames/s

processed by the algorithm by roughly 3. The number of frames processed by the proposed method before and

after the LUTs is given in Table 1.

Table 1. Usage of a LUT.

Before the LUT After the LUT
θ is estimated θ is not estimated θ is estimated θ is not estimated
11.25 fps 2.5 fps 30 fps 7.5 fps
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4.3. DSP-based optimizations

4.3.1. Dual-core operating

BF-561 is a dual-core processor and each core can operate independently at a speed of 600 MHz. Dual-core

operating provides multithreading for image processing codes. In this study, core A of the processor is used

for transferring the camera-captured image data to the main memory. Core B of the processor is used for

processing the image placed in the memory and for generating the PWM signals that control the 4 DC motors

of the mobile robot. Core B is also used for displaying the processed frame on a small LCD monitor, which is

installed on the mobile robot. Displaying the processed frame and the results on a LCD aids the authors in the

development of the code.

4.3.2. Memory management

The ADSP BF-561 EZ-KIT LITE evaluation board has 3 types of memories: L1, L2, and SDRAM. The L1

memory operates at a core clock frequency of 600 MHz; hence, it has the lowest latency compared to the other

memory spaces. It also holds the instructions. However, it has a limited capacity of 64 Kbytes. Therefore, large

variables such as the image data and the Hough matrix cannot be placed in this memory. The L2 memory is

another type of memory, which operates at a speed of 300 MHz and consists of 128 Kbytes of memory.

The SDRAM, which operates at a speed of 120 MHz, has the biggest capacity of the 3 memory types.

It has 256 Mb of capacity and consists of 4 different banks. To minimize the access-based latency, the 2 cores

of the processor must not simultaneously access the same bank. To accomplish this, the frames are captured

in a circular buffer mode with 2 buffers defined in separate SDRAM banks. Core A of the processor sends a

signal to Core B when a frame is captured in the first buffer. Core B then starts processing the data in this

buffer, while another frame is being captured into the second buffer. The next frame is then captured in the

first buffer, which continues in a circular fashion. This strategy minimizes the latency in accessing the data in

the SDRAM by making sure that both cores do not access the same SDRAM simultaneously.

Because of the image size (480 × 720 NTSC format), each frame must be captured in the SDRAM

memory. However, processing the image placed in the SDRAM would be slow since it operates at a processor

speed of 120 MHz compared to 600 MHz. Therefore, to increase the processing speed, the captured images

are resized to 240 × 360 so they can be placed in the L2 memory, which operates 2.5 times faster than the

SDRAM. The Hough matrix is also defined in this memory since the code frequently accesses it to evaluate the

candidate lines and detect the actual lane marks.

5. Results

The developed mobile robot platform and lane detection algorithm are experimented on under various conditions,

including dashed lane marks, varying lightening conditions, the presence of one lane mark only, and additive

Gaussian white noise.

Lane marks can be solid as well as dashed on real road scenes. Therefore, a real-time lane detection

algorithm should function under both scenarios. Dashed lane marks can possibly lead to lane detection

failure. The proposed lane detection scheme is tested under the presence of dashed lane marks to evaluate

its performance. Figure 8 illustrates the results for this test, where row 1 shows the 2 images captured when

the lane marks are dashed and row 2 depicts the Hough lines detected through the Hough transform. Finally,

row 3 of Figure 8 illustrates the detected lane marks after the elimination step.

Due to changes in lighting in real-world conditions, disturbances such as shadows and noise are inevitable.

These disturbances make lane mark detection a very challenging task. In under- and over-lit environments the
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Figure 8. Row 1: The 2 original images for dashed lane marks, row 2: detected Hough lines, row 3: detected lane

marks.

algorithm can produce erroneous results. In an under-lit environment, the number of detected Hough lines

increases, as does the computational cost. Figure 9 illustrates the lane detection results for the 2 images

captured in an under-lit environment. Row 1 of Figure 9 shows the 2 original images, row 2 depicts the Hough

lines detected through the Hough transform, and row 3 illustrates the detected lane marks after the elimination

step. The experimental results for the 2 images captured in an over-lit environment are shown in Figure 10.

Row 1 of Figure 10 shows the 2 images, and shadows due to the sun are clearly visible in both images. Row 2

of Figure 10 depicts the Hough lines detected through the Hough transform and row 3 illustrates the detected

lane marks after the elimination step. The experimental results prove the efficacy of the method, even in the

presence of various disturbances like shadows and noise under varying lighting conditions.
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Figure 9. Row 1: The 2 original images captured under low-light conditions, row 2: detected Hough lines, row 3:

detected lane marks.

In some road scenes, only a single lane might be present, constituting a problem for lane detection

algorithms. In such a case, another lane mark is assumed to exist parallel to the detected one at a distance

determined by the lane width. This helps the algorithm compute the heading angle for the mobile robot, as

illustrated in Figure 6. The experimental results for the 2 images captured for 1 lane mark case are shown in

Figure 11. Row 1 of Figure 11 shows the 2 images and row 2 depicts the Hough lines detected through the

Hough transform. Finally, row 3 of Figure 11 illustrates the detected lane mark after the elimination step.

To test the robustness of the proposed lane detection scheme with quantitative measures, Gaussian white

noise is added to the images with varying signal-to-noise ratio (SNR) levels, from 3 dB to 8 dB. Tests are

conducted with 100 frames acquired from the camera mounted on the mobile robot platform. The success

of the algorithm in terms of percentages is noted under different SNR levels. The results for the test are
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summarized in Table 2. The algorithm successfully detects lanes in 99%, 97%, 95%, 92%, 75%, and 59% of the

frames for SNR levels of 8 dB, 7 dB, 6 dB, 5 dB, 4 dB, and 3 dB, respectively. Representative frames are given

in Figure 12 for all of the SNR levels. It is a success of the algorithm that it accurately detects the lanes 92%

of the time, even for very noisy images having 5 dB SNR.

Figure 10. Row 1: The 2 original images captured in an over-lighted environment, row 2: detected Hough lines, row 3:

detected lane marks.

Table 2. Success rates of the proposed algorithm at various SNR levels.

SNR 3 dB 4 dB 5 dB 6 dB 7 dB 8 dB
Success rate 59% 75% 92% 95% 97% 99%
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The algorithm is finally tested with several real-life road images taken from the Carnegie Mellon Image

Database [30]. Sample results for the real-life images are provided in Figure 13. A vehicle and intense shadows

of the trees exist as disturbances in the 2 images. The algorithm successfully detects lane marks for both images.

Figure 11. Row 1: The 2 original images for the presence of only right lane mark, row 2: detected Hough lines, row 3:

detected lane marks.

Experimental results under various disturbance effects show that the proposed lane detection system is

robust and successfully keeps the mobile robot platform inside the lane marks.
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Figure 12. Representative images with additive Gaussian white noise. Row 1: SNR = 3 dB and 4 dB from left to right,

row 2: SNR = 5 dB and 6 dB from left to right, row 3: SNR = 7 dB and 8 dB from left to right.

6. Conclusions

In this study, a mobile robot platform and a real-time lane detection algorithm were developed. The algorithm

was implemented on a DSP platform and optimized in terms of computational speed to make it suitable for

real-time applications. After several optimization schemes, the proposed lane detection algorithm was able to

process 30 frames/s, which should be satisfactory for a vehicle travelling at 120 km/h. The developed algorithm

was tested under various conditions and the results proved the algorithm to be robust against several visual

disturbances.
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Figure 13. Row 1: The 2 original real-world images, row 2: detected Hough lines, row 3: detected lane marks.

This study differs from most of the lane detection algorithms presented in the literature because the

proposed image processing algorithm was implemented in a DSP-based platform rather than on a PC. The

study is a good example of the development and optimization of an image processing algorithm with DSP

boards using low-level programming languages.

One of the limitations of the developed system is the frame rate of the camera used, which limits the

number of frames the proposed method processes per second. An analog NTSC format camera is used in the

study, which could deliver only 30 frames/s. Using a digital camera with higher frame rates, the number of

frames processed per second could have possibly been increased. In addition, the mobile robot platform could

be driven at a maximum speed of 4 km/h because of the DC motor’s technical properties. A more powerful

platform could have been built for testing at higher speeds.
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