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Abstract: The performance of FPGAs on Cray XD1 and SGI/RASC systems (with Virtex-II Pro 

50 and Virtex-4 LX160 FPGAs) was evaluated for human genome sequencing using FASTA
1
 

and BLAST
2
, respectively.  Scalable speedups of 100X for a Virtex-4 FPGA (and exceeding 

1000X for multiple FPGAs) over a 2.2 GHz Opteron were achieved. Similar FPGA speedups 

were achieved using BLAST on a SGI/RASC system at Oak Ridge National Laboratory. 
 

Genome Sequencing Algorithm: Cray XD1: The maximum alignment scores for two DNA 

sequences were computed using FASTA
 
with the VHDL Smith-Waterman pipeline algorithm

3-5 

taking 98.6% of the overall computation time (Fig. 1). 

Cray XD1 (Virtex4) Speedup

0.0

20.0

40.0

60.0

80.0

100.0

120.0

24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41

Genome Sequence

8k w/align 16k w/align 8k w/o align 16k w/o align

 
 Figure 1.  Smith-Waterman FPGA Pipeline             Figure 2. Virtex-4 LX160 speedup 
 

A query character is preloaded in each processing element, which then calculates scores in the 

column of that query character.  Each database string character (S1) is shifted through the 

pipeline and compared in parallel to each query character resulting in a table of scores. Speedups 

were obtained for from 1 to 150 FPGAs as compared with one 2.2 GHz Opteron.  

SGI/RASC: Alignment scores for two DNA sequences were likewise computed using BLAST. 

Speedup results for 1 and 2 FPGAs were obtained and compared to a single Xeon processor. 
 

Results: Cray XD1: The Bacillus_anthracis openfpga.org benchmark with 18 DNA query 

sequences: AE017024- AE017041 (x-axis in Fig 2) of a 4 GB human genome database, 

AE016879. Each 300K character query sequence was compared with the 5 million character 

database, runs which exceeded 3 days on the 2.2 GHz Opteron.  Speedups of 100X more than an 

Opteron (Fig. 2), for both 16k and 8k query sizes, were achieved on a Cray XD1-Virtex4 LX160 

system (for minimal alignment output). This speedup enables 100-day searches to be completed 

in one day at twice the speedup obtained on Virtex II FPGAs used in ORNL and Naval Research 

Laboratory’s (NRL) Cray XD1s. However, speedups on ORNL and NRLs Virtex II equipped 

Cray XD1’s with 6 and 150 FPGAs, respectively show remarkable scalability, nearly 

proportional to the number of FPGAs used. The general trend shown in Fig 3 for Virtex II 

FPGA’s is that Speedup increases rapidly with increased query size and even shows a slight 

increase with data size. 



SGI/RASC: Similar speedups were realized using the initial Mitrion BLAST code at ORNL with 

two Virtex-4 FPGAs.  Even better results are expected, and will be presented for the new Mitrion 

BLAST to be released in mid-February.   
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     Figure 3. Speedup for Virtex-II Pro 50 FPGA  

 

Additional results showing details of a myriad of multi-FPGA results on the NRL Cray XD1 

with 150 FPGAs will also be presented at MRSC08.  
 

Analysis of results: The 125MHz Virtex-4 (LX160) clock speed allows 128 SWPEs.  As the 

timings indicate, it does more work despite its slower clock speed. The Cray XD1 VHDL code is 

not optimal and could perhaps achieve another factor of two speedup. Just as the Smith 

Waterman code began with a design frequency less than 100 MHz on the Virtex-II, and was 

optimized to 140 MHz, similar speedup is also possible for the Virtex-4 LX160 code. 
 

Conclusions: FPGA performance was evaluated using FASTA/BLAST codes for DNA 

sequencing on Cray XD1/SGI-RASC computers.  Significant speedups of up to 100x over 2.2 

GHz Opteron processors were observed with near-scalable speedup in proportion to the number 

of FPGAs realized for up to 150 FPGAs used.  These results indicate similar speedups are likely 

for acceleration modules (DRC’s and XtremeData) that fit in Opteron sockets, whether in small 

embedded systems or Cray XT supercomputers. 
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