
Abstract
Background: We study an important problem of similarity grouping processing on stream data that inherently contain 
uncertainty. Method: In this paper SBSP – [Stage by Stage Pruning] a novel pruning method is proposed for fast, accurate 
clustering and classifying the data where the two stages were grouped into a single framework MYFRAME. Findings: The 
proposed approach group the data-by-data level pruning using Manhattan distance in first stage. In the second stage, the 
data is grouped by object level pruning in hyperspace. Improvements: Currently, this approach is applied in real time 
applications such as object detection, video retrieval, people detection and tracking, earth quake monitoring etc.
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1.  Introduction
The greatest common text solemnization for text cataloging 
is the special data model initiated on the bag of words/
expressions representation. The foremost advantage of 
the special data prototypical is that it can voluntarily 
be employed by classification algorithms. However, the 
bag of words/expressions representation is matched to 
catching only word/expression frequency; organizational 
and semantic information is discounted. It has been 
recognized that organizational information plays a sig-
nificant role in classification accuracy. The data clustering 
depends on the dimensionality and similarity features of 
the data1,2. It finds groups of data under the homogeneity 
of the data according to similarity measurement among 
the data. Generally, the given set of data is partition into 
subset of data. Using K–means, C-means or K-Medoids 
method which computes a representative point per group 
and assign each object to the group with closest represen-
tative, so that sum of the squared differences between the 
objects and their representatives is minimized. 

Furthermore, many groups may be occurred in 
different subsets, comprised of varies combinations of fea-
tures. Currently, some points are correlated with respect 
to a given set of dimensions and others are correlated with 
respect to various dimensions. Every dimension could be 
relevant to at least one of the groups. To do the group anal-
ysis, the high dimensionality data needs to be specified in 
a subset of dimension. The partitioning and grouping of 
the data is one of the most useful tasks in data mining for 
high dimensional data set. Thus, the aim of the grouping 
is to partition a data set into sub groups such a way that 
objects in each particular group are similar and object in 
various groups are dissimilar. In real world application, 
most of the algorithms first choose the number of groups. 
In this paper, the grouping of uncertain data streams is 
clustered by a two stage pruning method. 

In computer vision, for instance, subspaces are 
frequently used to catch the presence of objects under dif-
ferent lighting3,4, viewpoint5,6, spatial transformations (e.g., 
utilizing the tangent distance7, articulation8,9, identity10,11, 
classes of comparable items12,13 and more. Regularly, given 
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a query image (or images) of an object, represented as a 
point (or as a subspace) in high-dimensional space, a 
database of subspaces is scanned for the subspace closest 
to the query. A natural issue which emerges from this sort 
of search problems is: Can the nearest (or a near) sub-
space is discovered faster than a brute energy sequential 
search through the whole database.

In that capacity it has attracted in considerable atten-
tion in recent years, and various efficient algorithms for 
Approximated Nearest Neighbor (ANN) pursuit have 
been proposed14–17. These algorithms accomplish sub-
linear pursuit times when placing a near, not so much 
the nearest neighbor, suffices. The gain in query speed is 
accomplished at the price of preprocessing the database.

A lot of Spatial Access Methods (SAM) was proposed 
for multidimensional data. A comprehensive survey show-
ing the evolution of SAM and their main concepts can be 
found in18. However, the majority of them cannot index 
data in metric domain and suffer from the dimensional-
ity curse, being efficient to index only low-dimensional 
datasets. A lopsided R-tree called CUR-tree (Cost-Based 
Unbalanced R-tree) was proposed in19 to optimize query 
executions. It uses promotion and demotion to move data 
objects and sub-trees around the tree considering a given 
query distribution and a cost model for their execution. 
Considering cost model shows, a great deal of work were 
also published regarding to SAM20. In any case they depend 
on data distribution in the space and other spatial proper-
ties, what turns them infeasible for MAM. The Techniques 
of recursive dividing of data in metric domains proposed21 

were the starting stage for the development of MAM.
In existing similarity looks about whether series data-

bases, the time series is changed from its original form 
(Xm, tm || m = 1, 2, … L) into a more compact repre-
sentation. The search algorithm leverages on two steps: 
dimensionality reduction22–27 and data representation in 
the transformed space. 

Different dimensionality reduction strategies have 
been proposed for time arrangement data transformation. 
This incorporates: Discrete Fourier Transform (DFT), 
Singular Value Decomposition (SVD)1,2. In summary, 
none of the above methods can address the challenges 
of effective and efficient SBSP comparability search. The 
existing methods lack a compact, powerful and mea-
surable representation for the patterns and the natural 
relations that are inherent in the SBSPs. In addition, it is 
hard to recognize a generic relation descriptor that can be 
applied to different application domains.

2.  Problem Statement
In data mining, the accuracy and speed of the mining 
process depends on the data model and structure of the 
data. The model, structure of the data can be obtained 
by pre-processing and normalization with clustering 
and classification. After classification, the mining pro-
cess becomes fast and mine accurate, with relevant data 
from the data model for the query object. It is necessary 
to change the raw data into a data model which improve 
efficiency of data mining. In this paper, a stage by stage 
pruning method is used for pre-processing and normal-
izing an uncertain data. The overall functionality of the 
proposed approach in this paper is shown in the System 
Model.

3.  System Model
The proposed approach of this paper is performed as a 
sequence of steps in such a manner that the uncertain data 
stream is clustered and classified using the similar feature 
based grouping. Initially, the data is read and analyzed. 
Then the data is preprocessed and normalized. The pre-
processing step checks the complete data for any portion 
of data missed or not. If any data is missing in the whole 
data set, then missed data is filled by 0 or null according 
to the data type. In case of data in unreadable format, it 
will be replaced by 0 or null. 

Once the data is preprocessed, generally, it will be nor-
malized by arranging the whole data set in such a manner 
that the will be arranged in ascending order or in descend-
ing order. But in this paper, the proposed approach the 
whole preprocessed data is divided into small size by 
applying windowing method by representing a window 
size. According to the window size the entire data set 
is changed into small size of sub-data. This sub data is 
compared among the data sets using Euclidean distance 
formula and gather similar data into groups. Each group 
of data is grouped due to the similarities.

One more methodology for group the data is by con-
verting the data into objects. The data object for uncertain 
data is obtained by applying random sampling method.

The complete set of data stream DS is divided into two 
equal portions like DS1 and DS2. Select a query point q 
from the DS initially finds a data d1 from DS1 and d2 
from DS2 where obtained by Equation [1].

	 d = ( )( )dist q data DSi, � (1)
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The dist function is finding the similarity distance on 
the features of the data, where the dist may be a Euclidian 
distance or Manhattan, Mahalanobis. The results of the 
distance function are compared with a constant value ☐ 
and classify the points into groups. In the same way com-
plete DS is classified into groups according the feature 
similarity. Instead of taking the whole data, divide the data 
into sub portions for fast and accurate, easy classification 
using data level pruning and object level pruning. For 
object level pruning, the data is converted into objects by 
taking random samples in range. The stage by stage prun-
ing data level, object level is depicted clearly in Figure 2 
and Figure 3 respectively. 

3.1  Data Level Pruning 
Assume the data is arranged in a square format for divid-
ing the data into equal sub divisions. The complete data 
is divided into M x N matrix form. Where, each row and 
column is divided according to the window size [w]. 
Each window data is having a series of data as the time 
data. The square format data is divided into rows and col-
umns and declared as SW [1,1], SW [1,2] … SW [1,N] 
….. SW [1,1], SW [2,1], SW [3,1] ……, SW [M,1] until 
SW [M,N]. The same process is applied for the next data 
set also.

And the data SW1 [1,1] from first data set DS1 is 
compared with SW2 [1,1] in the second data set DS2. 
After completing the comparison, the similarity data are 
grouped as pair which satisfies the inequality constraints 
Equation [5] and Equation [9].

The functionality of the data level pruning and the 
object level pruning of the proposed approach is depicted 
in Figure 1and Figure 2 respectively. Since the data size 
is huge in size, in the data level pruning the overall data 
is divided into multiple sub sets. The complete data DS is 
divided into DS1 and DS2.

In existing kNN query processing, the search bound is 
determined by the farthest data point in the result set, i.e., 
the Kth nearest neighbor NN@k and the search bound 
can be described as a circle centered at query point q with 
radius of:

	 Dist q NN k, @ ( )

We use ☐ to represent such a bound. Similarly but 
more roughly, a GNN query can be regarded as the equiv-
alent of a corresponding range query, i.e., for the Kth 
distance value.

Figure 1.  Proposed system model.
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In existing kNN query processing, the search bound is determined by the farthest data point in the result 
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Figure 2.  Data level pruning.
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DS1 has split into K number of sub windows and the same manner DS2 has split into K number of sub 
windows. The first element of the first window from DS1 is compared with the second element of the first 
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compared with the all the windows with the DS2. The comparison is finding the similarity distance 
between the data and it can be obtained by: 
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         RS= result set retrieved by the above constraint.  

 In this paper the two stage pruning method concentrates data level pruning as well as object level pruning. 
Where in the first stage is grouping on uncertain Data streams is data level. There are n numbers uncertain 
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However, in a GNN query, it is difficult to determine 
and describe the search bound because of the number of 
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query points and their arbitrary distribution. Nevertheless, 
we can still get some inspiration from the search bound of 
a kNN query.

DS1 has split into K number of sub windows and the 
same manner DS2 has split into K number of sub win-
dows. The first element of the first window from DS1 is 
compared with the second element of the first window 
and third element of the second window so on. 

Once the first window of the DS2 is over, the first 
window of the DS1 is compared with the second window 
of the DS2, third window of the DS2 and so on. The same 
manner all the windows from DS1 is compared with the 
all the windows with the DS2. The comparison is find-
ing the similarity distance between the data and it can be 
obtained by:

RS = ( ) £mdist q D, 0 e  Where ☐ is the threshold 
value.

RS= result set retrieved by the above constraint. 
In this paper the two stage pruning method concen-

trates data level pruning as well as object level pruning. 
Where in the first stage is grouping on uncertain Data 
streams is data level. There are n numbers uncertain data 
streams available in a data pool, from that without loss of 
generality, full of our experiments we consider two uncer-
tain data streams. A complete two uncertain data streams 
DataSet1 and DataSet2 are taken for our MYFRAME 
problem, where both data stream consists of a sequence 
of continuously occurring uncertain objects in different 
time interval, are denoted as:

	 DataSet1 = {x[1],x[2],….x[t],….}� (1)

	 DataSet2 = {y[1],y[2],….y[t],….}� (2)

Where x [i] or y [i] is a k-dimensional uncertain objects 
at the time interval i and t is the current time interval. 
According to group nearest neighbor, the objects should 
retrieve a close pairs of objects within a period. Thus a 
sub-window window concept is adapted for uncertain 
stream group operator. From Figure-2, a MYFRAME 
operator always considers the most recent SUBWIN 
uncertain data in stream, that is: 
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At the time intervals t, it can be say in other words, 
when a new certain object x [t+1] (y [t+1]) comes in at 
the next time interval (t+1), the new object x [t+1] (y 
[t+1]) is appended to DS1(DS2). In that particular time 
the old object x [t-SubWin+1] (y [t-SubWin+1]) expires 
and is evicted from the memory. Thus, MYFRAME at 
time interval (t+1) is conducted on a new sub-window 
window {x [t-SubWin+2], ……x [t+1]} (y [t-w+2],….,y 
[t+1]}) of size SubWin.

For Grouping the uncertain Data Streams, the two 
data streams DS1 and DS2, a distance threshold value 
ε and a probabilistic threshold α ∈ [0, 1], a group on 
uncertain data streams continuously monitors pairs of 
uncertain objects x [i] and y [i] within compartment win-
dows SUBWIN (DS1) and SUBWIN (DS2), respectively, 
of size SubWin at the current period of clock interval t, 
and it is: 

	 Pr dist x i y i[ ], [ ]( ) £ ≥{ }e a � (5)

Holds, where t-SubWin+1 ≤ i, j ≤ t, and dist (., .) 
is a Euclidean distance function between two objects. 
To perform a MYFRAME Equation (5), users need 
to register two parameters, distance threshold ☐ and 
probabilistic threshold α. Since each uncertain object 
at a time stamp consists of R samples, the grouping 
probability. 
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Note that one straight forward method to directly 
perform MYFRAME over sub-window windows is to fol-
low the MYFRAME definition. That is, for every object 
pair <X[i],Y[i]> from sub-window windows SUBWIN 
(DataSet1) and SUBWIN (DATASet2) respectively, we 
compute the grouping probability that X [i] is within 
☐ distance from Y [i] (via samples) based on (6). If the 
resulting probability is greater than or equal to probabi-
listic threshold α, then this pair <X[i],Y[i]> is reported as 
the MYFRAME answer; otherwise, it is a false alarm and 
can be safely eliminating.
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3.2  Object Level Pruning
Given a pair of uncertain objects X [t+1] and Y [j] and a 
distance threshold ☐, candidate pair <X[t+1],Y[j]> can 
be safely pruned if it holds that: 

	 dist Cx t Cy j rX t rY j[ ], [ ] [ ] [ ]+( )- + - >1 1 e � (8)

Proof: From the Figure 3 spontaneously, LHS of the 
inequality (8) corresponds to the minimumpossible sample 
distance between objects X [t+1] and Y [j]. If this mini-
mum distance is greater than the distance threshold. ☐, 
then inequality (5) in the MYFRAME definition will never 
hold [because α > 0] and thus we discard this object pair. 

To improve the efficient than the object level prun-
ing one more inequality constraint is applied for the data 
object is:

	 dist CX[ ], [ ] [ ] max( )t CY j rX t r DS+( ) £ + + +1 1 2e � (9)

Then, instead of exhaustive computation, only those 
uncertain objects in grid cells satisfying Equation (9) are 
needed to be accessed, where rX [t+1] is the radius of 
object X [t+1] and rmax (DS2) is defined as the maxi-
mum radius among all objects in component windows 
SUBWIN (DS2).
Data_Level_Pruning_Algorithm( ).
{
Data set DS1, DS2 contains set of all data.
DS1 = {D1,D2,D3,…..DN}.
DS2 = {D1,D2,D3,……DM}.
Enter the value of window W.
For I = 1 to N step W
	 For J = 1 to M step W
		  Score[i] = ED(DS1(I,J),DS2(I,J);
End j
End i
For i=1 to N
For J=1 to M
If Score[i] satisfies [P|r{dist(x[i],y[i]) ≤ ☐] then pair1 =
 pair1 = DS1[I,j],DS2[I,j]
Next j
Next i
}

Object level pruning also uses the sliding window 
concepts. Randomly choose an uncertain object X [t+1] 
from the SW [1,1] and a number of uncertain objects 
Y [j] where [t-w +2 ≤ j ≤ t+1] from the sliding window 
SW2 [1, 1]. In this paper, object level pruning method 

Figure 3.  Object level pruning.
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Proof: From the Figure 3 spontaneously, LHS of the inequality (8) corresponds to the minimumpossible 
sample distance between objects X [t+1] and Y [j]. If this minimum distance is greater than the distance 
threshold �, then inequality (5) in the MYFRAME definition will never hold [because   0] and thus we 
discard this object pair. 
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Then, instead of exhaustive computation, only those uncertain objects in grid cells satisfying Equation (9) 
are needed to be accessed, where rX [t+1] is the radius of object X [t+1] and rmax (DS2) is defined as the 
maximum radius among all objects in component windows SUBWIN (DS2). 

Data_Level_Pruning_Algorithm( ). 
{ 
Data set DS1, DS2 contains set of all data. 
DS1 = {D1,D2,D3,…..DN}. 
DS2 = {D1,D2,D3,……DM}. 
Enter the value of window W. 
For I = 1 to N step W 
 For J = 1 to M step W 
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eliminate the candidate pairs such that the connecting 
probability Pr{dist(X[t+1],Y[j]) ≤ ☐b = 0}. To prune the 
pairs <x[t+1],Y[j]> such that the objects X [t+1] and Y 
[j] should have distance to each other greater than the 
distance threshold ☐.

Object_level_pruning_Algorithm ( )
{
∗Obtain uncertain object X[t1] and Y[t1] from uncertain 
data streams DS1 and DS2 respectively.
∗And add new object (X[t+1],Y[t1]) to and obliterate the 
expired object.
→ X[t - cw +1](Y[t- cw +1]) from CW(DS1) (CW(DS2)).
→ Invoke the procedure getdatapair()  to find the data objects 
Y[j] (X[i]) in CW(DS2)(CW(DS1)) such that inequality 
(5) holds for pair <X[t+1],Y[j]> (<X[i],Y[t+1]>).
→ Insert the data pair <X[t1],Y[j]> (<X[i],Y[t1]>) into the 
result RS and obliterate the expired pair in RS.
}

Once the data set is preprocessed and normalized then 
a query object will be fired in the data set. Then the query 
object will be matched with the RS data pair and retrieve 
the accurate or relevant data object from the pairs. If the 
data is not available in the RS, then it will display “Data 
not available”.

4.  Simulation Settings
The data is occupied from time series data of United 
States of America. The time series data is about trading 
information at every time interval for various cities. The 
total number of data taken for simulation is one year 
data size having 1781 records. The wide-ranging data is 
grouped conferring to the time. The similar data can be 
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obtained from each city, in particular date at particular 
time. The algorithm Data level pruning and Object 
level pruning are implemented in MATLAB-2012a soft-
ware and the performance of the proposed approach is 
evaluated.

5.  Results and Discussion
The input data is read and preprocessed for effective 
simulation in terms of readability. The data set taken is 
huge in size. Data is taken from United States of America 
based Trading company. This data is divided into region 
wise and time wise. One year data is taken as DS and it is 
divided into two equal portions DS1 and DS2 according 
to the proposed approach. 

The original data DS is divided into DS1 and DS2 
for easy process. The DS1 and DS2 size is 8000 each 
and shown in Figure 4. After splitting the DS as DS1 
and DS2, the data will be preprocessed and normal-
ized. Pre-processing removes the zeros and replace the 
unreadable character into 1 or Null according to the 
data type.

Once the data preprocessed then the data will be 
normalized by arranging the data in ascending or may 
be in descending order. To make the data mining easy, 
make the data model is clustered and classified one, the 

Figure 4.  Original data divided into DS1 and DS2.
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data will be normalized. The normalized data is shown 
in Figure 5.

Since the data size is big [in future also] and make the 
pruning process easier the windowing system is applied 
and split DS1, DS2 into W (DS1) and W (DS2). The size 
of W is a constant and it can be assigned by the developer 
due to the data size and number of iteration to be carried 
out for pruning. The W (DS1) and W (DS2) is shown in 
Figure 6.

The normalized data is pruned using data level 
pruning and object level pruning then the pair wise 
comparison is made among the data in data sets. 
The similarity data is obtained by collecting the data 
pairs satisfying the inequality constrained shown in 
Equation [5] and Equation [9] and the result is shown 
in Figure 7.

The object level pruning can be applied after converting 
the data into objects. To convert the data into subspace 
objects random sampling based nearest data generated 
within a radius. The Figure 8 shows the random sampled 
data created for DS1 and DS2. 

The Random sampled data is normalized by arrang-
ing the data in ascending order. Similarity computation 
among data becomes much easier if the data is in a nor-
malized form. The normalized hyperspace object is shown 
in Figure 9.
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Figure 10.  Similarity data obtained using object level 
pruning.

 

Figure 9. Hyper space objects for DS1 and DS2. 

The Random sampled data is normalized by arranging the data in ascending order. Similarity computation 
among data becomes much easier if the data is in a normalized form. The normalized hyperspace object is 
shown in Figure 9. 

 

Figure 10. Similarity data obtained using object level pruning. 

The similarity data collected among the data set1 and Dataset2 are shown in Figure 10 is the result of two 
level pruned similarity data. To evaluate the performance of the stage by stage pruning method, the result 
of this paper is compared with the existing approach’s result in terms of precision and recall.  

The Table 1 shows the precision and recall of different approaches by varying the size on NHL and Time 
Series data sets. 

On NHL data set, we can see that, when the data size is relatively small, e.g. 16000 the performance of 
Brute-Force, TSC and SPRIT is comparable with our SBSP method.

Table 1. Precision/Recall by varying the data size
 

Method Data Size Recall 
TSC 

 
3200 

1.00 
Brute-Force 1.00 
SPIRIT 0.41 
SBSP 0.98 

  
TSC 

6400 

1.0 
Brute-Force 1.0 
SPIRIT 0.3 
SBSP 1.0 

  

The similarity data collected among the data set1 and 
Dataset2 are shown in Figure 10 is the result of two level 
pruned similarity data. To evaluate the performance of 
the stage by stage pruning method, the result of this paper 
is compared with the existing approach’s result in terms of 
precision and recall. 

The Table 1 shows the precision and recall of different 
approaches by varying the size on NHL and Time Series 
data sets.

On NHL data set, we can see that, when the data size 
is relatively small, e.g. 16000 the performance of Brute-
Force, TSC and SPRIT is comparable with our SBSP 
method.
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Table 1.  Precision/Recall by varying the data size
Method Data Size Recall

TSC

3200

1.00
Brute-Force 1.00

SPIRIT 0.41
SBSP 0.98

TSC

6400

1.0
Brute-Force 1.0

SPIRIT 0.3
SBSP 1.0

TSC

9600

1.00
Brute-Force 1.00

SPIRIT 0.38
SBSP 1.00

TSC

12800

0.98
Brute-Force 1.00

SPIRIT 0.37
SBSP 0.88

TSC

16000

0.97
Brute-Force 0.96

SPIRIT 0.36
SBSP 0.82

TSC

1440

0.79
Brute-Force 0.52

SPIRIT 0.59
SBSP 0.77

TSC

10368

0.37
Brute-Force 0.35

SPIRIT 0.29
SBSP 1.00

6.  Conclusion
In order to fetch the similarity data as a group it is pro-
posed two stage pruning which has data level and object 
level pruning. This approach is applied nowadays in real 
time applications such as object detection, video retrieval, 
people detection and tracking, earth quake monitoring etc.
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