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Chapter	  I:	  Introduction	  
 

Cloud computing is rapidly emerging as a new information technology platform. This   

promising set of computing technologies changes our perspective of the way we realize 

computation by enabling the use of storage, processing and higher level elements such as 

operating systems or software applications. This distributed computing paradigm treats 

system and data as a service and it does not need such resources to be physically stored on 

a specific set of machines. Cloud Computing has become one of the most publicized 

technology in recent times and has got lots of attention from media as well as from web 

space hosting providers, data centers and virtualization software providers. The term Cloud 

computing is broad and includes several aspects of the concept of “service”, thus 

sometimes results are unclear. Most talk about this topic is still  vague and everyone in 

the Cloud  computing  field,  from  experts  to  Cloud  providers,  has  his  own definition of 

Cloud computing. The following subsections explain in more detail the existing definitions 

of Cloud computing describe different classes of Cloud services and provide examples 

about the concrete application of Cloud paradigm. 

	  

1.1	  Cloud	  computing	  and	  Grid	  computing	  
The term Cloud computing and Grid computing both refer to data centers and computing 

as a common suggestion. This leads many to actually believe that this two computing 

paradigms can be used interchangeable. In one of their earlier white papers on the topic 

IBM specifically highlights the differences and the evolution of Cloud computing over Grid 

computing. Grid computing is mainly concerned with coordination of resource sharing and 

problem solving in dynamic way. Hence, it denotes dividing a large task into many smaller 

ones that run on parallel servers. In fact, the objective of Grid computing is to give users 

access to IT resources whenever they need them. According to IBM, the key advantage is 

that Cloud computing not only is able to divide a large computational task into many 

smaller tasks to run on parallel servers, but Could also support non Grid environments, 

with requirements far from the large computational task model. In doing that, Cloud 

computing has the potential to bring out the advantages of Grid computing, such as the 

single point of access for all the computing needs of the customers while reducing the 

technology issues and entry barriers, such as the seamless integration of dynamic virtual 

organizations. 
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1.2	  Cloud	  computing	  background	  
To the present date, there are many ways in which computational power and data storage 

facilities are provided to users; for instance, access to a single laptop or to the location of 

thousand of compute nodes distributed around the world [8]. 

In addition, user requirements vary with the hardware resources, memory and storage 

capabilities, network connectivity and software installations. Thus, the outsourcing 

computing platforms has emerged as a solution for users to handle the problem of building 

complex IT infrastructures. 

Cloud computing is generally identified with large pool of easily usable and accessible 

virtualized resources, which can be dynamically reconfigured to adjust to a variable load 

scale. In other words, the Cloud appears to be a single point of access for all the 

computing needs of consumers. This paradigm is strongly promoted in recent days, because 

of some of its main features, such as virtualization, resource sharing, scalability and self- 

management, usability, pay-per-use model. 

 

1.3	  Cloud	  computing	  definition	  
The first and most difficult issue when first facing Cloud computing concerns figuring out 

a common definition which everyone can agree on. This section reports several Cloud 

computing definitions so far provided by different researchers. 

"A Cloud is a type of parallel and distributed system consisting of a collection of 

interconnected and virtualized computers that are dynamically provisioned and presented as 

one or more unified computing resources based on service-level agreements established 

through negotiation between the service provider and consumers.” [1] 

According to this first definition, the “Cloud” is not only a bunch of clusters and Grids.  It is 

extended by the usage of virtualization technologies for maximizing physical resources to 

respect the negotiated service quality. 

“Cloud Computing refers to both the applications delivered as services over the Internet 

and the hardware and systems software in the data centers that provide those services. The 

services themselves have long been referred to as Software as a Service (SaaS). The data 

center hardware and software is what we will call a Cloud. When a Cloud is made 

available in a pay-as-you-go manner to the general public, we call it a Public Cloud; the 

service being sold is Utility Computing. Thus, cloud computing is the sum of SaaS and 

utility computing, but does not include small or medium-sized data centers, even if these   
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rely on virtualization for management. People can be users or providers of SaaS, or users or 

providers of utility computing.” [2] 

This definition emphasizes that Cloud computing offers a wide set of IT resources: from 

computing power to computing infrastructure, applications, business processes, to personal 

collaboration. Indeed, Cloud computing eliminates the upfront commitment from users 

side. Computing resources are available on demand, delivered to users as a service. Users 

are charged per usage for the use of these computing resources. 

 

1.4	  Cloud	  computing	  adoption	  and	  usage	  
Over the past few years, Cloud computing service has generated a lot of interest and 

become one of the many buzzwords in technology. 

Cloud computing services are enabling customers to access the IT services they need to run 

their businesses from the Cloud without any infrastructure investment or any   services   

deployed in-house. However it should be highlighted that Cloud computing is not only about 

technological improvements of data centers [4].  

Enterprises must consider the benefits, drawbacks and other effects of Cloud computing 

on their enterprises and usage practices before adopting and using Cloud computing [5].  

The adoption of Cloud Computing is highly dependent on the maturity of organizational and 

the technology itself. The adoption of Cloud computing will not expose enterprises back 

end computing requirements to Cloud providers rather; a heterogeneous computing 

e n v i r o n m e n t  has t o  b e  established which is composed of dedicated servers, Clouds 

and public Cloud providers. 

Services can be scalable by load balancing and other solutions that can be easily turned 

behind the scenes, without any application awareness or involvement. Cloud is there to 

keep clients media and applications on the Internet so that they can access them from any 

device anywhere whenever they want it, as contend to leaving it on an hard drive. 

As an example, Cloud storage providers allow you to access files from different 

computers. In theory, with Cloud services, customers can access diverse types of media, 

such as photos, e-books and videos across multiple devices.  Good Cloud services should  be 

able to integrate  with multiple devices and provide not only display photos and videos, 

but has also more than  this,  like  share  files  and  allow  blogging  or  website  creation.  

For instance, Cloud music providers should be able to provide all songs on both computers 

and mobile devices. 
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Current state-of-the-art Cloud services are a best way to access and manage digital life on 

the Web in a nice way. The benefit of storing data in the Cloud is  that  clients  can  access  

their  documents  anywhere  using  an  Internet connection. 

 

1.5	  Commercial	  Cloud	  computing	  platforms	  
This section highlights the different kind of commercial Cloud services and features 

currently available to customers, including their history as well as what they offer. 
  

Apple iCloud is the latest brand of Apple's Cloud computing services. It has previously been 

branded as iTools in 2000 and MobileMe in 2008. It is a typical Cloud storage solutions, 

and a good example of an application that almost exemplifies what Cloud computing is all 

about. In the context of Cloud computing, Apple employs a Cloud architecture for 

storing user synchronization data like email, calendar and so on, and personal multimedia, in 

such a way that, for example, a music file can be kept on a remote server and it can be 

downloaded to many Apple devices like iPods, iPhones, iPads, while helping to manage the 

content easily. In its simplicity, iCloud  "simply  manages  links  to  uploaded  content"  

hosted  in  turn  by Microsoft's Windows Azure (which is an application platform offered 

by Microsoft) and Amazon Web Services. 

 

Microsoft  Windows  Azure is a platform supporting a distributed generic programming 

environment by enabling applications written in a .NET language  to  run  in  the  Cloud  

environment  managed  by  the  underlying Azure operating system. The user has access to 

certain functions that are integrated  in  his  application  code  to  take  advantage  of  the  

automatic scalability properties of the distributed Cloud environment.  However, the user 

has no control whatsoever on the underlying. It is fundamental for companies that would 

adopt Azure-based SaaS to understand that Windows Azure OS will  run only at Microsoft 

data centers, as Microsoft does “not envision selling Widows  Azure  for on-premises 

deployment”, due to the alleged complex structure and features of their multi-tenant global 

datacenter. The intention is for Microsoft to provide “on-demand” vs. an “on premises” 

platform that will allow for scale out SaaS applications. 

Amazon Web Services (AWSes) are a set of remote Web services offered by Amazon 

providing a Cloud computing platform so that the services can be delivered over Internet.  

The most well known services offered by this vendor are Amazon EC2 (Elastic Cloud 

Computing) and Amazon S3 (Simple Storage Service).  EC2 is a central   part of Amazon 
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Cloud computing platform, providing an elastic virtual computing environment that meets 

specific customer needs. It enables customers to launch and manage service instances  in  

Amazon’s  data  centers  using  APIs  or  available  tools  and utilities. EC2 services are 

priced by hourly usage of instance units as well as by data transfer sizes. Moreover, the 

Amazon EC2 works in conjunction with other Amazon Web Services such as Amazon 

Simple Storage Service (Amazon S3), Amazon Simple DB and Amazon Simple Queue 

service (Amazon  SQS) to provide a complete  solution  for  computing,  query processing 

and storage across a wide range of applications. Amazon S3 is a storage service for the 

Internet, which is designed to make Web-scale computing easier for developers.  Amazon 

S3 has a simple Web interface that can be used to store and retrieve any amount of data, 

at any time, from anywhere on the Web. Data can be downloaded or used with other 

AWSes, such as EC2. It gives to any developer access to the same highly scalable, 

reliable, fast, inexpensive data storage infrastructure that Amazon uses to run its own 

global network of Web sites. The best way to think about Amazon S3 is a globally 

available distributed hash table (DHT) with a high- level access control [7]. 

 

Google App Engine is an application-developing platform provided as a service that can 

be potentially exploited to enable user-made applications to run on Google's own 

infrastructure. This allows developers to easily write scalable applications, but they can 

only run a limited range of applications designed for that particular infrastructure via a 

large set of proprietary APIs. Google’s  “Cloud suite” can be confusing: there’s no one-stop 

destination that hosts all your media. You have to use Picasa to deal with your photos, 

Gmail for your e-mail, Music Beta for online music storage and Google Docs for your 

documents. 
 

Dropbox  is  basically  a  Web-based  file  hosting  service  that  allows  file- sharing acting  

as a virtual folder that lives on your computer or mobile device. It assists customers to 

"drop" files in an online storage locker and to access them later on from anywhere. Since 

Dropbox client works the same on every major platform and you can also access your  

files through the Drop box Web interface on any device with a Web browser. It allows 

making an edit to a file, and the changes synchronize across all customers devices 

connected to Dropbox. This service is the most widely used now. Customers can connect all 

their devices with this Cloud service. Once the file is placed on a shared folder, this file 

will be transferred to other devices connecting to this shared folder. 
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1.6	  Summary	  
Cloud computing is the next big wave in computing. Without any doubt, Cloud 

computing is truly a revolutionary concept for many business organizations. As seen earlier, 

Cloud computing provides for better and easier management of data. Cloud Computing 

holds a lot of promise and it is likely to be a major influence on hosting and application 

development. However, this promise cannot be achieved without giving special attention 

to the underlying Cloud computing architecture.  

The next chapter elaborates that the success of Cloud computing is largely based on 

the effective implementation of this architecture.  Indeed, Cloud computing architecture is  

not  just  based  on  how  the  application  works  with  the intended users. The hardware 

and application components have to work together seamlessly, otherwise Cloud computing 

will not be possible. 
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Chapter	  II:	  Current	  Cloud	  Architecture	  Technologies	  	  
 

This chapter presents an overview of the IP network architecture before explaining the 

current Cloud computing architecture (Cloud architecture for short). Cloud architecture is the 

conceptual model that defines the structure and behavior of software systems involved in the 

delivery of Cloud computing. This process typically involves multiple Cloud components 

(Cloud resources, services, middleware, software components), communicating with each 

other over application programming interfaces, usually web services. Cloud architecture 

extends to clients, where web browsers and/or software applications access Cloud 

applications. The Cloud architecture is classified based on its level of abstraction, whether it 

is an Infrastructure-as-a-Service Cloud (IaaS), a Platform-as-a-Service Cloud (PaaS) or a 

Software-as-a-Service Cloud (SaaS). The purpose of this classification is to facilitate 

communication between different Cloud technologies and services, and to support the design 

of software systems. 

 

2.1	  IP	  Network	  Architecture	  
A network architecture is a modeling of the complete computer communication 

infrastructure, which provides a framework and a technological foundation for designing, 

building and managing a communication network. It has a layered structure. Layering is a 

modern network design principle, which divides the communication tasks into a number of 

smaller parts, each part accomplishing a particular sub-task, and interacting with the other 

parts in well-defined ways. Layering allows the parts of a communication network to be 

designed and tested without a combinatorial explosion of cases (i.e., testing different 

combinations of possible hardware and software components on a PC), keeping each design 

relatively simple.  

2.1.1	  An	  Access	  Network	  

An Access Network	  is part of a communication network, which connects subscribers to their 

immediate service provider. For example; the networking switching subsystem (GSM core 

network) in GSM (Global System for Mobile Communications) which connect local 

providers to each other is an access network. The increasing growth of broadband 

connectivity, over both wired and wireless networks, had lead the development of new 

services, allowing the individual to stay always connected at home, at work or on the move. 

Thus, an access network is a way for communications providers to deliver their new high 
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bandwidth services to the subscribers. In this way, a service provider can retain and satisfies 

the needs of its customers. 

Access network also refers to the data network that links each user with edge network (i.e., 

provides information exchange between an access network and core network) of Service 

Provider. It is a route between the subscriber's and the service provider. An access device is 

required for the access network, which helps to gain access to network resources from a 

distant location. Common access devices are routers and modems. An access device can 

assemble multiple channels of information including voice and data across a single shared 

access link to a service provider.  

2.1.2	  	  A	  Core/Backbone	  Network	  

A Core/Backbone Network is the central part of a communication network (i.e., collection of 

terminals, links and nodes are connected, to enable communication between users of the 

terminals.) that provides various services to customers that are connected by an access 

network. The devices and facilities in the core/backbone networks are switches and routers. 

In the switching part of the Universal Mobile Telecommunications System (UMTS) network, 

a core network provides call control and performs mobility and high-level security functions 

such as location updating and authentication. Generally speaking, the backbone network’s 

capacity is better in-terms of high-capacity communication facilities than the networks 

connected to it. Sometimes, decision about security and traffic are not handled at the edge 

level. This impacts the core network performance and scalability, while at the same time 

requiring more bandwidth in all parts of the network, thus driving up cost and complexity. To 

have a more reliable and fault tolerant core network with high level of security, it is a best 

practice to push the intelligence and decision-making into an access and edge devices, and 

keep the core devices as simple as possible.  

2.1.3	  An	  Edge	  Network	  

An Edge Network provides information exchange between an access network and core 

network. The devices and facilities in the edge networks are switches and routers, which are 

often called edge devices. There is an ingress (input) and egress (output) edge device for all 

connections. The edge device aggregates ingress traffic for high speed transmission in the 

core/backbone network and then distributes egress traffic to end users through access devices. 

The edge network provides entry points into carrier/service provider core/backbone networks 

(i.e., the edge network connects users and applications, while network traffic enters and exits 

from the network).Due to the variety and complexity of customer access technologies and 

multiple choices of a core network, a switch of the edge network for a wide area network 
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(WAN) can be a multiservice unit, meaning that it supports a wide variety of communication 

technologies, including voice and IP over dial-up connections. An edge device may provide 

enhanced services, such as virtual private network (VPN) (i.e., a VPN is a network that uses 

primarily public telecommunication infrastructure, to emulate a private network linked 

through Internet. It allows remote computers to act as though they were on the same secure, 

local network.) support, voice over IP, and QoS services. 

 

 
Figure 1: Interactions between an access network and core network with services provider. 

	  

2.2	  Cloud	  computing	  Architecture	  
Cloud architectures address difficulties concerning large-scale data processing. In the past, 

data processing was quite challenging, it was very difficult to get as many machines as an 

application needed. In order to distribute them and to make coordination among them, a 

large-scale job was required on different machines. This made difficult to auto-scale up and 

down based on dynamic workloads. Cloud architectures overcome all these issues in a decent 

way. An application that resides on top of Cloud architectures actually runs in a physical 

location that is autonomously selected by the Cloud provider. This application simply takes 

advantage of APIs of Internet-accessible services that scale on-demand plus the usage of 

resources sometimes can be seasonal. The complexity, reliability and scalability logic of the 

underlying services remains implemented and hidden inside the Cloud. 
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Figure 2: Cloud computing architecture. 

 

Cloud architectures use Internet access and operate on the basis of on-demand services. To 

fulfill this demand, the underlying computing infrastructure is utilized when necessary. For 

instances, to process a user request, all the necessary resources on-demand like compute 

servers will be exploited, do the required task, then release the unneeded resources. During 

this operation, the application can scale up or down based on resource needs. Cloud 

Computing infrastructure allows business organizations to achieve more efficient use of their 

IT hardware and software investments. They do this by automating the management of the 

group of systems as a single entity.  

It is possible to make a physical server into actually multiple servers, each running with 

independent operating systems. This method is called server virtualization. By maximizing 

the output of individual servers, server virtualization reduces the need for more physical 

machines. It provides resources to users by showing an abstract computing platform instead 

of exposing the physical characteristics of a Cloud computing infrastructure. Thus, Cloud 

services are deployed and scaled-out quickly through the rapid provisioning of virtual 

machines. Generally speaking, virtualization implementation consists of two levels, namely 

hardware layer and software layer. The former mainly includes virtualization of computer 

cluster system hardware resource, such as memory virtualization, storage virtualization and 

I/O virtualization. The latter mainly refers to operation system virtualization, which ensures 
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Cloud Computing Architecture 

Major building blocks 

Reference Architecture 
! Basis for documentation, project communication 

! Stakeholder and team communication 

! Payment, contract, and cost models 

 

Technical Architecture 
! Structuring according to XaaS Stack 

! Adopting Cloud Platform paradigms 

! Structuring cloud services and cloud components 

! Showing relationships and external endpoints 

! Middleware and communication  

! Management and security  

 

Deployment Operation Architecture 
! Geo-location check (Legal issues, export control) 

! Operation and monitoring 
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each guest operating system resides on the same physical hardware without knowledge of the 

other guest operating systems (A guest OS is an operating system that is installed in a virtual 

machine or disk partition in addition to main OS). 

NIST (National Institute of Standards and Technology) has given a working definition of 

Cloud Computing architecture by describing five essential characteristics, three Cloud 

services models and four Cloud deployment models. The essential characteristics of Cloud 

Computing according to NIST are: 

 

• On-demand-self-service: A consumer can unilaterally provision computing 

capabilities, such as server time and network storage, as needed, automatically 

without requiring human interaction with each service’s provider. 

• Broad Network Access: Capabilities are available over the network and accessed 

through standard mechanisms that promote use by heterogeneous client platforms 

(e.g., mobile phones and laptops). 

• Resource Pooling: The provider’s computing resources are pooled to serve multiple 

consumers using a multi-tenant model (a multi-tenant describe multiple customers 

using the same public Cloud), with different physical and virtual resources 

dynamically assigned and reassigned according to consumer demand.  

• Rapid Elasticity: Capabilities can be rapidly and elastically (flexible) provisioned, in 

some cases automatically, to quickly scale out and rapidly released to quickly scale in. 

To the consumer, the capabilities available for provisioning often appear to be 

unlimited and can be purchased in any quantity at any time. 

• Measured Service: Cloud computing systems automatically control and optimize 

resource usage by providing a metering capability to the type of services (e.g., 

storage, processing, bandwidth, or active user accounts).  

 

Moreover, NIST identified three Cloud services models often referred to as “SPI model”, i.e., 

software, platform and infrastructure models: 

 

• Cloud Software as a Service (SaaS): this is a capability in which the consumer uses 

the provider’s applications running on the Cloud.  

• Cloud Platform as a Service (PaaS): the capability provided to the consumer is to 

deploy onto the Cloud infrastructure consumer-created applications using 
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programming languages and tools supported by the provider. The consumer does not 

manage or control the underlying Cloud infrastructure, network, servers, operating 

systems, or storage, but the consumer has control over the deployed applications and 

possibly application hosting environment configurations.   

• Cloud Infrastructure as Service (IaaS): Cloud enables on-demand provision of 

computational resources, in the form of virtualized resources in a Cloud provider’s 

data center. The Service Providers manage a large set of resources including 

processing, storage, network capacity and other fundamental computing resources.	  

 

Eventually, a Cloud can be deployed according to four standard models. 

 

• A Public Cloud is the standard Cloud deployment model, in which a service provider 

makes resources available (such as applications and storage), which will be exposed 

to public Cloud services via Internet. Public Cloud services do not necessarily means 

they are free, they can also be subjected to payment based on usage model. 

• Private Cloud: these days, there exists tons of information on Internet regarding 

Private Cloud: What it is about and how you can benefit from it. All those description 

concluded as, private Cloud is a type of the cloud architecture that is available only 

for a single organization.  

• Community Cloud: as it was clearly mentioned in the NIST definition, in this kind of 

Cloud deployment model, the infrastructure of the Cloud is exploited by several 

organizations but it will support a specific community with shared concerns for-

example, healthcare. 

• Hybrid Cloud: is a Cloud infrastructure composed of two or more Clouds i.e. Private, 

community or public [3]. 
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Figure 3: Picture model of NIST Working Definition of Cloud Computing. 
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Chapter	  III:	  Wireless	  technologies	  
 

In today's fast moving world ongoing technology, the evolution of wireless technology offers 

a significant potential for the creation and transformation of markets for communications 

services and products. The concept of a wireless communication system is almost deceptively 

easy to understand. The main reason that drives the evolution of wireless technology is the 

need for higher speed, bandwidth, and global access. Clients are in need of information 

related to business, entertainment, etc., with higher quality and speed. This line of thinking 

represents a fundamental shift to wireless technology. The goal of this section is to focus on 

the most common wireless technologies in use today. A comparison between these different 

technologies will be also giving in the following sub-chapters. 

 

3.1	  Advantages	  of	  wireless	  technology	  
The widespread reliance on networking as well as the increasing demand on Internet and 

online services are strong testimonies to the benefits of shared data and resources. Wireless 

solutions advance these benefits by reaching out, where cable and fiber cannot reach, since 

the inherent nature of wireless is that, it doesn't require wires or lines to accommodate users 

to access shared information, e-mail, and applications without the constraints of physical 

connection. As such, the system will carry information across different geographical areas 

that are prohibitive in terms of distance, cost, access, or time. Wireless has got a fully 

comprehensive access technology portfolio to work with existing broadband access 

technologies so quickly and reliably. It also commonly provides a competitive alternative to 

broadband wired line or provides access in geographies that don't qualify for loop access. 

One of the main advantages is the ability to provide anytime and anywhere connectivity. The 

widespread implementation of wireless allows people to easily connect to the Internet to 

download information and to exchange files. Yet, despite the decrease in cost, the data rate 

and capabilities of these devices have increased, allowing faster, more reliable wireless 

connections. 

	  

3.2	  Drawback	  of	  wireless	  technologies	  
Security is one of the main concerns when it comes to wireless network, as wireless is a 

public frequently used network for transferring any data type. Hence, its interface is highly 

risky to be used for private information exchange due to security issues. In fact, transferring 
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confidential data over a wireless network is a serious risk. Such kind of information must use 

the wired technologies because they are more safe and sound. In somehow, the security issue 

can be better exploited by using a robust security protocol like WPA [Wi-Fi Protected 

Access] or WPA2 [the most current security protocol which replaced WPA]. Another 

common problem associated with a wireless network, is when more and more users use the 

same frequency. It results that the throughput will be lower than the link rate. In addition to 

the multiple access issue, the intrinsic nature of wireless communications is relies on error 

prone channels that significantly affect the reliability of a wireless link in terms of 

throughput, as well. Wireless technologies are, in practice, impaired by a number of obstacles 

like walls, large distance, doors and the device itself. For such reasons, the wireless signal is 

not stable and this makes difficult the maintenance of QoS(Quality of Service). Even if 

wireless is a very promising technology, wired technologies (e.g. Fiber) still outperform all 

the types of wireless network. 

	  

3.3	  Different	  type	  of	  wireless	  technologies	  
In this section, I will outline the most common wireless technologies with a short preview of 

the incoming 4G of mobile cellular network. 

3.3.1	  Wi-‐Fi	  

Wi-Fi "Wireless Fidelity" follows a standard set of rules to achieve their communication; the 

standard is known as IEEE802.11 (Institute of Electrical and Electronic Engineers for local 

area networks and metropolitan area networks (LAN/MAN) or just 802.11). Wi-Fi operates 

in the 2.4 GHz range with up to 11 Mbps data rates and is backward compatible with the 

802.11 standard. 802.11b uses a technology known as complementary code keying (CCK) 

modulation, which allows for higher data rates with less chance of multi-path propagation 

interference (duplicate signals bouncing off walls).Devices that follow 802.11a standard are 

considered “Wi-Fi Certified”. Wi-Fi certified equipment, tested and approved by the Wi-Fi 

Alliance, bears the Wi-Fi logo. Only Wi-Fi certified equipment is guaranteed to be 

interoperable, even though non-certified equipment also follows the standard laid out by 

IEEE.  Wi-Fi is access or edge-network technologies. This means it offer alternatives to the 

last-mile wireline network. Beyond the last-mile, Wi-Fi relies on similar network connections 

and transmission support infrastructure. 

A new variant of Wi-Fi technology, known as 802.11g (a third modulation standard of 802.11 

standard) has been introduced in 2003 in order to optimize the bandwidth. It uses 2.4GHz 
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frequency range with a new, more advanced form of spread-spectrum technology known as 

orthogonal frequency-division multiplexing (OFDM) and it can achieve speeds of up to54 

megabits per second in the 2.4GHz band. The 802.11g standard is backwards-compatible 

with the 802.11b standard, meaning that devices that support the802.11g standard can also 

work with 802.11b.However, 802.11g cannot reliably support more than one stream of video.  

A further new amendment is represented by 802.11n standard: the connection speeds up to 

300Mbps (802.11g reaches only 54Mbps) can compete in performance with Ethernet wired 

networks. The previous version 802.11g uses channels at 20MHz while the '802.11n can use 

40MHz channels, theoretically doubling the speed of a connection. Another positive aspect of 

4 GHz-dual-band models is that they are able to work in mixed mode at 2.4 GHz for older 

machines and for 5GHz models new generation.  

The transfer speed increases of four times with 802.11n compared to the previous 802.11g 

version thanks to MIMO (multiple-input multiple-output) able to transmit more data at a 

time. The principle behind MIMO technology is an enabled device can utilize multiple 

wireless signals and antennas (called MIMO technology) instead of one only. 802.11n MIMO 

does not necessarily mean: it is a protocol, while the first is more of technology option. Since 

MIMO is covered in 802.11n, it is likely to confuse the two. In addition, MIMO is NOT and 

will not be compatible with 802.11n. It is therefore fundamentally wrong to compare (if not 

in terms of actual performance and features of the software) systems, to the rest of the 

devices compatible with 802.11n.This standard 802.11n connections should support data 

rates of over 100 Mbps. 802.11n also offers somewhat better range over earlier Wi-Fi 

standards due to its increased signal intensity. 802.11n equipment will be backward 

compatible with 802.11g gear. 

3.3.2	  WiMAX	  

WiMAX (Worldwide Interoperability for Microwave Access) has a network architecture 

similar to Wi-Fi; both create hot spots but, from a technological point of view, they differ 

significantly; Wi-Fi can cover only few hundred meters, while WiMAX has, in theory, a 

maximum range of 50 km. WiMAX stands for "Worldwide Interoperability for Microwave 

Access and is an inter operability specification based on IEEE 802.16. WiMAX is a 

broadband telecommunication technology for fixed users (in the range of 10-66GHz), Non-

LOS (Line of sight) communications (in the range of 2-11GHz), and mobile deployments (in 

the range of 2-6 GHz). Indeed, WIMAX is the first major mobile standard to offer an IP 

based broadband wireless communication, similar to that of 802.11/Wi-Fi networks. At its 
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heart, its purpose is to ensure that the broadband wireless radios manufactured for customer 

use interoperate from vendor to vendor.  

The 802.16a standard was developed for wireless MANs operating on licensed and 

unlicensed radio-frequency (RF) bands between 2 GHz and 11 GHz, at data speeds of up to 

75 megabits per second (Mbps), with low latency and efficient use of spectrum space. 

Security is enhanced by encryption features. Forward error correction (FEC) and space/time 

coding optimize accuracy under marginal signal conditions. The maximum range can be 

extended to approximately 30 miles (48 kilometers) with some sacrifice in throughput. The 

802.16a specification is ideally suited for advanced communications methods such as voice 

over IP (VoIP) and prioritized data traffic. 

The early iterations of IEEE 802.16 focused on line-of-sight (LOS) applications using high-

frequency bands between 10 to 66 GHz. More recently, efforts have been focused on 

specifying amendments to the early standards to support non-line-of-sight (NLOS) 

applications between 2 to 11 GHz. The 802.16-2004 standards, more commonly known as 

802.16d, were published in 2004. 802.16d is essentially the fixed version of WiMax. This 

standard is meant to serve as a wireless replacement for DSL for areas where running copper 

wire does not make economic sense.  It is also a viable solution for wireless backhaul of WiFi 

access points and potentially for the backhaul of Cellular Voice networks.  

WIMAX supports both time division duplex and frequency division duplex, both using a 

burst transmission format, whose framing mechanism supports adaptive burst profiling, in 

which transmission parameters, including the modulation and coding schemes, can be 

adjusted individually on a frame-by-frame basis. Thus, WiMAX operates at higher speeds, 

over greater distances, and for a greater number of customers compared to the services of Wi-

Fi. Thus, WiMAX provides a wireless alternative to cable, Digital Subscriber Line (DSL), 

and copper wire for last-mile broadband access. The main goal of WiMAX standard is to 

enable the adoption of advanced radio features in a uniform fashion. The advantage of 

WiMAX is that a single station can serve a number of users in a range of several Kilometers 

and its deployment in much faster and cheaper.  

3.3.3	  Universal	  Mobile	  Telecommunications	  System	  (UMTS)	  

UMTS is a third-generation (3G), meaning it is characterized by a single global frequency 

and the voice quality is comparable to the public switched telephone network. Indeed, this 

generation provides a high-quality video and audio with symmetrical or asymmetrical data 

transmission rates. 
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Today's cellular telephone systems are mainly circuit-switched, with connections always 

dependent on circuit availability. In a packet -switched connection, a virtual connection is 

always available to any other end point in the network. Users will have access through a 

combination of terrestrial wireless and satellite transmissions.  

UMTS support for both packet-switched and circuit switched based transmission of text, 

digitized voice, video, and multimedia at data rates up to 2Mbps data rate, 384 kb/s in urban 

environment with speed up to 60 km/h and 144 kbps in rural areas for speed up to 150 km/h. 

This offers a consistent set of services to mobile computer and phone users no matter where 

they are located in the world.  

In general, UMTS are more efficient in use of the available spectrum with flexibility to allow 

the introduction of new services and technologies. However, UMTS requires a new Radio 

Access network not superimposed to GSM in 1800 or 1900 MHz. The terrestrial radio 

interface of UMTS is based on two duplexing modes that are Frequency Division Duplex 

(FDD) for macro-and micro-cell (bit rate < 384 Kb/s) and Time Division Duplex (TDD) for 

Pico cell (bit rate < 2Mb/s) with low mobility. The higher bandwidth of UMTS also offers 

new services, such as video conferencing. UMTS promises to realize the Virtual Home 

Environment in which a roaming user can have the same services to which the user is 

accustomed when at home or in the office, through a combination of transparent terrestrial 

and satellite connections. 

3.3.4	  High	  Speed	  Packet	  Access	  (HSPA)	  

High Speed Packet Access (HSPA) is a combination of two Mobile Communications 

protocols, High Speed Downlink Packet Access (HSDPA) and High Speed Uplink Packet 

Access (HSUPA). HSPA allows for very high data speed for Internet connectivity. More in 

details, HSDPA belongs with the family of solutions that use packet data transmissions, 

which include also GPRS and EDGE. Current HSDPA deployments support down-link 

speeds of 1.8, 3.6, 7.2 and 14.0 Mbps. However, 14Mbps is the peak theoretical throughput. 

In fact, it's far from its theoretical maximum due to the existence of interference limitations. 

So far, this technology has just exceeded 3.6 Mbps for two years since HSDPA can achieve 

good throughput in areas of low interference. 

Watching online videos and downloading files are subjected to the performance of HSDPA. 

This is a testimony for clarifying the fact that Internet bandwidth usage is asymmetrical, 

majority of the population downloads more compared to uploading. Due to this usage pattern 

HSDPA first deploy before doing HSUPA. This technology improves the downlink side as 

much as possible. Allocating equal bandwidth to uplink and downlink result in a huge waste 
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of bandwidth. Since the bandwidth allocation must take in to account the network traffic of 

the users. There is some scenario in which only HSDPA is deployed while HSUPA is pretty 

much absent. 

The main advantage of HSDPA technology is that communication range practically equals 

distance range of a base station with fast link adaptation. The drawback here is that high 

speed is available only for downlink; uplink will be at the baseline WCDMA speed 

384Kbit/s. We can expect this drawback to be overcome with the appearance of HSUPA. The 

main aim of HSUPA is to increase the uplink data transfer speed in the UMTS environment 

and it offers data speeds of up to 5.8 Mbps in the uplink. The Enhanced Uplink feature shall 

aim at providing significant enhancements in terms of user experience (throughput and delay) 

and/or capacity. The coverage is an important aspect of the user experience and that it is 

desirable to allow an operator to provide for consistency of performance across the whole cell 

area. So the goal should be to increase in overall cell throughput on the uplink. Thus, a gain 

in user throughput can be achieved which reduces packet delays. For instances, sending email 

with very large attachments or upload file in a file sharing network is a good example that 

exemplifies how the uplink speed can be improved by using HSUPA techniques.  

HSUPA achieves its high performance through more efficient uplink scheduling in the base 

station and faster retransmission control. HSUPA has dedicated channel that is shared in time 

among different users with short transmission interval, as low as 2ms. Fast Hybrid Automatic 

Repeat Request technique is used to improve the efficiency of error processing. 

3.3.5	  HSPA+	  

HSPA+ (High Speed Packet Access Plus) is also known as HSPA Evolution and Evolved 

HSPA. HSPA+ was first standardized in 3GPP Release 7 and standardization has continued 

through to Release 10. HSPA+ is an enhanced version of high-speed 3G wireless networks. 

Because it is so closely related to 3G and is not a new, built-from-the ground-up technology, 

HSPA+ has been called a 3.5G network instead of a true 4G network. But HSPA+ networks 

are capable of delivering 4G speeds, with download speeds between 5 megabits per second 

and 8 mbps. HSPA+ will apply some of the techniques developed for Long Term Evolution 

(LTE) and allow operators to extend the life of their HSPA networks. HSPA+ brings 

improved support and performance for real-time conversational and interactive services such 

as picture and video sharing, and Video and Voice over Internet Protocol (VoIP) through the 

introduction of features like Multiple-Input Multiple-Output (MIMO) antennas, Continuous 

Packet Connectivity (CPC) and Higher Order Modulations. 
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3.3.6	  Long	  Term	  Evolution	  (LTE)	  

This section provides an overview of long term evolution, which is the leading technology for 

next-generation mobile broadband. Wireless customers want to be truly engaged with 

advanced communication devices that provide a similar immersive experience as found in 

today’s wired networks. Whether, it’s downloading or uploading large files, video or social 

networking. Wireless customers want to be able to communicate whenever and wherever 

they choose around the globe with a good service quality. Therefore, Wireless believes LTE 

is the best technology ever that can meets a customer need with the global scale as needed.  

3GPP LTE is a 4th generation wireless network, which is typically a radio platform 

technology that will let to achieve a higher peak throughput at higher spectrum bandwidth. 

Unlike the previous wireless technologies standard: UMTS and HSPA Evolution and 

WIMAX, LTE dramatically achieve greater speeds and pervasive connectedness. Even if, 

HSPA and its evolutions are the dominant mobile data technology for the next decade, this 

family of standards must evolve toward the future long term technology. The following table 

describes the evolution of HSPA technologies towards LTE technology. 

 

 HSPA HSPA+ LTE 

Peak speeds 1.8 Mbps–14.4 Mbps  
(Downlink)  
384 Kbps–2 Mbps  
(Uplink)  
 

42Mbps downlink 
22Mbps uplink 
 

100Mbps 
50Mbps 

Average user 
throughput 
 

Up to 2Mbps 
downlink but uplink 
can vary depending 
on the devices 

5Mbps downlink 
3Mbps uplink 
 

5-12Mbps 
downlink 
2-5Mbps uplink 

Table 1: Evolution of HSPA towards LTE. 

 

Table 1 is a verification for the higher user throughput achieved in both downlink and uplink 

transmission. In the same way that 3G coexists with second generation (2G) systems in 

integrated networks, LTE systems will coexist with 3G and 2G systems. These technologies 

make a shift from mobile service to broadband connections by using TCP/IP (the core 

protocol of the Internet). This protocol makes it easy for the delivery of higher-level services. 

LTE is designed to support voice, Video and multimedia in a packet domain.LTE operate in 

both TDD and FDD operation modes at downlink peak data rates up to 100Mbps with 

20MHz bandwidth and Uplink peak data rates up to 50Mbps with 20MHz bandwidth. Since 
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LTE has a Scalable bandwidth up to 20MHz, this helps operators to migrate easily their 

networks and users from HSPA to LTE over time.  

The overall objective for LTE is to provide an extremely high performance radio-access 

technology that offers full vehicular speed mobility and that can readily coexist with HSPA 

and earlier networks. LTE reduce latency to 10ms round-trip time between user equipment 

and the base station and to less than 100ms transition time. It incorporates top of-the-line 

radio techniques to achieve performance levels beyond what will be practicable with CDMA 

approaches, in particular in larger channel bandwidths.  

 

3.4	  Satellite	  Communication	  
Satellite communication has been introduced in the mid 1990s; satellite became the first 

mainstream consumer wireless Internet service. The heart of a satellite communications 

system is a satellite-based antenna in a stable orbit above the earth. In a satellite 

communication system, two or more stations on or near the earth communicate via one o r 

more satellites that serve as relay stations in the space. Satellite access initially worked only 

in one direction, for downloading information. Subscribers needed to install a standard dial-

up modem and to use a telephone line with the satellite to make a functional system. Newer 

forms of satellite service remove this limitation and support full two-way connectivity.  

Satellite communications is comparable to optical fiber in terms of importance, during the 

evolution of telecommunications and data communications. Compared to other forms of 

wireless Internet service, satellite exploits the advantage of availability. Requiring only a 

small dish antenna, satellite modem and subscription plan, satellite works in almost all rural 

areas not serviced by other technologies. However, satellite also offers relatively low 

performing wireless Internet. Satellite suffers from high latency (delay) connections due to 

the long distance signals must travel between Earth and the orbiting stations. Satellite also 

supports relatively modest amounts of network bandwidth.  There are a number of ways 

categorizing communications satellites depending on coverage area, service type whether it is 

fixed, broadcast and mobile service satellite and also they can be also categorized depending 

on their usage for instance, if it is commercial, military and experimental. 

3.4.1	  Geostationary	  satellite-‐based	  

This type of satellite communications is very common nowadays. The term geostationary 

comes from the fact that the satellite appears to be stationary in the sky as seen by ground-

based observer. The satellite is located at an altitude of 35,863 km. Satellites in a 
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geostationary orbit can “see” nearly half the Earth, which makes this orbit especially useful 

for broadcasting, weather, and telecommunications satellites. These kinds of communication 

are mainly used in TV and radio broadcast mainly due to their coverage area.  

Geo satellite has an advantage of minimizing interference from surface based source and 

from other satellite due to the fact that, in this kind of satellites one can use a highly 

directional antenna and can be left in position without further adjustments. Unlike LEO, 

objects in GEO are not naturally removed from orbit by atmospheric drag.  Instead, the debris 

moves in an enormous doughnut shaped ring around the equator as the gravitational forces of 

the Sun, Moon, and Earth pull on the objects. 

The known limitation of Geo satellite is the latency (250ms) due to their altitude range, this 

introduce unacceptable latency into two-way data networks communication especially 

significant in voice application. Another disadvantage of geostationary satellites is that, since 

ground stations at higher than roughly 60 degrees latitude has difficulty reliably receiving 

signals at low elevations. Satellite dishes at such high latitudes level would need to be pointed 

almost directly towards the horizon. The signals suffer from the largest amount of atmosphere 

and it can be blocked also by buildings and land topography. 

3.4.2	  Medium	  earth	  orbit	  satellite-‐based	  

A medium earth orbit (MEO) is located between geostationary and LEO stationary satellites. 

The most common usage of this satellite is for navigation purpose, such as GPRS. Because, 

MEO satellites are closer to the earth than geostationary satellites, earth-based transmitters 

with low power and modest-sized antennas can access the system. MEO satellites orbit are 

located at higher altitudes than LEO satellites, this is useful for footprint (coverage area on 

the earth's surface), which is greater for each satellite.  

In addition, the cost of launching a MEO satellite is very less than that of GEO satellite. 

MEO are able to overcome the TCP performance limitation by reducing the latency from 

250ms (GEO latency) to tenth of millisecond, which is comparable to a terrestrial network 

performance. The more the satellite is closer to the ground, the more satellites are needed to 

cover the earth. For such reason, a continuous coverage is achieved by providing a more 

satellites for MEO. 

The major types of satellites that use this orbit are those that provide services for navigation 

systems, such as the United States (US) Navstar Global Positioning System (GPS) and the 

Russian Glonass satellites.  
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3.4.3	  Low	  earth	  orbit	  satellite-‐based	  

Lastly, LEO satellites do reduce the round-trip time from tenth of millisecond to just a few 

tens of millisecond. The transmission power is not powerful as that of GEO and MEO 

satellites due to their low orbit nature. The round trip time is highly variable depending on, if 

the satellite is directly or on the horizon. Due to this, the TCP performance can varies since 

the TCP retransmissions are highly tied to the round-trip time.  

LEO has certain advantages such as: it is much cheaper and convenient for placing a satellite, 

to perform experiments, fix and install new equipment. LEO can be easily affected by bad 

weather, this result in low quality on satellite-based communications. A more frequent 

handed off is needed during data transmission via LEO as the satellite moves out of range, 

because LEO is not fixed in space respect to the rotation of the earth. LEO based 

telecommunication systems are useful for underdeveloped territories to get a satellite 

telephone service in areas where it is either too expensive or not geographically possible to 

deploy land lines.  

 

 

 

 

 

 

 

Table 2: The different type of orbital for satellite communication application. 

	  

3.5	  Summary	  
Throughout this chapter the overview of wireless network, different technologies and pros 

and cons along with these technologies were discussed. Wireless technology is becoming an 

ever-growing part of human life providing each time new different services, which makes it 

preferable. Wireless communications brings huge benefits to the clients and therefore 

becoming a must for industry. Wireless is convenient and often less expensive to deploy than 

fixed services, but wireless is not perfect. There are device limitations, incompatible 

standards and technical difficulties that may ultimately prevent wireless technologies from 

reaching out their full potential. Wireless technologies often tend to increase convenience and 

decrease safety. Long Term Evolution technology remains in a research and development 

Orbits GEO MEO LEO 

Orbital period 24 hr 5 to 10 hr 1.5 to 2 hr 

Altitude range 35,863 
Km 

8000 to 18000 
Km 

500 to1500 
Km 

Round-trip 
propagation 

250ms Tens of ms 
 

Several ms 

Visibility 
range 

Permanent 2 to 8 hrs 15 to 20 min 
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mode, and industry specifications are not fully ratified. Table 3 summarizes the comparison 

among the overviewed wireless technologies. 

This thesis is only concerned with Geo satellite communication due to several advantages 

that come along with this technology. One of the most known advantages, for quite long time, 

is the coverage area. It covers most of the inhabited portions of the entire earth excluding 

only the areas near the north and south poles (as it was described in geostationary satellite 

section). 

 

 
 

Wireless Wired Satellite communication 

Capacity Scarce Abundant limited 

Reliability Unreliable Reliable Unreliable 

Mobility Mobile Fixed Satellite communications 
are able to reach all areas 
of the globe dependent 
upon the type of satellite 
system in use, and the 
ground stations do not 
need to be in any one 
given location. 

Topology Broadcast Point-to-point Multicast/Broadcast 

Market structure Exploit their 
broadcast 
topology to 
reduce up-front 
costs 

Have very high 
up-front costs 
due to point-
to-point 
topology 

Satellites are not cheap to 
build, place in orbit and 
then maintain. 

Table 3: Summaries of different technologies in terms of the following parameters. 
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Chapter	  IV:	  	  Reliable	  Multicast	  Transport	  in	  Satellite	  Networks	  

	  
We have discussed at the beginning of the Chapter 1how Cloud computing is rapidly 

emerging as a new information technology platform. That description was followed by Cloud 

computing architecture (in Chapter 2). Chapter 3 was an introduction and a description on 

wireless technologies, which helped us to understand the different technologies and 

advantages of having a wireless network, in particular the satellite network. Satellites have a 

role in providing the multicast service for providing uniform accessibility. The multicast 

communication is easy via satellite, because the signal sent via the satellite can be received 

by any receiver within the coverage area of the satellite. 	  
This chapter will introduce the overview of a NORM protocol message and the multicast 

protocol specification. The remaining section of this thesis will present a methodology for 

overcoming the delay on each packet, for example, for file transfer application in NACK-

oriented reliable multicast (NORM) protocol scenario.  

 

4.1	  Multicast	  Transport	  Protocols	  
At present, there is no standardized, Internet-based multicast transport protocol that provide 

effective, dynamic congestion control methods for safe, wide scale deployment of end-to-end 

rate adaptive applications (for example, file transfer application). Recent research and 

standardization efforts are beginning to address these issues.  

In computer networks, we distinguish between three main forms of communication: 

• unicast, where a sender wants to transmit messages to one receiver, 

• broadcast, where a sender wants to transmit to all the other nodes, and 

• multicast, where a sender wants to transmit to a subgroup of the receivers connected 

to the network. 

In multicast communication, a sender send its messages to a specific multicast address, and it 

is up to the network to make sure that every member of the group defined by the address gets 

a copy of the messages. 

The Internet does not yet provide multicast communication to all its users. However, a 

growing number of networks connected to the Internet offer multicast. This opens the way for 

developing more applications that presuppose Internet multicast communication. Multicast 

based applications cover a wide range of categories, from chat groups and multi-player 

games, to multimedia conferencing tools and stock price subscriber services [20]. 
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Different types of multicast applications have different kind of requirements to the 

communication services provided by the network. For example, a multimedia conferencing 

application that makes it possible for users to see and talk to each other in real time is 

sensitive to delay, i.e., the time it takes to send data packets to the receivers. The application 

can tolerate some delay of video data, but the voices of the participants become unintelligible 

if the audio data suffers large variances in delay. If a data packet gets lost once in a while, the 

tool still functions quite well. However, the data that does arrive must arrive on time. On the 

other hand, an application that allows several users to edit shared documents requires reliable 

data delivery, i.e., that every data packet arrives, that they arrive in the same order they were 

sent, and that only one copy of each packet is delivered. 

The problem is that the Internet cannot provide neither timely nor reliable delivery of data 

between applications. The Internet Protocol (IP), which ties together networks with different 

technologies, provides a best effort service: It will do its best to deliver data packets to the 

recipients, but it makes no guarantees about the delivery. Data packets may be reordered or 

duplicated, and they may arrive late, or not arrive at all. 

The multicast protocol that this chapter describes NORM is an example of how this problem 

is handled, both in the Internet and in networks in general: a set of services that are useful to a 

group of applications are identified and implemented in a transport protocol, a protocol which 

uses the underlying network’s packet delivery services to provide communication between 

application programs on computers attached to the network. The protocol then tries to 

provide the services despite the limitations of the network, by using various techniques for 

preventing, detecting, and correcting errors.  

 

4.2	  NORM	  protocol	  Messages	  
The Negative-acknowledgment (NACK) Oriented Reliable Multicast (NORM) protocol [10] 

provides reliable transport of data from one or more sender(s) to a group of receivers over an 

IP multicast network. The primary design goals of NORM are to provide efficient, scalable, 

and robust bulk data (e.g., computer files, transmission of persistent data) transfer across 

possibly heterogeneous IP networks and topologies. NORM protocol supports the reliable 

participation to multicast session with a minimal coordination among senders and receivers.  

NORM allows senders and receivers to dynamically join and leave multicast sessions at will, 

with a marginal overhead for control information and timing synchronization among 
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participants. To accommodate this capability, NORM message headers contain some 

common information allowing receivers to easily synchronize to senders throughout the 

lifetime of a reliable multicast session. NORM can self-adapt to a wide range of dynamic 

network conditions with little or no pre-configuration, e.g., in case of congestion situations on 

network bottlenecks due to traffic overload. The protocol is tolerant to inaccurate round-trip 

time estimations or loss conditions that can occur in mobile and wireless networks; it can 

correctly and efficiently operate even in situations of heavy packet loss and large queuing or 

transmission delays. 

Table 4 lists the five principal NORM protocol message types. The first three listed are 

considered “sender” messages and the remaining two are “receiver” messages. 

 

Message Type Purpose File 

values 

NORM_DATA Application data and FEC content 2 

NORM_INFO Application transport object meta-

data 

1 

 NORM_CMD Sender protocol control and 

signaling 

3 

NORM_NACK Receiver requests for repair content 4 

NORM_ACK Receiver acknowledgement 5 

Table 4:  Principal NORM message types. 

 

Unlike some other transport protocols, the NORM design separates the functions of 

reliability, congestion control, and flow control into distinct mechanisms. The bulk of the 

NORM Protocol Specification addresses reliability mechanisms based upon packet-level FEC 

concepts and specifies congestion control operation that is compatible with the ubiquitous 

Transmission Control Protocol (TCP).  However, the congestion control mechanism is 

supported using header extensions (figure 5) to the NORM protocol messages and alternative 

schemes to meet different application or network environment. 

There are some common message fields contained in all NORM message types. All NORM 

protocol messages begin with a common header with information fields as follows: 
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      0                   1                   2                   3 

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|version| type |    hdr_len    |          sequence             | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|                           source_id                           | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Figure 4: NORM common message header format. 

 

Additionally, a header extension mechanism is defined to expand the functionality of the 

NORM protocol. When header extensions are applied, they follow the message type's base 

header and precede any payload portion.  There are two formats for header extensions, both 

of which begin with an 8-bit header extension type ("hel") field.  One format is provided for 

variable- length extensions with "het" values in the range from 0 through 127. The other 

format is for fixed length (one 32-bit word) extensions with "het" values in the range from 

128 through 255. 

The formats of the variable-length and fixed-length header extensions are given in Figure 5. 
 

      0                   1                   2                   3 

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|   het <=127   |      hel      |                               | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+                               | 

|                    Header Extension Content                   | 

|                              ...                              | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

 

      0                   1                   2                   3 

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

|   het >=128   |    reserved   |    Header Extension Content   | 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Figure 5: NORM Variable-Length Header Extension Format. 

4.2.1	  Sender	  Messages	  

NORM_DATA: The NORM_DATA messages are supposed to be used by senders in order to 

convey application content and FEC encoded repair packets for that content reactively as 

needed (and/or proactively).This message type is used both for sending new data segments, 
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and for retransmitting segments requested by the receivers. When the message is used for 

repair transmission, a flag is set to inform the receivers that this is a retransmission. 

NORM_CMD: The sender uses messages of this type to perform a number of protocol 

operations in order to control the transmission. The NORM_CMD message variants and their 

uses separate from NORM_DATA transmission allow congestion control, flow control, and 

other protocol operations to be distinct from reliability. The NORM_CMD messages are used 

in a various aspects of NORM operation.  Examples include collection of feedback from the 

receiver(s) to measure round-trip timing and congestion control for adapting protocol 

operation to changing network conditions.   

4.2.2	  Receiver	  Messages	  

NORM_NACK: NORM_NACK messages are generated by receivers in response to 

selectively request repair (lost or damaged segments) of missing content i.e., a non-

acknowledgement message, identifies the segments that have not been received. A NACK 

message identifies missing segments, starting with the lowest sequence number up to the 

sequence number of the most recently received segment at the time the NACK cycle was 

initiated. Thus implicitly acknowledges receipt of the rest of the transmitted data up to a 

given sequence number. This basic mechanism comprises the NORM reliability mechanism. 

This message is used to request retransmission of lost or damaged segments. Note that when 

NACKs are generated, protocol control feedback is also opportunistically “piggy-backed” 

with the repair request content. The protocol specification also allows for a range of 

“application-defined” NORM_CMD sub-types that can be used for specific purposes.  

NORM_ACK: The NORM_ACK message is available (when a NACK is not needed) to 

respond to some of these “command” messages. Messages of this type are generated in 

response to various commands from the sender. 

 NORM_INFO: message is an optional message in which a sender can use to provide out-of 

band “meta-data” for an application data unit (i.e., transport object).  The NORM_INFO 

content is limited to a single packet payload and is an “atomic” unit that can be quickly 

requested and provided outside of the scope of the more stateful FEC-based reliable content 

delivery process. 

All the above description about the messages of NORM protocol can be summarized in the 

following figure. 
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Figure 6: Message sequence chart of the NORM protocol 

 

NORM allows both “silent receivers” (no feedback toward the sender) and a return channel 

from the receivers towards the transmitter for sending retransmission requests (confirmed 

delivery). A NORM protocol instance (Norm Session) is defined within the context of 

participants communicating connectionless (e.g., Internet Protocol (IP) or User Datagram 

Protocol (UDP) packets over a network using pre-determined addresses and host port 

numbers. The participants (Norm Nodes) communicate by using a common IP multicast 

group address and port number. 

A NORM session is defined within the context of communicating participants over a network 

using pre-determined addresses and host port numbers in a connectionless fashion (e.g., 
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UDP/IP). The participants communicate by using a common IP multicast group address and 

port number. NORM senders transmit data content in the form of objects to the session 

destination address and NORM receivers attempt to reliably receive the transmitted object 

using NACKs to repair requests, in a confirmed delivery fashion. Sender NACK Processing 

and repair response when it receives a NORM_NACK message and the sender initiates its 

repair procedure. Instead of treating each repair request separately, the sender accumulates 

repair requests in order to make the repair transmission more effective. The sender performs a 

repair request by setting the sender timer. During the timeout, it aggregates NACK messages 

from the receivers, while continuing the transmission of new data content. Otherwise, when 

the timer expires, the sender stops transmission of new data content and starts to retransmit 

the requested segments. When it has completed repair transmission, it continues transmitting 

new segments. 

After the NACK aggregation timer has expired, the sender must wait some time before it can 

initiate a new repair cycle. If a NACK message arrives during this “hold-off” timeout, the 

sender includes the requested segments in its repair transmission if their sequence numbers 

are greater than the sender’s current transmission position. Otherwise, the NACK message is 

ignored. Once the “hold-off” timeout is over, the sender is free to start a new repair cycle. In 

case if the sender receives a repair request for segments it no longer buffers, it generates a 

NORM_CMD message to inform the receiver set of which data objects are valid for repair. 

Moreover, the sender logically segments a transmitted object into Forward Error Correction 

(FEC) coding block. NORM provides for the use of packet-level forward error correction 

(FEC) techniques for efficient multicast repair and optional proactive transmission 

robustness. FEC-based repair can be used to greatly reduce the quantity of reliable multicast 

repair requests and repair transmissions. The parity segments may be transmitted proactively, 

i.e., appended to the information part of the coding block, reactively, i.e., reacting to a repair 

request, or both, i.e., devoting part of the parity segments to proactive aim and the remaining 

to reactive one. 

 

4.3	  NORM	  Scalability	  
Group communication scalability requirements lead to adaptation of negative 

acknowledgement (NACK) based protocol schemes when feedback for reliability is required. 

As we highlighted earlier, NORM is a protocol centered on the use of selective NACKs to 

request repairs of missing data. The principal factor in NORM scalability is the volume of 
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feedback traffic generated by the receiver set to facilitate reliability and congestion control. 

NORM uses probabilistic suppression of redundant feedback based on exponentially 

distributed random backoff timers. NORM dynamically measures the group’s roundtrip 

timing status to set its suppression and other protocol timers. This allows NORM to scale 

well while maintaining reliable data delivery transport with low latency relative to the 

network topology over which it is operating. Feedback messages can be either multicast to 

the group at large or sent via unicast routing to the sender. In the case of unicast feedback, the 

sender "advertises" the feedback state to the group to facilitate feedback suppression. In 

typical Internet environments, it is expected that the NORM protocol will readily scale to 

group sizes on the order of tens of thousands of receivers. A study of the quantity of feedback 

for this type of protocol is described in [20]. NORM is able to operate with a smaller amount 

of feedback than a single TCP connection, even with relatively large numbers of receivers.  

Thus, depending upon the network topology, it is possible that NORM may scale to larger 

group sizes. The scalability property of NACK-oriented (Norm) protocol is applicable where 

there is a broadcast (multicast) communication service instead of unicast communication. The 

fact that this protocol is based on group-wide multicast distribution, offer an advantages, for a 

broad range of distributed services and applications. 

The main drawback of a reliable multicast delivery is that the sending agent adapts the 

throughput in order to not penalize the most impaired receiver (e.g. personal mobile satellite 

equipment in severe fading conditions). The other members of a group see this as 

performance degradation, since the delivery may last for longer.  

The main overhead in terms of data delivery delay, in case of disruptive channels, is due to 

the error recovery phase. This is particularly harmful when long latencies are experienced on 

the channel, as in the case of GEO satellite links, since the retransmission request requires at 

least twice the channel latency in time units to be satisfied. Even if no standard protocols 

have still been defined for RMT, NORM is the best candidate and is going to be finalized as 

reference standard by IETF-RMT-WG [11]. On Cloud-based Multisource Reliable Multicast 

Transport in Broadband Multimedia 

 

4.4	  State	  of	  the	  Art	  on	  File	  Delivery	  in	  Cloud	  Networks	  
As we highlighted earlier, the Cloud is a novel distributed platform that provides an 

abstraction between the computing resource and its underlying technical architecture (e.g., 

servers, storage, and networks), enabling convenient, on-demand network access to a shared 
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pool of configurable computing resources that can be rapidly provisioned and released with 

minimal management effort or service provider interaction. The increased demand of network 

resources can not sustain the exponential growth of data dissemination required by the next 

generation Web-enabled services, since the current Internet business models are shifting 

toward pervasive and ubiquitous mobile devices (e.g., GPS navigators, smart-phones, net 

books) and new socio-economic models arise from the Web 2.0 (e.g., social networking, 

context awareness, All-as-a-Service).  

Some of the current types of applications viable to be ported on Clouds will place very high 

demands on the network, often requiring the speedy delivery of the same data to multiple 

destinations (one-to-many communications). In cases of data dissemination from a single 

content provider to a group of consumers Reliable Multicast Transport (RMT) protocols can 

be a key factor fostering optimal resource allocation. If we look at the traffic load of a single 

user only that performs the synchronization of all his devices (smart phones, smart-TVs, 

laptops, NASs, set-top-boxes, etc.), the convenience of a RMT is outstanding. In particular, 

when all the personal devices are behind the home router (cable or satellite), only a single 

multicast flow crosses even the access network, and the replicas affect only the Local Area 

Network at home.  

In fact, since the current typical employment of Cloud services for home customers is 

devoted to personal devices synchronization of personal multimedia file, i.e. movies, music, 

photos, e-books, documents, notes, contacts, apps, bookmarks, etc., the main advantage of 

using an RMT in a multicast domain is the significant reduction of bandwidth on the 

backbones, that is, in a Cloud scenario, on the core and edge networks. 

In the field of RMT protocols, the primary design goals are providing efficient, scalable, and 

robust bulk data transfer across possibly heterogeneous IP networks and topologies to a group 

of users, and, more specifically, to a set of devices. In particular, referring to reliable 

transport means either imposing a certain level of Quality of Service or providing the 

confirmed delivery of data, when applications requires the integrity of received data. 

In the case of unicast communications in Grid networking, GRIDFTP is an extension of the 

standard File Transfer Protocol (FTP) for use with Grid computing [12]. It is defined as part 

of the Globus toolkit, by the GRIDFTP working group [13]; GRIDFTP can be used 

independently, to provide high-speed file transfers. An FTP data transfer is limited by the 

maximum size of TCP/IP packet and the acknowledged (ACK) reception of each data packet. 

In WANs, or in Satellite Networks, a simple file transfer based on FTP is affected by latency, 

as the transmission delay of data packet and the acknowledgements reduces the data transfer 
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rate. GRIDFTP supports parallel data transfer through FTP command extensions and data 

channel extensions. The use of multiple streams in parallel (see Figure 1) (even between the 

same source and destination) improves the aggregate bandwidth over a single stream, 

according to [14]. 

Data may be striped or interleaved across multiple servers, as in the network disk cache of a 

distributed parallel storage server or a striped file system. 

GRIDFTP includes extensions that initiate striped transfers, which use multiple TCP streams 

to transfer data that is partitioned among multiple servers. Striped transfers provide further 

bandwidth improvements over those achieved with parallel transfers. 

Figure 7: Grid FTP transfers 

 

The main concepts that are behind parallel and striped distributions can be summarized as 

follows: 

1. In the case of a single server shared among a large number of receivers, the bottleneck 

rate may undergo saturation. This leads to a scalability problem that can be only 

solved by redunding the number of servers. 

2. When multiple servers offer different performance levels in term of reliability, due to 

the network they are respectively behind, two receivers, belonging to the same class 

of service, may experience different delivery times according to the selected server. 

This is unfair, in terms of service level agreement, with the respect to customers that 

have subscribed for the same level of service. 

3. With striped transfers from multiple servers, two receivers belonging to the same 

class should experience at least the same performance, apart from the performance of 
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the different access networks, which are not in charge of the Cloud service provider, 

but rather of the Internet provider. 

According to this backing provided by Cloud/Grid networking, a preliminary investigation on 

reliable Any Source Multicast (ASM) transmissions is provided in the follow in terms of 

performance evaluation of NORM protocol over large delay error prone satellite channels. 

 

4.5	  The	  case	  study:	  Reliable	  Multicast	  in	  a	  satellite	  network	  
As a first illustration of NORM protocol in a satellite environment, I present the work I have 

done in delivering a different file size in a Cloud environment by using a reliable multicast 

transfer protocol. Multicast is the process of sending every single packet from the source to 

multiple destinations in the same logical multicast group. Since most of communications 

occurring on a Cloud environment implies that many participants (users) can be 

geographically spread over the entire world, these data transfers could be gracefully and 

efficiently handled by multicast protocols. The motivations behind multicast are to handle 

one-to many communications in a wide-area network with the lowest network and end-

system overheads while achieving scalability. In contrast to best-effort multicast, that 

typically tolerates some data losses and is more suited for real-time audio or video, for 

instance, reliable multicast requires that all packets are safely delivered to the destinations.  

In case of a file transfer application the norm protocol acts in this way, assume you have one 

big long file, whenever there is a missing data a retransmission will be requested and if the 

packet didn't receive on a specific time, it will jump the missed block and will go the next 

block and for all the missed packets it will follow this trend. Whenever the receiver get the 

missed packet from the sender side it will have only one recovery phase for the entire missed 

packet. Because the receiver is not designed in such a way that it has multi thread 

(thread=recovery phase), so it should do its best to recover all the missed data in one recovery 

phase. In this way it will introduce long delay on the packet in which the answer is pending.  

The sender will transmit in sequence, so the order (sequence) of the file is very essential. In 

fact the behavior of the sender and the receiver is a follows: when the sender receive NACK 

(Negative acknowledgement) from the receiver it will wait for all the possible NACK 

message from other receivers for a random amount of time, so after this it will send the 

missed segment. On the other side, the receiver, once it has been generated the NACK 

message, it will notify the sender and all the other receiver notify if other receiver has the 

same missing packet, if the other receivers are satisfied about the sent NACK message they 
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don't send another NACK message instead they will suppress, if they are not satisfied they 

will sent the NACK message to the sender after waiting some random time. It is interesting to 

realize that by the time the sender sent the missed segment the receiver can suppress the 

packet for two reason: first, it can suppress if it didn't receive the previous segment of the file 

in order just to keep the sequence and the second reason is that when we have more than one 

receiver, all the other receivers having the same missing packet thereupon suppress their own 

negative acknowledgements as to that packet. 

In case of best effort file transfer, the sequential delivery of blocks is not a requirement, and 

NORM performs quite well. However, in case of on-demand multimedia playing from the 

Cloud, an out of order delivery of subsequent data block will cause the freezing of the 

playing. As consequence, the suppression causes a shifting in time of the recovery cycles for 

the pending blocks. This effect is degenerative and incremental with the file size. 

Proactive FEC might be a solution, at expense of an overhead of bandwidth that reduces the 

overall goodput. However NORM does not foresee a control mechanism for proactive FEC 

adaptation, and, even in case of that, the advantage would stand if the delivery takes a much 

longer time than that required to the algorithm to adapt to the channel impairments. 

Different solutions rely on the chance of segmenting the original file into chunks and deliver 

the object from multiple servers, each of them accounts for delivering a single chunk or few 

of them. This policy was formerly foreseen by the multicast Internet protocol, which accounts 

for the ASM as in the case of the Internet Group Management Protocol (IGMP) or IPv4 

networks, i.e., one or more sources and multiple receivers; in addition, it stems at the basis of 

Grid file transfer [12] policies for large file delivery, and has been being inherited by Cloud 

computing. In fact, over the past few years, Cloud computing has emerged as a new paradigm 

in advanced computing as a flexible, on demand infrastructure aiming at transparently 

sharing data, calculations, and services among users of a massive Grid [18]. 

A file delivery is performed by choosing the number of sources (repositories) according to 

the number of chunks, in which the file is split. Between the core network, where there are 

the repositories, and the receivers a satellite bottleneck link play the role of the access 

network. Indeed, in reliable multicast, we expect an applications with very few or without 

any human control over service quality. It is obvious that applications in this scenario must be 

capable at avoiding undesirable packet delay behavior.  Therefore, adequate control 

methodology on each packet delay mechanisms are a key requirement for wide spread and 

deployment of multimedia solutions and applications. To overcome this delay, we advantage 

the “chunk” concept derived from Peer 2 Peer and Grid networks, instead of transmitting one 
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long file; we actually transmit a partition of the file, which becomes a set of parallel shorter 

bundles. 

The simulation environment poses on NS2 v2.34 network simulator patched with the nrl-

NORM codes [16], which implement the reliable multicast transport according to [10]. 

Before I start to describe the different results, let’s first see how the simulation environment 

looks like and the parameters that I have been using so far. 

 

• NORM logically segments data content into codeword and the data block size 

parameter determines the number of segments per codeword (e.g., data block size =5 

mean that you have 5 segment of data per 1 block) and the size of the file can have a 

certain number of coding blocks. 

• Reed-Solomon Forward Error Correction (FEC) is used in NORM protocol in which 

the source symbols (data block) are part of the encoding symbols. 

• The segment sets the maximum payload size in bytes (not including headers); when 

this data is transmitted 32Bs (header size) are appended to the payload. 

• NORM set auto-parity, which is the quantity of proactive (automatically) parity, 

appended at the end of each data block.  

• FEC content is sent only in response to repair requests (NACKs) from receivers but, 

by setting a NON-ZERO value for auto-parity, the sender can automatically 

accompany each codeword with the set number of FEC segments (i.e., auto-parity 

must be ≤ number of generated parities). 

• “Chunk” is an intuitive concept of introducing parallelism (partition of files) in a file 

size: it defines the portion of a file, which is set from a server as an independent 

bundle of data. 
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Parameters  values 

Delay 125ms 

Transmission speed 1MB/s, 0.1MB/s and 0.05MB/s 

Chunk size 400KB, 2400KB, 4000KB 

Error rate 0%, 1%, 5%, 10% 

Block size 10 packets 

Parity size 5 packets 

auto-parity size 0 size 

Segment size 1024 bytes 

NORM header size 32 bytes 

Table 5: Parameters used for the simulation results. 

 

The NORM sending agent is configured, as reported in Table II, in order to organize a 

file/chunk into blocks of 10 data segments and 5 additional parities are generated for reactive 

recovery, i.e., no proactive parity is sent, appended to information. Accounting for large 

propagation delays, a GEO satellite channel latency of 125 ms has been introduces with an 

average loss probability in the range 1-10% and the transmission rate in the range 0.05-1 

MB/s. 
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Transmission 

Rate [MB/s] 

Average BDD [s] 

0.05 5.769 

0.1 3.58 

1 0.88 

 

 

Figure 8: 400KB block delivery delay (BDD) CMF 

 

Figure 8 shows that the maximum block delivery delay (BDD) of a 400KB-chunk transmitted 

at a rate of 0.05MB/s(TR)is 24sec, which is not so much for a 5% error/packet (err/pkt). 

Reducing the per-block delivered delay seems meaningless for bulk data transfer, but this has 

a significant effect for real-time/near-real-time applications, when you want to see the 

ongoing data like video, movies (this kind of application carry long file sizes).So it is very 

crucial to be able to reduce the delay in these last cases. To make the idea clear, let us 

consider the following example. 
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Transmission 

Rate [MB/s] 

Average BDD [s] 

0.05 28.31 

0.1 14.35 

1 2.09 

 

 

Figure 9: 2400KB block delivery delay (BDD) CMF 
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Transmission 

Rate [MB/s] 

Average 

BDD [s] 

0.05 46.84 

0.1 23.498 

1 3.52 

 

 

 
 

Figure 10: 4000KB block delivery delay (BDD) CMF 

 

Appling the same parameters, in Figure 9 and 10, to a 2400KB and 4000KB-chunk 

respectively, it takes 71s and 109s respectively at the lowest rate, which is quite high if you 

want to see a video real-time.  

We should keep in mind that, the desirable features of reliable multicast include, low end-to-

end delays, high throughput and scalability beside to reliability. These characteristics fit 

perfectly the need of the Cloud computing and distributed computing services. Embedding 

multicast support in a Cloud infrastructure would not only optimize the network resources in 

term of bandwidth saving, but also increases both performances for applications, and 

interactivity for end-users. 

As mentioned at the beginning of this chapter, NORM is a protocol centered on the use of 

selective NACKs to request repairs of missing data. NORM provides for the use of packet-

level forward error correction (FEC) techniques for efficient multicast repair and optional 

proactive transmission robustness [15]. FEC-based repair can be used to greatly reduce the 
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quantity of reliable multicast repair requests and repair transmissions in a NACK-oriented 

protocol.  

The principal factor in NORM scalability is the volume of feedback traffic generated by the 

receiver set to facilitate reliability and congestion control. NORM uses probabilistic 

suppression of redundant feedback based on exponentially distributed random back-off (BO) 

timers. This allows NORM to scale well while maintaining reliable data delivery transport 

with low latency relative to the network topology over which it is operating. The NACKing 

procedure begins with a random BO timeout in order to avoid the possibility of NACK 

implosion in the case of sender or network failure. At the end of the BO time, the receiver 

will suppress its NACK message whether at least one of the following conditions is verified: 

1. a NACK message, received from another receiver, equals or supersedes the receiver’s 

repair needs; 

2. the receiver detects the sender is sending ordinally earlier blocks (in response to 

earlier NACKs) than what it is currently pending repair. Finally, the receiver enters a 

rest phase, according to another exponentially distributed random timer called hold-

off (HO) timer, before starting a new recovery phase, when a new back-off timer will 

be sorted. 

It must be noted that every-time the sender receives a NACK message, it will not send the 

data immediately, but will wait some random amount of time just to avoid the repetition of 

the parity message (reduce the communication overhead). The sender aggregates repair 

request from receivers and logically “rewinds” it’s transmit position to send the appropriate 

repair message. The sender sends repairs for the earliest ordinal transmit position in order to 

maintain the transmission sequence. 

The sender transmit NORM-CMD (flush) message when it reaches the end of enqueued 

transmitted content and pending repairs. Receivers respond to the NORM-CMD (flush) 

messages with NORM-NACK transmissions (following the same suppression BO time-out 

strategy as for data) if they require further repair.  

Both BO and HO are function of the round trip time (RTT) of the group (GRTT) of receivers, 

calculated by the sender/s, which collects the individual RTT of each receiver and assumes 

the maximum one as that of the group. When the second condition is verified, the receiver 

will NACK again in a following repair cycle, after the senders ordinal transmission point will 

have exceeded the receivers pending repair needs. However, in case of large channel latency 

as in wireless and satellite technologies, this policy - that avoids multiple repair requests in 
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contiguous repair cycles - stretches the time required to deliver a block of data to the 

receiving group.  

In some cases, the parity length has to face the burst error length. In order to compensate for 

such a deficiency, in fact, partitioning of the file allows benefiting from few parities which 

limit the number of recovery cycles of the NORM protocol. Using a higher value of parities 

produces a waste in terms of bandwidth, even if it reduces the delivery time. Instead, just few 

recovery cycles (ideally one only) can represent a good tradeoff between delivery time and 

bandwidth overhead. 

In Figure 11, 12, 13, the file/block maximum delivery delay has been reported for different 

transmission rates under 0.05MB/s. 0.01MB/s and 1MB/s for packet error rate; 0%Err/pkt, 

1%Err/pkt, 5%Err/pkt and 10%Err/pkt. This simulation result justifies the negative effect on 

the recovery process of increasing the error rate in terms of data delivery and block delivery 

delay. 
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Figure 11: BDD & FDD for 400KB for 0.05MB/s 

 

The download time, i.e. the time between the notification of the file transmission (notified by 

the sender through a command (CMD) message and an acknowledgement by the receivers) 

and the end of the file delivery, is given by the data file delivery delay (FDD).FDD rises up 

from 8.05s to 124.7s, referring to the worst case scenario, i.e., in Figure 9 when the packet 

error rate changes from 0% to 10%. It is obvious that even the BDD tend to increase 

whenever you have a lower transmission rate. It takes (in Figure 9 at the maximum 24-value 

reached by the CMF) 24s at 10% of packet error rate. For verification, I investigated the 
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simulation campaign I also performed the tests with all the other chunk sizes; but the pictures 

have been omitted since there were not significant differences, but only a scaling effect on the 

delivery time as a function of the chunk size. 

	  

 
 

 
 

Figure 12: BDD & FDD for 400KB for 0.1MB/s 

 

Now, let’s see how the previous simulation scenario tends to decreasing in terms of delay for 

0.1MB/s. From 24s at 10% of error rate for 0.05MB/s it decreases to 19sec applying same 

parameters. The same approach can be applied for file deliver delay (FDD), from 124.7sec 

this scenarios result shows, 70.6s had been taken to conclude 400KB file size. 

0,001	  

0,01	  

0,1	  

1	  

0	   5	   10	   15	   20	   25	  

Cu
m
ul
aR

ve
	  m

as
s	  f
un

cR
on

	  

Bin	  [s]	  

BDD	  400KB	  @	  0.1MB/s	  

1%Err/pkt	  

5%Err/pkt	  

10%Err/pkt	  

0	  
10	  
20	  
30	  
40	  
50	  

60	  

70	  

80	  

4,02	   11,41554	  

59,4	  

70,6	  

FDD	  400KB	  @0.1MB/s	  

0%Err/pkt	  

1%Err/pkt	  

5%Err/pkt	  

10%Err/pkt	  



48 
 

 
 

 
 

Figure 13: BDD & FDD for 400KB for 1MB/s 

 

0,01	  

0,1	  

1	  

0	   2	   4	   6	   8	   10	   12	   14	  

Cu
m
ul
aR

ve
	  m

as
s	  f
un

cR
on

	  

Bin	  [s]	  

BDD	  400KB	  @1MB/s	  

1%Err/pkt	  

5%Err/pkt	  

10%Err/pkt	  

0	  

5	  

10	  

15	  

20	  

25	  

30	  

35	  

0,4	  
2,770749	  

22,7	  

30,17	  

FDD	  400KB	  @1MB/s	  

0%Err/pkt	  

1%Err/pkt	  

5%Err/pkt	  

10%Err/pkt	  



49 
 

	   	  

Figure 14: Performance Evaluation of ASM delivery with 2, 5, and 10 receivers. 
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(e.g.100KB as in Figure 12), the recovery phase after a suppression happens when the file 

delivery is already finished and only the missed packets are waited from recovery phases, 

before the relative blocks of data are passed to the application layer.  

By choosing an opportune chunk size (e.g. 800 KB) the number of server is optimized and 

the BDD can gain even more than 70%, by reducing the average delivery delay per block. I 

remark that keeping the BDD as low as possible is one of the main goals in case of on-

demand multimedia application, in order to match the user agreement and avoiding the 

suspension of a live application. 
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Chapter	  V:	  Conclusions	  and	  Future	  Works	  
 

In this thesis I used NS2 simulator analyze the behavior of NORM protocol, used in a cloud 

oriented context. The purpose of my thesis has been threefold:  

1. to present an analysis of a specific protocol, the NORM multicast protocol;  

2. to investigate the usefulness and to justify its behavior in a multicast scenario in a 

distributed Cloud systems;  

3. to improve the file delivery delay, given different chunksizes, on error prone 

channels, with high latencies. 

This thesis summarizes the results of the simulations and the efforts that have been done 

along 6 months, by showing which technique leads to which result. A large part of the effort 

has consisted in getting used to this protocol and on top of this simulating for different cases. 

The goal of the data transmission component is for the sender to reliably transmit one or more 

data objects, segmented into data packets, to a set of receivers. The receivers use NACK 

messages to request retransmission of lost segments. A confirm delivery (delivery with 

acknowledgment) would be inefficient in most wireless solution because it would be a waste 

of time if you have received the packet correctly instead it would be more interesting if 

negative acknowledgment is send for the missed packet, in this way you will be able to 

reduce the communication overhead, at the same time we are interested in keeping the delay 

on each packet in a video application will be a nice feature of this scenario. In the case there 

we have a long file can have the same total elapsed time with that of the case where we have 

a partition of file. Incase if you are interested in seeing the ongoing data (e.g. watching a 

video in any platform) keeping the delay on each packet is a must condition. 

The simulations results show the benefit of ASM delivery in the context of Cloud 

networking, when the access network presents a long latency. This technique allows reducing 

both the network load and the delivery delay, adopting a reliable multicast protocol. 

According to the parallel striped transfer, provided by Cloud computing, the future activities 

will deepen this investigation and will account for  

Other challenging scenarios with particular interest to the enhancement that network coding 

could provide in the case of file delivery and broadband multimedia services. Reliability and 

packet delivery delay are of key concern in multimedia applications. This thesis takes 

advantage of redundant Data packets in the network to achieve a higher delivery time; this 
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achieves reliability avoiding problems in a multicast scenario. The use of NACK messages in 

NORM protocol ensures reliable multicasting. 

 

References	  
 

1. Buyya R., Yeo C.S., Venugopal S.; Market-Oriented Cloud Computing; Vision, Hype, and 

Reality for Delivering IT Services as Computing Utilities, Keynote Paper, Proceedings  of 

the 10th IEEE International Conference on High  Performance Computing  and  

Communications;  2008. 

2. Armbrust, M., Fox, A., Griffith, R., Joseph, A., Katz, R., Konwinski, A., Lee; G., Patterson,  

D., Rabkin, A., Stoica, I. and Zaharia, M. Above the Clouds: A Berkeley View of Cloud 

Computing. Technical Report. University of California at  Berkeley,	  2009. 

3. Cloud Security Alliance. Security Guidance for Critical Areas of Focus in Cloud 

Computing; 2009. 

4. Creeger, M. "CTO roundtable: Cloud computing," Comm. of the ACM, vol. 52; 2009. 

5. Khajeh-Hosseini,A.,Sommerville,I.,Sriram,I.,(2010b). Research Challengesfor Enterprise  

Cloud  Computing; 2010. 

6. Lee Badger,Tim Grance, Robert Patt-Corner and Jeff Voas, computer security, National 

Institute of Standards and Technology Special Publication 800-146; 2011. 

7. Simson Garfinkel. Commodity Grid computing with Amazon S3 and EC2. Login, USENIX, 

2007. 

8. Daniel Nurmi, Rich Wolski, Chris Grzegorczyk, Graziano Obertelli, Sunil   Soman, Lamia 

Youself, and Dmitrii  Zagorodnov. The Eucalyptus open source cloud computing system. 

Cluster Computing and the Grid, IEEE International Symposium on, pages 124–131, 2009. 

9. Ray Ozzie, Microsoft's Chief Architect; 2009. 

10. B. Adamson, C. Bormann, M. Handley, J. Macker, “Negative-acknowledgment(NACK) 

OrientedReliableMulticast(NORM)”, RFC5740; 2009.   

11. http://datatracker.ietf.org/wg/rmt/charter/ 

12. Taylor, Ian J. From P2P to Web Services and Grids - Peers in a Client/Server World. 

Springer; 2005. 

13. http://forge.gridforum.org/projects/gridftp-wg/ 

14. David Butler, “GRIDFT Server Simple Performance Measurements”, BBC R&D White 

Paper WHP178, http://www.bbc.co.uk/rd/pubs/whp/whp178.shtml 



53 
 

15. [RFC3453] The Use of Forward Error Correction (FEC) in Reliable Multicast. 

16.  http://cs.itd.nrl.navy.mil/work/norm 

17. [RFC4604] IGMP protocol Using Internet Group Management Protocol Version 3 (IGMPv3) 

and Multicast Listener Discovery Protocol Version 2 (MLDv2) for Source-Specific 

Multicast. 

18. Tuan-Viet DINH. Cloud Data Management, Bibliography Report, ENS de 

Cachan, ftp://ftp.irisa.fr/local/caps/DEPOTS/BIBLIO2010/Dinh_Viet-Tuan.pdf; 2010. 

19. L. L. Peterson and B. S. Davie. Computer Networks-A Systems Approach. 

Morgan Kaufmann Publishers; 2000. 

20. B. Quinn and K. Almeroth. IP multicast applications: Challenges and solutions. Request for- 

Comments 3170, IETF; 2001. 

21. [RFC5740] NACK-Oriented Reliable Multicast (NORM) Transport Protocol. 

 

 

	  


