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2015 CCToMM M3 Symposium

   

Programme 

Jeudi, 28 Mai, 2015 

8:00 – 8:30 Inscription (en devant la salle UC-182) 

8:30 – 8:35 Ouverture du symposium (salle UC-182) 

8:35 – 9:30 
Discours (salle UC-182)                                                                                            
LA CINÉMATIQUE DU POINTAGE 
Prof. Jorge Angeles, Université McGill 

9:30 – 10:30 

Session 1: Conception et Optimisation I (salle UC-182) 
Présidence de session: Prof. Robert G. Langlois 
 

[P05] OPTIMISATION DE LA RACINE DES PROFILS DE DENTS POUR LA 
RÉSISTANCE MAXIMALE: DES ENGRENAGES PLANAIRES ET CONIQUES 
Mathew Shaker, Ting Zou, Jorge Angeles, Alexei Morozov 
 

[P04] CONCEPTION D’UN MÉCANISME A CAMES SPHÉRIQUES POUR UN 
DIFFÉRENTIEL AUTOMOBILE 
Mayank Chaudhary, Jorge Angeles, Alexei Morozov 
 

[P03] DESIGN AND IMPLEMENTATION OF AN X-BY-WIRE AUTOMOTIVE 
PROTOTYPE 
Guillaume Sauze, Mir Saman Rahimi Mousavi, Alexei Morozov, Jorge Angeles,           Benoit 
Boulet 
 

10:30 – 11:00 Pause-café (dans l'espace réservé au Oliver’s Pub) 

11:00 – 12:00 

Session 2: Analyse et Synthèse (salle UC-182) 
Présidence de session: Prof. Scott Nokleby 
 

[P12] SYNTHÈSE CINÉMATIQUE DES GÉNÉRATEURS DE FONCTION PLANE 
Alexis Guigue, Matthew John D. Hayes 
 

[P14] PILOT STUDY OF GENERAL PREDICTIVE CONTROL + INTEGRAL 
COMPENSATOR FOR POWERED PROSTHETIC LEGS 
Ricardo Bautista-Quintero, Rickey Dubay, Juan A. Carretero, Miguel A. Díaz-Rodríguez 

 
[P18] RÉCUPÉRATION D'ÉNERGIE EN UTILISANT L'AMORTISSEUR DE 
VIBRATIONS NON LINÉAIRE 
Yu Zhang, Riccardo De Rosa, Jingyi Zhang, Mariam Alameri, Kefu Liu 
 

12:00 – 13:30 Dîner (dans l'espace réservé au Oliver’s Pub) 
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13:30 – 14:50 

Session 3: Conception et Optimisation II (salle UC-182) 
Présidence de session: Prof. Juan Carretero 
 
[P02] LA CONCEPTION D’UN MANCHE À BALAI TANGAGE-ROULIS BASÉE SUR 
UN MÉCANISME À CAMES SPHÉRIQUES À TROIS LOBES 
Debal Saha, Jorge Angeles, Jozsef Kövecses 

 
[P07] OPTIMISATION DE TRAJECTOIRE PARAMÉTRIQUE POUR 
L’AUGMENTATION DE LA CHARGE UTILE  
André Gallant, Clément Gosselin 
 

[P13] CONCEPTION PARAMÉTRIQUE OPTIMISATION DE ÉLÉVATEUR À 
CISEAUX - UN PLAN D'EXPÉRIENCE (DOE) APPROCHE 
M. T. Islam, L. Rolland 
 
[P09] DÉTERMINATION DE LA MOTION GAMME APPROPRIÉE POUR LES 
ACTIONNEURS ROTARY DE ROBOT PARALLÈLE 6-RSS 
Rui Zeng, Shuling Dai, Wenfang Xie, Xiaoming Zhang 
 

14:50 – 15:20 Pause-café (dans l'espace réservé au Oliver’s Pub) 

15:20 – 15:50 
Visite des laboratoires CUSP (Carleton University Simulator Project) 
(Les salles ME-2360 et ME-2260) 

15:50 – 18:30 
Embarquement dans l’autobus à l'extérieur du bâtiment d’ingénierie 
Mackenzie: visite des édifices du Parlement du Canada et de la Tour de la 
Paix 

19:00 – 22:00 
Souper du symposium (Ekko De Brazil, 56 Boulevard Gréber, Gatineau, QC 
http://ekkorestaurantgatineau.com) 
 

22:00 
Embarquement dans l’autobus : retours à l'Université Carleton  et l’hôtel 
Southway 
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Vendredi, 29 Mai, 2015 

9:50 – 10:30 

Session 4: Dynamique (salle UC-182) 
Présidence de session: Prof. Luc Baron 

 

 
 
[A01] SYMBOLIC FORMULATION OF PATH- AND SURFACE-FOLLOWING 
JOINTS FOR MULTIBODY DYNAMICS 
Andrew Hall, Chad Schmitke, John McPhee  
 
 
[P06] DÉRIVATION ET VALIDATION D’UN MODÈLE DE STABILITÉ POSTURALE 
HUMAIN SPATIALE AVEC DE MULTIPLES LIENS 
Nicholas R. Bourgeois, Robert G. Langlois 

 

10:30 – 11:00 Pause-café (dans l'espace réservé au Oliver’s Pub) 

11:00 – 12:00 

Session 5: Les robots mobiles autonomes (salle UC-182) 
Présidence de session: M. Joshua Pickard  
 
 

[P10] TOWARDS PERFORMING REMOTE MANIPULATION USING AN 
AUTONOMOUS AERIAL VEHICLE 
Tony Baltovski, Scott Nokleby, Remon Pop-Iliev 
 
 

[P11] DESIGN AND DEVELOPMENT OF AN AUTONOMOUS OMNIDIRECTIONAL 
HAZARDOUS MATERIALS HANDLING ROBOT 
Nicholas Charabaruk, Scott Nokleby 
 
 
[P17] CONCEPTION INTÉGRÉE D’UN DRONE QUADRI-ROTOR ASSERVI PAR LA 
VISION ARTIFICIELLE : UNE APPROCHE MÉCATRONIQUE 
Abolfazl Mohebbi, Sofiane Achiche, Luc Baron 

 
 

12:00 – 13:30 Dîner (dans l'espace réservé au Oliver’s Pub) 
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13:30 – 14:30 

Session 6: Conception et Optimisation III (salle UC-182) 
Présidence de session: Dr. Alexei Morozov 

[P08] AN INTERVAL ANALYSIS METHOD FOR WRENCHWORKSPACE 
DETERMINATION OF PARALLEL MANIPULATOR ARCHITECTURES 
Joshua K. Pickard, Juan A. Carretero 
 

[P15] RAFFINEMENT DE LA CONCEPTION D’EXOSQUELETTES BASÉ SUR LA 
MODÉLISATION MULTICORPS: VUE D’ENSEMBLE 
Sebastian Hernandez, Maxime Raison, Luc Baron, Sofiane Achiche 
 
[P16] OPTIMIZATION DE LA TRAJECTOIRE D’UN PETIT DIRIGEABLE DANS UN 
FLUIDE EN MOUVEMENT 
Eric Lanteigne, Charles Blouin, Wail Gueaieb 
 

14:30 – 15:00 Pause-café (dans l'espace réservé au Oliver’s Pub) 

15:00 – 17:00 Assemblée générale annuelle (salle UC-182) 

 

Note aux conférenciers : 

 Le temps alloué pour chaque article est de 20 minutes (15 minutes pour la 

présentation et 5 minutes pour les questions).  

 Les équipements suivants seront disponibles sur place :  

o projecteur LCD (résolution minimum : 1290 x 1080),  

o un pointeur laser,  

o un ordinateur avec MS Windows,  

 Si vous avez besoin d'équipement additionnel, contactez M. John D. Hayes dès que 

possible afin que des arrangements soient pris à temps pour le symposium.  
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Program 

Thursday, May 28, 2015 

8:00 – 8:30 Registration (Outside Room UC-182) 

8:30 – 8:35 Opening of the Symposium (Room UC-182) 

8:35 – 9:30 
Keynote lecture (Room UC-182) 
THE KINEMATICS OF POINTING 
Prof. Jorge Angeles, McGill University 

9:30 – 10:30 

Session 1:  Design and Optimization I (Room UC-182) 
Session Chair: Prof. Robert G. Langlois 
 
[P05] OPTIMIZATION OF TOOTH-ROOT PROFILE FOR MAXIMUM LOAD-
CARRYING CAPACITY: SPUR AND BEVEL GEARS 
Mathew Shaker, Ting Zou, Jorge Angeles, Alexei Morozov 

[P04] DESIGN OF A SPHERICAL CAM MECHANISM FOR AN AUTOMOTIVE 
DIFFERENTIAL 
Mayank Chaudhary, Jorge Angeles, Alexei Morozov 

[P03] DESIGN AND IMPLEMENTATION OF AN X-BY-WIRE AUTOMOTIVE 
PROTOTYPE 
Guillaume Sauze, Mir Saman Rahimi Mousavi, Alexei Morozov, Jorge Angeles,           
Benoit Boulet 

10:30 – 11:00 Coffee break (reserved space at Oliver’s Pub) 

11:00 – 12:00 

Session 2: Analysis and Synthesis (Room UC-182) 
Session Chair: Prof. Scott Nokleby 
 
[P12] CONTINUOUS APPROXIMATE SYNTHESIS OF PLANAR FUNCTION-
GENERATORS MINIMISING THE DESIGN ERROR 
Alexis Guigue, Matthew John D. Hayes 
 
[P14] PILOT STUDY OF GENERAL PREDICTIVE CONTROL + INTEGRAL 
COMPENSATOR FOR POWERED PROSTHETIC LEGS 
Ricardo Bautista-Quintero, Rickey Dubay, Juan A. Carretero, Miguel A. Díaz-Rodríguez 
 

[P18] ENERGY HARVESTING USING A NONLINEAR VIBRATION ABSORBER  
 Yu Zhang, Riccardo De Rosa, Jingyi Zhang, Mariam Alameri, Kefu Liu 
 

12:00 – 13:30 Lunch (reserved space at Oliver’s Pub) 
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13:30 – 14:50 

Session 3: Design and Optimization II (Room UC-182) 
Session Chair: Prof. Juan Carretero 
 
[P02] DESIGN OF A PITCH-ROLL JOYSTICK BASED ON THREE LOBE 
SPHERICAL CAM MECHANISM 
Debal Saha, Jorge Angeles, Jozsef Kövecses 

[P07] PARAMETRIC TRAJECTORY OPTIMISATION FOR INCREASED PAYLOAD 
André Gallant, Clément Gosselin  

[P13] PARAMETRIC DESIGN OPTIMIZATION OF SCISSOR LIFT PLATFORM – A 
DESIGN OF EXPERIMENT (DOE) APPROACH 
M. T. Islam, L. Rolland 
 
[P09] DETERMINATION OF THE PROPER MOTION RANGE FOR THE ROTARY 
ACTUATORS OF 6-RSS PARALLEL ROBOT 
Rui Zeng, Shuling Dai, Wenfang Xie, Xiaoming Zhang 
 

14:50 – 15:20 Coffee break (reserved space at Oliver’s Pub) 

15:20 – 15:50 
Visit of the Carleton University Simulator Project (CUSP) Laboratories 
(Rooms ME-2360 and ME-2260) 

15:50 – 18:30 
Board bus waiting outside the Mackenzie Engineering Building: tour of 
Parliament Buildings and Peace Tower 

19:00 – 22:00 
Symposium Banquet (Ekko De Brazil, 56 Boulevard Gréber, Gatineau, QC 
http://ekkorestaurantgatineau.com) 

22:00 
Bus leaves Ekko De Brazil with stops at at Carleton University and Southway 
Hotel 
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Session Chair: Prof. Luc Baron 

 
 

  
 
[A01] SYMBOLIC FORMULATION OF PATH- AND SURFACE-FOLLOWING 
JOINTS FOR MULTIBODY DYNAMICS 
Andrew Hall, Chad Schmitke, John McPhee  
 

[P06] DERIVATION AND VALIDATION OF A SPATIAL MULTI–LINK HUMAN 
POSTURAL STABILITYMODEL 
Nicholas R. Bourgeois, Robert G. Langlois 

10:30 – 11:00 Coffee break (reserved space at Oliver’s Pub) 

11:00 – 12:00 

Session 5: Autonomous Mobile Robots (Room UC-182) 
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[P10] TOWARDS PERFORMING REMOTE MANIPULATION USING AN 
AUTONOMOUS AERIAL VEHICLE 
Tony Baltovski, Scott Nokleby, Remon Pop-Iliev 

  

[P11] DESIGN AND DEVELOPMENT OF AN AUTONOMOUS OMNIDIRECTIONAL 
HAZARDOUS MATERIALS HANDLING ROBOT 
Nicholas Charabaruk, Scott Nokleby 
 
[P17] INTEGRATED DESIGN OF A VISION-GUIDED QUADROTOR UAV: A 
MECHATRONICS APPROACH 
Abolfazl Mohebbi, Sofiane Achiche, Luc Baron 

12:00 – 13:30 Lunch (at the reserved space of Oliver’s Pub) 

13:30 – 14:30 

Session 6: Design and Optimization III (Room UC-182) 
Session Chair: Dr. Alexei Morozov 

[P08] AN INTERVAL ANALYSIS METHOD FOR WRENCHWORKSPACE 
DETERMINATION OF PARALLEL MANIPULATOR ARCHITECTURES 
Joshua K. Pickard, Juan A. Carretero 
 

[P15] REFINEMENT OF EXOSKELETON DESIGN USING MULTIBODY 
MODELING: AN OVERVIEW 
Sebastian Hernandez, Maxime Raison, Luc Baron, Sofiane Achiche 
 
[P16] TRAJECTORY OPTIMIZATION OF A SMALL AIRSHIP IN A MOVING FLUID 
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14:30 – 15:00 Coffee break (reserved space at Oliver’s Pub) 

15:00 – 17:00 Annual General Meeting of CCToMM (Room UC-182) 

Notes for speakers: 

 The total allocated time for each paper is 20 minutes (15 minutes for the presentation and 
5 minutes for questions).  

 The following equipment will be available at the conference room:  

– LCD projector (1290 x 1080); 

– a laser pointer; 

– a desktop computer with MS Windows; 

 If additional equipment is required, please contact M. John D. Hayes as soon as possible so 
arrangements can be made on time for the symposium.  



      

Symposium 2015 sur les mécanismes, machines et mécatronique (M3) de la CCToMM   

Ottawa, Ontario, 28 et 29 mai 2015 

Avant-propos 
 
Il nous fait plaisir de vous souhaiter la bienvenue au Symposium 2015 sur les 
mécanismes, machines et mécatronique M3 de la Commission canadienne pour la 
théorie des machines et des mécanismes  (CCToMM). Ce Symposium M3 vise à 

fournir aux chercheurs une opportunité de découvrir et de discuter de sujets dans 
les domaines de la cinématique, de la dynamique, de la mécatronique, de la 

commande, des robots mobiles autonomes, des générateurs de mouvements, de la 
conception mécanique, et de l’optimisation.  
 

Les comptes-rendus contiennent dix-sept (17) articles et un (1) résumé détaillé qui 
seront présentés durant le symposium. Tous les articles ont été révisés par des 

arbitres anonymes alors que les résumés ont été examinés par le comité 
organisateur. Nous aimerions signifier notre sincère gratitude aux arbitres. 
Plusieurs de ces articles seront considérés pour publication éventuelle dans les 

Transactions of the Canadian Society for Mechanical Engineering. Nous remercions 
les auteurs pour avoir soumis des travaux de haute qualité à cette conférence 

fièrement canadienne.  
 

La huitième édition du M3 est historique puisqu’elle se distingue comme étant la 
première édition du symposium reçut à l’extérieur de la province du Québec. Le 
symposium est co-animé par l’université de Carleton et l’université d’Ottawa et sera 

tenu à l’université de Carleton à Ottawa. Cette année le M3 est organisé avec le 
support partiel de la Fédération internationale pour la théorie des machines et des 

mécanismes (IFToMM) ainsi qu’avec le support généreux des deux universités 
hôtes. Nous tenons également à remercier les membres du conseil exécutif de la 
CCToMM pour leur entière collaboration et l’aide à l’organisation de ce symposium 

biannuel : Marc Arsenault, Scott Nokleby, et Juan Carretero. Nous espérons que 
votre participation à ce symposium sera enrichissante et que de nouvelles amitiés 

et collaborations se développeront. 
 

Sincèrement, les coprésidents du symposium: 
 

M. John D. Hayes 

Professeur 
Université de Carleton 
Ottawa, ON 

Eric Lanteigne 

Professor adjoint 
Université d’Ottawa 
Ottawa, ON 

 



      

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015   

Ottawa, Ontario: May 28 and 29, 2015 

Foreword 
 

It is our pleasure to welcome you to the 2015 Canadian Committee for the 

Theory of Machines and Mechanisms (CCToMM) Symposium on Mechanisms, 
Machines, and Mechatronics (M3). This M3

 Symposium is intended to provide 
researchers with an opportunity to discover and discuss topics in the fields of 

kinematics, dynamics, mechatronics, control, autonomous mobile robots, 
motion generators, mechanical design, and optimization. 

 
The proceedings contain seventeen (17) full papers and one (1) extended 

abstract which will be presented during the symposium. All full length papers 
were reviewed by anonymous referees, while the abstract was reviewed by the 

organizing committee. We would like to express our heartfelt gratitude to the 
referees. Several of the papers will be considered for possible publication in the 

Transactions of the Canadian Society for Mechanical Engineering. We thank the 
authors for submitting their high quality work to this proudly Canadian 

conference. 
 

This historic eight edition marks the first time the M3 symposium is hosted 
outside of the Province of Quebec. The symposium is co-hosted by Carleton 
University and the University of Ottawa and held at Carleton University in 

Ottawa, Ontario. The M3 this year is organized with the partial support of the 
International Federation for the Theory of Machines and Mechanisms (IFToMM), 

and the generous financial support of both host universities. We would also like 
to thank the members of the CCToMM Executive Council for their complete 

support in helping to organize this biennial symposium: Marc Arsenault, Scott 
Nokleby, and Juan Carretero. We hope that your participation in the symposium 

will be rewarding and that new friendships and collaborations will develop. 
 

Sincerely yours, the symposium co-chairs: 
 

M. John D. Hayes 

Professor 
Carleton University 

Ottawa, ON 

Eric Lanteigne 

Assistant Professor 
University of Ottawa 

Ottawa, ON 
 



DESIGN OF A PITCH-ROLL JOYSTICK BASED ON THREE LOBE SPHERICAL CAM
MECHANISM

Debal Saha, Jorge Angeles, Jozsef Kövecses
Department of Mechanical Engineering, McGill University, Montréal, Canada.

Email: debalsaha@cim.mcgill.ca; jorge.angeles@mcgill.ca; jozsef.kovecses@mcgill.ca

ABSTRACT
A pitch-roll joystick based on spherical cam mechanism is proposed that can be implemented as a haptics

device. Spherical cams can replace bevel gears that are conventionally used in transmission mechanisms in-
volving shafts with intersecting axes to achieve lower backlash, lower frictional losses and higher stiffness.
Such a spherical cam mechanism essentially comprises of multi-lobe-cams and conical rollers that allows
two degrees-of-freedom. Undercutting is a deterrent to the generation of smooth cam surface and necessi-
tates synthesis of a singularity free spherical cam profile. The issues of high pressure angle and maintaining
a high contact ratio is addressed by having a cam with more than one lobe. The design of the cam profile
and the assembly of the joystick is descried. The criteria for the selection of number of lobes and rollers is
also explained. The results of the kinematic simulation of the joystick are also presented.

Keywords: spherical multi-lobe cam ; pitch-roll joystick ; pressure angle.

LA CONCEPTION D’UN MANCHE À BALAI TANGAGE-ROULIS BASÉE SUR UN
MÉCANISME À CAMES SPHÉRIQUES À TROIS LOBES

RÉSUMÉ
Les méchanismes à cames sphériques peuvent remplacer les engrenages coniques car ils offrent un jeu et

des pertes dues au frottement plus faibles que ces derniers, tout en augmentant la rigidité de l’ensemble. Ces
mécanismes sont essentiellement composés de cames multilobes et de roulements coniques qui permettent
deux degrés de liberté. Pour éviter la contre-dépouilles, il faut synthétiser un profil de came sphérique libre
de singularités. Les cames à plusieurs lobes permettent de résoundre le problème posé par un angle de
pression et un rapport de contact trop élevés. Les auteurs proposent un mache à balai tangage-roulis basé sur
un mécanisme à cames de type sphérique qui puisse servir de dispositif haptique. Ils traitent de la conception
du profil de la came, de l’assemblage du manche à balai et du choix du nombre de lobes et de lobes et de
roulements. Ils présentent les résultats de la simulation cinématique du manche à balai.

Mots-clés : came sphérique multilobes ; manche à balai tangage roulis ; angle de pression.
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1. INTRODUCTION

The traditional method employed for transmission between two perpendicular shafts is one via bevel
gears. There are some inherent drawbacks like high backlash and high friction that renders the use of bevel
gears for transmission specific to applications like that in robotic wrists and haptics devices, incapable of
delivering desired level of performance. Spherical cam mechanisms provide suitable substitutes for bevel
gears, as observed by Bai and Angeles [1]. A cam-follower mechanism is proposed here that is essentially
composed of a spherical cam and a follower with conical rollers. The rollers and the cam constitute a higher
kinematic pair which provide favorable features to the cam mechanism, like high stiffness, high contact
ratio, low friction and low backlash. Various other advantages that spatial cam mechanisms, in general,
possess over conventional drive-transmission mechanisms are cited by Wei et al. [6].

A pitch-roll joystick based on a spherical cam mechanism is proposed that is intended for haptic applica-
tions. The design of the various parts of the joystick are conceptualized based on the recommendations found
in the literature [7–10], while developing joysticks for various purposes. The number of lobes and rollers
for the multi-lobe cam (MLC) are decided to be three and four, respectively, as opposed to four and seven
for a previous mechanism in [1], as this resulted in an optimal configuration with respect to joystick-design
simplifications, resolving complexities in manufacturing and obtaining suitable values for cam-design pa-
rameters such as radius of curvature and pressure angle. Plots of cam profiles with three lobes and number
of rollers varying from one to five are shown in Fig. 1.

Fig. 1. cam-profiles for three lobes (a) one roller, (b) two rollers, (c) three rollers, (d) four rollers, (e) five rollers.

There are certain issues that need to be addressed while implementing spherical cam mechanism as a
substitute for bevel gears. The singularities in cam profile leading to undercutting and a variable pressure
angle are considered and resolved for better transmission in the proposed mechanism for the pitch-roll
joystick. The transmission quality is also affected by the contact ratio; it is duly studied for the MLC case.

The assembly of the pitch-roll joystick implementing the cam-follower mechanism is then described, the
mechanism performance assessed by kinematic simulation. Conclusions are then drawn for the suitability
of the proposed joystick as a haptic device and other prospective applications.

2. GENERATION OF THE CAM PROFILE

The geometric fundamentals that govern the design and operation of cam mechanisms are studied under
the branch of kinematic synthesis; they can be categorized in a specific class called cam synthesis. The
principles that govern the kinematics of cam mechanisms are explained by describing the procedure for the
generation of ruled surfaces.

The spherical curves required for cam-profile synthesis are generated by application of the Aronhold-
Kennedy Theorem, which states that when three bodies are in relative motion, the three instant screw axes
(ISAs), associated with the three pairs of bodies under relative motion, have one common perpendicular. In
the case of spherical motion each ISA becomes an Instant Axis (IA) of rotation, all IAs intersecting at one
common point, the centre of the spherical motion in question. The ruled surfaces generated by the rotation

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 2



of the IAs play a key role in the synthesis of the desired cam-profile.
The proposed spherical cam mechanism is a four-link mechanism comprising a spherical cam, a follower,

a roller and a frame. To generate its cam profile, the IAs of the rotation of the links w.r.t. each other are
identified first.

The nomenclature for the vectors and the angles useful for cam-profile generation is adopted from an
earlier publication. A major difference between the foregoing reference and this paper is that the former
provides a generally applicable methodology; the latter proposes one specific application targeting haptics.
The design of interest relies on ergonomics data drawn from the specialized literature [7–10]. All the
elements of a spherical cam mechanism are shown in Fig. 2 with their representative arcs.

Fig. 2. Axes and angles defined for the spherical cam mechanism

Table 1. Definition of vectors used for cam-profile synthesis

Notation Vector Definition
eψ Vector parallel to the axis of the cam rotation w.r.t. the frame
ep Vector parallel to the roller-shaft axis
ee Vector parallel to the instant axis of rotation of the cam w.r.t the follower
eφ Vector parallel to the follower shaft
ec Vector parallel to the axis of rotation of the roller w.r.t. the cam

The cam-profile is a conical surface with two spherical curves as its concentric boundaries, which are
defined by the curves of intersection of the conical surface with two concentric spheres. The conical surfaces
are generated by the spherical motion of the IA of rotation of the roller w.r.t. the cam. The position vector of
an arbitrary point of these curves is given by an expression obtained by rotating a vector through the contact
point of the roller with the cam about the cam axis (parallel to the Z-axis of the reference frame).

M and N denote the number of lobes and rollers of roller-carrier, respectively, as needed in developing
the kinematic relations relevant to cam profile generation and analysis for singularities and pressure-angle
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Table 2. Angles used for cam-profile synthesis

Notation Vector Definition
α1 Angle between the axis of the Cam and that of the roller carrier (6 AOB)
α3 Angle subtended by arc of roller carrier (6 BOC)
α4 Half angle subtended by conical roller (6 COD)
β1 Angle between the cam axis and the Instant Axis of rotation of the follower with respect to the cam (6 AOE)
β4 Angle between the axis of the roller and the instant axis of rotation of the follower w.r.t. cam (6 COE)

distribution. The angles of rotation of the cam and the roller-carrier are represented by ψ and φ , respectively.
The input-output relation is given below:

φ =−M
N

ψ +φ0 (1)

with M denoting the number of lobes and N the number of rollers.
The initial position of the cam (at ψ = 0) is defined such that crest of one of its lobes lies on the axis (say

at x = 0, or the Y -axis). We thus have φ0 = (1−1/N)π .
The first step for cam-profile generation is defining the reference frame required to represent the rotations

of the various links. The global reference frame is defined as one fixed to the frame of the mechanism, with
the Z-axis defined as the axis of rotation of the cam w.r.t. the frame. Using the nomenclature for the vectors
along the axes of rotation and the angles subtended on the unit sphere shown in Fig. 2, the relations below
follow:

1. eψ = ez = [0 0 1]T

2. ep = Qy(α1) Qz(φ) Qy(α3)ez

3. ee = Qy(β1)ez

4. eφ = Qy(α1)ez

First, angle β4 is calculated,
cosβ4 = ee

Tep (2)

After expanding the right-hand side of Eq.(2), we obtain

cosβ4 = sinβ1 cosα1 cosφ1 sinα3 + sinβ1 sinα1 sinα3

−cosβ1 sinα1 cosφ sinα3 + cosβ1 cosα1 cosα3

Further, γ is the angle of rotation of the conical roller about the instant axis of rotation OE, as shown in
Fig. 2, and given by

cosγ = csc(α1−β1)cscβ4[cosα3− cos(α1−β1)cosβ4] (3)

where csc stands for cosecant.
The position vector sc of a point on the spherical curve defining the profile is obtained by using vector ec

and the rotation matrix Qz representing the rotation about the cam-axis through the angle of rotation of the
cam, ψ , i.e.,

sc = QT
z (ψ)ec =

cφsγsβ3− sψ(cβ1cγsβ3 + sβ1cβ3
sψsγsβ3− cψ(cβ1cγsβ3 + sβ1cβ3

sβ1cγsβ3 + cβ1cβ3

 (4)
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Fig. 3. (a) Complete pitch curve of the cam-profile when projected onto the X-Y plane; (b) Complete cam-profile in
two dimensions; (c) Conic surface defining the spherical cam-profile intersecting the sphere on which the spherical
mechanism is based

where s stands for sine and c for cosine. With all the above relations simplified, the only variable of the
position vector of the cam profile is the input angle ψ of the cam. In other words, we have the vector for the
cam-profile generation as a function of ψ , given as sc = sc(ψ). The projection of the cam-profile onto the
X-Y plane is shown in Fig. 3(c).

Similarly, the spherical curve generated using vector ep and the same rotation matrix for rotation about
the cam-axis, called the pitch curve, is given by

sp = QT
z (ψ)ep =

sψsφsα3 + cψ(cα1cφsα3 + sα1cα3)
cψcφsα3− sψ(cα1cφsα3 + sα1cα3)

sα1cφsα3 + cα1cα3

 (5)

The position vector of the pitch curve obtained above is used to obtain an expression for the radius of
curvature of the cam-profile.

The cams of the proposed spherical cam mechanism are designed with three lobes, i.e., M = 3. The curve
generated by Eq.(4) is incomplete; it needs to be defined for an extended range of ψ , which requires finding
an extension angle σ , that is obtained by solving the equation sc(ψ)|ψ=σ = 0. The plot of the extended
curve is obtained for ψ ∈ [−2π/M−σ ,σ ], as shown in Fig. 3(b).

The extended curve is then rotated M−1 times more, about the origin, through an angle of 120◦ to obtain
the complete two dimensional cam-profile, as shown in Fig. 3(c). Computer algebra is used to manipulate
the relations between the various variables and parameters of the mechanism, from which the position vector
of an arbitrary point of the pitch curve of the cam-profile is obtained. The spherical curve representing the
cam profile is shown in Fig. 4, obtained as the intersection of the conical surface of the cam with the sphere
on which the spherical mechanism is based.

3. SINGULARITIES AND UNDERCUTTING AVOIDANCE

The study of singularities is vital, as singularities are the vulnerable points where undercutting may occur.
Undercutting is the recess at a point in an otherwise smooth profile where there is an abrupt change of
curvature due to presence of singularities like double points or cusps. To avoid undercutting, a limiting
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Fig. 4. Conic surface defining the spherical cam-profile intersecting the sphere on which the spherical mechanism is
based

value needs to be calculated for the radius of curvature, denoted by ρ . As explained by McCarthy et al. [2],
the radius of curvature is related to the position vector sp of the pitch curve is given by

tanρ =
‖ s′p ‖3

sp× s′p · s′′p
(6)

In Eq.(6), the prime denotes the first derivative with respect to the input angle ψ , the double prime the
second derivative. Undercutting takes place when the radius of curvature of the cam-profile projection on
the sphere vanishes, which can be obtained from the relation given in Eq.(6), if the numerator is equated to
zero, i.e., when

∂ sp

∂ψ
= 0 (7)

The minimum radius of curvature occurs at a value of ψ where the roller axis lies closest to the cam axis.
This value is ψ = π/M. Thus, Eq.(7) leads to

tan ᾱ3 =
N
M

(8)

Here ᾱ3 denotes the critical value of α3, the angle subtended by the arc representing the roller carrier. This
value just gives an upper bound for α3 to avoid undercutting. The plots of the cam profile are obtained for
various values of α3 (< ᾱ3); the one with a smooth profile that ensures undercutting-avoidance, is chosen.

4. PRESSURE ANGLE

The pressure angle of spherical cam mechanisms is the angle between the line of action of the force
applied by the driver element and the direction of the velocity of the contact point of the driven element.
The positive and the negative actions of the cam mechanism are first described, then expressions for the
pressure angle in both cases are obtained.

4.1. Reversible Action
The spherical cam mechanism considered in this report is reversible, which means that both cam and

roller-carrier can play the role of the driver, the other of the driven element. Two types of action and the
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corresponding expressions of the pressure angle are explained below.

4.1.1. Positive Action
In this case the cam drives the roller-carrier. The driving force being applied by the cam, the pressure

angle is defined as that between the line-of-action of this force and the direction of the velocity vector of the
contact point on the driven roller-carrier, as shown in Fig. 5.

Fig. 5. Pressure Angle for positive action

We thus can obtain the relation for the pressure angle under positive action, denoted by µp, as

tan µp =
‖ f×vr ‖

f ·vr

Here f is the unit vector along the force applied by the cam, while vr is the velocity vector of the roller-
carrier at the intersection of roller axis and unit sphere.

These vectors are given by f = ep× (ep× ee) and vr = ep× eφ .

4.1.2. Negative Action

Fig. 6. Pressure angle for negative action

In this case the roller-carrier drives the cam. The direction of the force vector and that of the velocity
vector for the cam is shown in the Fig. 6.
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Now we have the expression below for the pressure angle, denoted by µn.

tan µn =
‖ f×vc ‖

f ·vc

Here f is the unit vector parallel to the force applied by the roller-carrier and vc is the velocity vector of
the cam at the intersection of the generatrix of the cam conical surface with the unit sphere. Expressions for
these vectors are given as f = ec× (ee× ec) and vc = eφ × ec.

4.2. Pressure Angle Plots
The distribution of the pressure angle depends on three parameters, M, N and angle of the roller-carrier,

α3. From the singularity-analysis, the profile is found to have a smoother shape with an increase in the
number of rollers. Negative action is implemented to drive the spherical cam mechanism. Pressure angle
plots are obtained for negative action; it is found that the pressure angle grows with the number of rollers.
Thus, the optimum number of rollers is chosen to be four. Typical plots for pressure-angle distribution are
shown in Fig 7.

Fig. 7. Pressure-angle distribution for negative action with: (a) M = 3; N = 4; α3 = tan−1(M/N)−0.0174; (b)M = 3;
N = 4; α3 = tan−1(M/N)−0.0348;

5. CONTACT RATIO

The contact ratio for cam mechanisms mp is defined similar to gears, as the ratio of the action angle ψa to
the pitch angle ψp as explained by Bai and Angeles [1]. If ψa is defined as the angle of rotation of the cam
for which it is in contact with a single roller, and for the pitch angle we have ψp = 2π/M, then the following
relations are obtained

mp =
ψa

ψp
=

2π/M+2σ

2π/M
= 1+

Mσ

π
(9)

A contact ratio greater than 1 ensures continuous roller-cam contact and a pure rolling motion between roller
and cam upon driving the cam mechanism.

6. A PITCH-ROLL JOYSTICK

6.1. Design of Joystick
The design of the pitch-roll joystick described here utilizes a spherical cam mechanism with the layout of

a differential mechanism, there by offering two degrees-of-freedom (dof ). One dof, the rolling, is about the
axis of the roller-carrier, the second, or pitching, about the cam axis.
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The plots for various cam-profiles of a cam with three lobes are obtained for various values of number
of rollers N and angle α3. With an increase in the number of rollers the profile is found to be smoother.
Negative action is implemented to drive the spherical cam mechanism. Pressure angle plots are obtained for
negative action; it is found that the pressure angle grows with the number of rollers, which is chosen as four.

Fig. 8. (a) Exploded view of the joystick assembly; (b) Illustration of rolling; (c) Illustration of pitching

The joystick comprises two pairs of spherical cams placed in a diametrically opposed layout. Each pair
has an inner, smaller cam and an outer, larger cam. These two cams form a set of coaxial conjugate cams
that are keyed rigidly into a single cam shaft and positioned at a 60◦ phase angle. This means that the crest
of a lobe of one of the cams lies at the trough of the lobe of the corresponding conjugate cam. The roller-
carrier rigidly attached to the handle to which it is keyed provides two dof. The carrier holds two sets of
four rollers; one outer set and one inner set. The outer rollers engage with the outer cams, the inner rollers
with the smaller, inner cams. The roller-stands that carry the rollers are press-fitted on holes on the conical
surface of the roller-carrier plate. Each roller is composed of a roller cup in the shape of a frustum with a
cylindrical hole that carries a suitable bearing.

The size of the bearings used for the rollers (especially the inner rollers) are the bearings with smallest
outside diameter. The radii of the conjugate cams and, consequently, the size of the other components
of the joystick and, thus, the size of the entire assembly are decided based on the size of easily available
standard bearings of the smallest outside diameter without going into the precision bearing category. The
corresponding smaller cam diameter is calculated and specified as 100 mm, the bigger cam diameter as 136
mm. The roller-carrier is designed as a frustum shell open at the circle with bigger diameter. The surface
of the roller-carrier is designed in such a way that once the roller-stands are press-fitted in the holes on this
surface, the stands are at an angle equal to α3. The value of α3 is set at 48.13◦ which is obtained using
Eq.(8).

The spherical nature of the driving cams make a gimbal frame suitable for mounting the cams in a coaxial
manner as widely used in joystick design, and one such example is the two dof joystick developed by Li et
al. [11]. The diametrically opposed two cam pairs are keyed to separate shafts; these cam-shaft are coaxially
mounted on a shaft-carrier, the central element of the joystick, which carries all the shafts and ensures their
proper orientation w.r.t. each other and thus the proper engagement of the rollers on roller-carrier with the
cam lobes. The cam-shafts are mounted on one side on the gimbal frame with the help of ball bearings; on
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the other end they are keyed to the shaft-carrier. The roller-carrier is mounted on a shaft that is keyed to
the shaft-carrier so that its axis is orthogonal to that of the cam-shafts.The shaft-carrier has a counter-weight
attached to it with the help of a threaded shaft in a diametrically opposite position w.r.t. the roller-carrier.

The shaft to which the roller-carrier is keyed carries a spherical handle of a size suitable for a proper
grip by an adult human hand. The gimbal frame carrying the shaft-carrier with the mounted cams and
roller-carrier is bolted to a disk-shaped stand for stable operation of the joystick. The exploded view of the
joystick assembly is displayed in Fig. 8(a), the various parts comprising the mechanism being enumerated
in the same figure.

6.2. Kinematics of the Pitch-Roll Joystick
The spherical cam mechanism implemented in the pitch-roll joystick functions under negative action. The

handle is attached to the roller-carrier. When torque is applied on the handle, the roller-carrier drives the
two sets of conjugate cams.

6.2.1. Rolling
For the rolling of the joystick the torque is applied about the roller-carrier axis, which rotates about the

handle axis while the rollers roll w.r.t. the cams, on the conical surfaces of their corresponding cam from
the set of conjugate cams (the bigger, outer cam and the smaller, inner cam). The two sets of cams rotate in
opposite directions. One of the configurations of the joystick while performing pitching motion is depicted
in Fig. 7(b)

At one time, there are three contact points between one set of coaxial conjugate cams and their corre-
sponding rollers. For the whole mechanism, there are a total of six contact points. In one half of the rotation
cycle of the roller-carrier, the outer cams have two contact points, each with their neighboring outer rollers;
for the inner cams, each has one contact point with the inner rollers. In the other half, the inner cams have
two contact points each, whereas the outer cams have just one contact point each. The reason why there is a
different number of contact points is that the inner and outer cams lie at a 60◦ phase angle.

6.2.2. Pitching
The pitching of the joystick takes place when the torque is applied about the cam axis. In this case, the

motion between the rollers of the roller-carrier and the corresponding cams becomes locked. The two pairs
of conjugate cams then move in the same direction. The contact points do not change during this motion;
they thus remain the same as if they were in the initial configuration at the point of initiation of pitching.
One of the configurations of the joystick while performing pitching motion is depicted in Fig. 7(c).

7. CONCLUSIONS

The spherical cam mechanism provides a sound alternative to bevel gears for developing a pitch-roll joy-
stick that targets haptics applications. The advantages of lower backlash and higher stiffness can compensate
for the higher cost of manufacturing incurred in the case of cam mechanisms. These advantages are guar-
anteed by a continuous roller-cam contact and a pure rolling motion between roller and cam when driving
the joystick handle. The size of the joystick based on a spherical cam mechanism is in agreement with that
proposed by ergonomic studies on hand-driven joystick devices. For a joystick of this size, the feasibility of
machining the small components of the joystick assembly becomes an issue. Such a joystick is envisioned
to be implemented as a haptic device. Future work should include augmenting the joystick with a force
feedback system. Encoder motors capable of producing force feedback can be coupled with the cams. The
torque sensors can be placed along the axis of the roller-carrier handle. Another task is developing haptics
algorithms for such a joystick. Apart from employing the joystick as a haptic device, it can also be used
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as a control device for manipulators, for example, for pick-and-place robots used in the packaging industry.
The independent pitch and roll motions of the joystick can lead to applications where manipulators need to
perform distinct rotations about two perpendicular axes.
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ABSTRACT
The concept of electric vehicle as a fully automated mobile robot (a.k.a. X-by-wire, or Drive-by-Wire

(DbW) concepts) is becoming more and more attractive in the modern automotive industry. This idea is
based on replacing a mechanical subsystem by its electronic equivalent, which includes sensors and actu-
ators, with a computer in-between. Three of the components, namely Throttle-by-Wire, Brake-by-Wire,
and Steer-by-Wire, are the most complex and risky elements of the X-by-Wire technology. Moreover, these
elements constitute the inherent part of the general DbW paradigm. This paper reports work-in-progress on
the design and prototyping of a scaled-down 1:6 proof-of-concept model of a vehicle with an integrated X-
by-Wire system. The control for its components is discussed, while emphasizing the Steer-by-Wire actuator
based on the Ackermann condition. The concept targets the Toyota Tacoma, as a benchmark. The influence
of heading velocity and turning angle on the slipping angle and path error of the model is analyzed. The
performance of the dynamics of the prototype is assessed over prescribed paths; deviations from the no-slip
condition are evaluated.

Keywords: X-by-Wire; Drive-by-Wire (DbW); Steer-by-Wire; Throttle-by-Wire; Brake-by-Wire; Acker-
mann condition; electric vehicle..

RÉSUMÉ
Le concept d’un véhicule électrique en tant que robot complètement automatisé (c.f. X-par-câbles ou

conduite-par-câbles) devient de plus en plus séduisant dans l’industrie automotive moderne. L’idée est basée
sur le remplacement de chaque système mécanique par son équivalent éléctronique, incluant des capteurs et
des actionneurs, avec un ordinateur placé entre eux. Trois composants en particulier, le pédale-par-câbles,
le freins-par-câbles, et direction-par-câbles, sont les éléments les plus complexes et les plus risqués de la
technologie X-par-câbles. De plus, ces elements constituent une partie inhérante du paradigme DbW général.
Cette communication porte sur les résultats préliminaires d’un projet dédié au désign et à la construction
d’un prototype de preuve à l’échelle 1 :6 d’un véhicule avec un système X-par-câbles. La commande de
ses composants est traitée, tout en mettant l’accent sur le mécanisme de direction-par-câbles basé sur la
condition d’Ackermann. Les concept utilise les proportions de la Toyota Tacoma en tant que banc d’essai.
L’influence de la vitesse de conduite et de l’angle de rotation sur l’erreur du parcours et l’angle du glissement
est analysée. La performace de la dynamique du prototype est évaluée en terme des trajets préscrits, ainsi
que la condition de non-glissement.
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NOMENCLATURE

a wheelbase (m)
b track (m)
rs scrub radius (m)
rω diameter of the wheels (m)
r radius of the prescribed arc (m)
φ steering angle (of the steering wheel) (rad)
v heading velocity (m/s)
φ1 angle of vertical rotation of the left front wheel (rad)
φ2 angle of vertical rotation of the right front wheel (rad)
φ3 angle of vertical rotation of the left rear wheel (rad)
φ4 angle of vertical rotation of the right rear wheel (rad)
τt maximum torque applied to a rear wheel (Nm)
τ1rm maximum continuous torque produced by a rear motor (Nm)
rgh speed ratio of the gear heads
ηgh efficiency of the gear heads
m total mass of the vehicle (Kg)
av norm of the maximum acceleration of the center of gravity
g gravity constant (m/s2)
θ maximum slope (rad)

1. INTRODUCTION

Since the time when automotive vehicles became widespread with the creation in 1908 of the first com-
mercial model, the famous model T, by Ford, only one architecture has been widely used so far. Despite
the appearance of electric vehicles on the market simultaneously with their gasoline counterparts, and even
their prevalence in the early 20th century, eventually the internal combustion engine (ICE) pushed back all
competitors; until the end of the last century the ICE was the only marketable motor in the car world.

In standard architectures there is one main motor providing the torque that propels the automotive vehicle.
The motor is connected to a gear box that is connected to a differential mechanism. The gear box reduces
the angular velocity from the motor, while the differential mechanism uses the output of the gear box to
create two different angular velocities. Most of the time, in rear-drive vehicles, the differential mechanism
is connected to the two rear wheels, one transmitted directly to each traction wheel. These angular velocities
are different when the automotive vehicle is turning.

Standard architecture implies that mechanical and hydraulic connections are the dominating types of
connection between both moving and fixed vehicle components. For example, the steering wheel is me-
chanically connected to the front wheel steering mechanism; braking is accomplished by the driver pushing
a pedal and transmitting force to the brake pads via the hydraulic line; adjustment of speeds of the wheels
during vehicle cornering is carried out with the help of an epicyclic gear differential; etc.

However, in recent decades, and especially with the resurrection of electric vehicle technology in the
automotive market, new vehicle control concepts have become more and more widespread in the industry. X-
by-wire is a generic concept that refers to one of several different technologies: Steer-by-Wire, Throttle-by-
Wire, Brake-by-Wire, Differential-by-Wire, Shift-by-Wire, Suspensions-by-Wire, and Steering-mechanism-
by-Wire [1]. For any function that used to be implemented via a purely mechanical system and can be
replaced by an electronic equivalent, there is a "by-wire" equivalent. Each by-wire technology provides a
new opportunity for research, as shown by Kelling and Leteinturier [2].

With Throttle-by-Wire being the first implemented by-wire function in the Chevrolet Corvette series in
1980 to replace the cable-based throttle, today the embedded electronics and software-based systems are
increasingly replacing the mechanical and hydraulic connections.
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In this paper an X-by-Wire architecture is considered, using most of the above-mentioned by-wire tech-
nologies, namely Throttle-by-Wire, Steer-by-Wire (with the integrated Steering-mechanism-by-Wire), Brake-
by-Wire, and Differential-by-Wire. The goal is to substitute every mechanical subsystem by its electronic
counterpart. An X-by-wire prototype of an electric vehicle was designed and built, along with its control
system, as reported in this paper.

2. STEER-BY-WIRE AND DIFFERENTIAL-BY-WIRE

One of the key sub-systems of the prototype is the Steer-by-Wire. Along with the Differential-by-Wire
sub-system it allows to build a fully functional model of the X-by-Wire vehicle. Therefore, our focus is
these two sub-systems.

The use of the Steer-by-Wire technology allows one to completely dispense with as many mechanical
components of the conventional steering system (steering shaft, column, rack and pinion, gear reduction
mechanism, etc.) as possible, as discussed by Wong [3]. Such replacement allows for significant space
saving and better arrangement of the engine compartment. The removal of mechanical components also
improves vehicle safety, since there are no mechanical links forcing the steering wheel to intrude into the
cab in case of a frontal crash. The absence of mechanical and hydraulic parts and linkages seriously reduces
the weight of the steering system, while its electrical parts allow for the optimization of the steering response
and driver’s feel.

Another important sub-system is a Differential-by-Wire. Practical implementation of these sub-systems
is based on the use of two independent electric motors directly attached to the driving axles, and two motors
responsible for independent front wheel steering. The same motors which actualize the functions of the
Steer-by-Wire and Differential-by-Wire, at the same time may implement main features of the Throttle-by-
Wire and Brake-by-Wire technologies.

3. ACKERMANN STEERING

3.1. The Ackermann Principle
In order to drive a vehicle safely on a predefined trajectory, both wheels should turn at different steering

angles. Good steering kinematics is achieved if perpendiculars to the velocity vectors of all wheels meet at a
single point [4]. Usually in the automotive industry the extensions of the wheel axes are taken to determine
the optimum steering angle for each turning radius. This approach contains some simplification, under the
conditions of low lateral acceleration and small lateral forces during cornering, thereby resulting in small slip
angles. A geometric relation of such steering kinematics was first described by the German carriage builder
Georg Lankensperger in Munich in 1817, and then patented by his agent in England, Rudolph Ackermann
(1764–1834) in 1818 for horse-drawn carriages.

The concept of Ackermann steering [5] is crucial to this discussion. An Ackermann steering mechanism,
be it mechanical or electronic, must satisfy the Ackermann geometric conditions.

This Ackermann conditions are illustrated in Fig. 1. This figure shows a simplified top view of a rear-drive
and front-steered automotive vehicle, obeying the Ackermann steering conditions, the labels denoting: 1 -
the rear left wheel; 2 - the rear right wheel; 3 - the front right wheel; 4 - the front left wheel; and 5 - the
chassis.

The relations of the Ackermann principle for the current application were developed for the case of a
strictly positive angle φ , when the vehicle is turning left. They also hold for φ = 0 and φ < 0, when the
vehicle either travels on a straight course or, correspondingly, turns to the right. Furthermore, steering angles
smaller than−70◦, or greater than 70◦, are not considered here. For the control system of the full X-by-Wire
proof-of-concept prototype, the Ackermann conditions take the form:
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Fig. 1. The Ackermann steering conditions

φ1 = π + tan−1 tanφ
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3.2. Ackermann Approximation and Alternative Strategies
As a matter of fact, standard mechanical steering mechanisms, including four-bar linkages, cannot satisfy

the Ackermann conditions as Xiaoping and Jinming showed [6]. Equations (1a)-(1d) are only approximated
by means of the standard mechanisms. Due to wheel deformation, however, the Ackermann conditions need
not be exactly satisfied. For the purposes of improved dynamics at high speeds, a common and smart strategy
consists not in satisfying the Ackermann conditions, but rather in implementing alternative equations for the
front wheel angles and rear traction angular velocities [7]. Indeed, at high speeds and high steering angles
the influence of the centrifugal forces becomes significant. By resorting to field tests, the compensation
of these inertial forces has been proven important for automotive vehicle manufacturers, in order to limit
sliding and crashing. Therefore, in the X-by-Wire technology the most appropriate strategy will be to utilize
a control program using Ackermann conditions at low speeds and alternative conditions at high speeds.
Using an electronic system to implement such a behaviour is a pertinent strategy, since this behaviour is
programmable. Indeed, even if Ackermann steering could be produced by purely mechanical means, it
would be difficult, if not impossible, to produce different conditions, depending on the operation regime.
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On the contrary, the behaviour algorithms of many electronic systems can be changed or reconfigured on
software. By the same token, beyond the steering system, this electronic paradigm is of interest in the design
of all the other subsystems of an automotive vehicle. In particular, by implementing electronic equivalents
of the differential mechanism and by attaching stand-alone motors to each wheel, any smart algorithm can
be used to produce angular traction velocities.

4. DESIGN OF A PROOF-OF-CONCEPT X-BY-WIRE PROTOTYPE

The objective of the research work reported here is to build a proof-of-concept complete X-by-Wire
prototype, test it and estimate potential benefits of such an architecture for automotive vehicles. Indeed, by-
wire technologies are now well known, in particular Steer-by-Wire. There has been a handful of automotive
vehicles, including Mercedes-Benz and Nissan models, with Steer-by-Wire and Brake-by-Wire systems.
Moreover, many prototypes using one or a combination of these by-wire technologies have been created
and researched, as discussed in [8, 9]. Although they are well known, full X-by-Wire architectures (using
all or most of the by-wire technologies) have seldom been implemented. One of the main obstacles for
general acceptance of X-by-Wire systems is the difficulty to prove that all the necessary safety measures are
followed. One of the main obstacles for general acceptance of X-by-Wire systems is the difficulty to prove
that all the necessary safety measures are followed [10]. Furthermore, such prototypes are omni-directional
(i.e., each wheel is steering and propelling the vehicle). Of these omni-directional complete X-by-Wire
prototypes, one of the first to combine all the by-wire technologies in a four-wheel steering, as reported by
Eder and Knoll [11], was built a couple of years before the beginning of the project described here. More
recently, Xu [12] published a book on a new omni-directional X-by-Wire prototype. The aforementioned
test prototypes have not been tested in the field; only in simulation. The main purpose of work reported in
this paper is, therefore, to develop and build a complete X-by-Wire prototype, rear-drive and front-wheel
steering (so that our model closely resembles the more common architecture), and to prove that the new
architecture can be implemented in automotive vehicles by testing it in the field.

5. MECHATRONICS DESIGN

5.1. Mechanical Design
The goal was to create a prototype mimicking as much as possible a chosen automotive vehicle, in order

to prove that by building a small prototype to be tested in the field, this complete X-by-Wire architecture
could be implemented in automotive vehicles.

The first and most important part of the design process, in order to mimic an existing automotive vehicle,
is to create a layout with the same proportions as a particular model, so that after choosing it, the final
proof-of-concept prototype behaves as this particular model. After conducted a feasibility study and a short
market survey, the Toyota Tacoma was selected.

The proportions of the track, wheelbase and diameter of the wheels have been selected as the relevant
criteria. These parameters appear in the Ackermann equations; their values were readily found, as opposed
to the value of the scrub radius, which was impossible to scale, and was therefore excluded from the scaling
criteria.

An important objective was to imitate the dynamics of the chosen model. Hence, the maximum speed
(for the sake of brevity, in terms of maximum heading velocity), acceleration time and maximum slope have
been mimicked. The speed has been scaled down by means of simple division, which gives a maximum of
15 km/h or 4.17 m/s. These values, which have been found after a few design iterations, produce a scale of
3:20. The acceleration time is the same as that of the automotive vehicle, i.e., 7 s, which, in turn, leads to
a maximum acceleration of 0.59 m/s2, when we take into account the chosen maximum speed. Maximum
gradeability is 20%, influencing the choice of traction motors. To accelerate at maximum acceleration and

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 5



on a slope corresponding to the maximum inclination, the condition

τt ≥
mrω(av +gsinθ)

2
(2)

must be satisfied. The choice of the motors was verified after the completion of the detailed design. Their
maximum continuous torque is 0.56 Nm, maximum efficiency 0.91, and supplied with GP52C gear heads
with the ratio 4.3. The expression for the resulting torque applied to a rear wheel takes the form:

τt = τ1rmrghηgh (3)

After detailed design and prototype-building its mass was found to be 19.5 kg. Introducing this value into
eqs. (2) and (3) , the relation

τt = 2.19Nm≥ 1.32Nm =
mrω(av +gsinθ)

2
(4)

was found, which means that the traction motors provide sufficient torque to satisfy the requirements.
Tests were conducted on horizontal terrain. Since the tests were conducted indoors, the size of the pro-

totype was limited. It was decided that the prototype should occupy an area of 0.008 m2, while having a
length and width bigger than 0.3 m.

In the current prototype the suspension is limited to accommodate vertical motion. The suspension was
designed simply as a spring in a one-tip-closed tube pushed by a rod. The natural frequency of the vehicle
should be around 1 Hz, to lie within the range of frequencies of terrestrial vehicles.

5.1.1. Embodiment and Detailed Design
The overall dimensions of the prototype were defined so that the dimensions specified were satisfied.
First, the proportions and the 3:20 scale were determined, to lead to wheel radius, wheel base and track

targets, with the physical quantities defined by Sauze [13]. The proportions of the Toyota TACOMA access
cab were chosen as the benchmark for the proof-of-concept prototype.

5.1.2. Vibration Modelling
For the analysis of the suspension and selection of the appropriate components, a simplified model of the

prototype was formulated, so that the heaving frequency could be obtained, in correlation with the mass.
The model is a standard mass-spring system [14]. No dashpot is included, because there was no need for
one in this study, as the prototype tests were planned on horizontal ground. For additional tests on bumps,
we suggest to add proper damping.

Furthermore, once the detailed design of the suspension was completed, the load-carrying capacity of the
whole suspension is known. This capacity is equal to 12.7 kg, for the overall suspension.

5.1.3. Front Steering Mechanism
The front steering mechanism is placed under the two front suspensions, as depicted in Fig. 2. The front

wheels are steered by means of two servomotors located on top of two half-axles. The motor shafts are
vertically oriented and attached to the two plates that are, in turn, attached to four needle bearings. These
bearings are connected to the two half-axles, which are mechanically independent. The front structure
comprises reinforcing cages, in which the servomotors are placed.

5.1.4. Rear Driving Structure
The prototype is a rear-drive vehicle. Although they propel the vehicle, the rear wheels must not turn

about a vertical axis with respect to the chassis. Hence, the driving axle carries the traction motors coaxially
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Fig. 2. 3D CAD model of the front steering

collocated with the traction wheels, which are controlled independently, so as implement the differential-
by-wire concept. This subsystem is also placed below the two rear suspensions, as illustrated in Fig. 3.

Fig. 3. 3D CAD model of the rear propelling system

5.1.5. Power Source
The important part of any electric vehicle is an electric power source, and for an X-by-wire prototype the

electric battery becomes an essential component.
The box, or cradle, holding and protecting the battery was attached to the main beam of the chassis so that

the weight of the battery would be considered on top of the springs in the vibration model and at the same
time as low as possible to increase the stability of the prototype as can be appreciated in Fig. 4. The box
is composed of aluminum narrow bars on top to attach the box to the longest beam of the chassis, several
aluminum trusses to increase torsion and flexion stiffness as well as to provide protection, and a plate below
the battery. The white box shown inside the trusses is the main battery.

The designed and built prototype is shown in Fig. 5.

5.2. Electronic Design and Control System
The prototype shown in Fig. 5 is composed of a chassis, power supplies (batteries), an Arduino Mega

Board (controller), wireless Xbee series-1 modules, two smart servo motors as independent steering motors
with 0.325◦ resolution and two rear traction motors with maximum speed of 5000 RPM and continuous
torque of 0.554 Nm.

The Arduino Mega board receives commands from LabVIEW via a serial port and distributes the com-
mand to the steering and traction motors. The latter are tuned for a closed-loop speed control, which maps
voltage commands from 0 to 5 V to angular velocity from 0 to 1000 RPM. Smart steering servo motors are
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Fig. 4. 3D CAD model of the prototype battery box

Fig. 5. Side View of the Proof-of-concept Prototype

controlled via serial command for the desired position, with PD feedback control.
The Vicon motion-capture system is used to measure the actual pose of the prototype. This system uses

small balls as trackers; balls are attached to any physical object, and cameras are placed around the object,
to obtain its pose in real time. Furthermore, during the experiments, one or several operators see in real-time
a set of points in the shape of a polygon, each point being the location of a tracker, and a frame created with
respect to these points appearing on screens.

The feedback signal from the steering and traction motors is compared with the data gathered from the
Vicon system to measure the accuracy of the test and slip of the tires.

6. EXPERIMENTAL RESULTS

In this section, the experimental results are presented. First, the prototype was tested while moving in a
straight line. This test was used to validate that the control system is capable of following the simplest path.
Afterward, the prototype was driven under turning, in order to study the influence of the heading velocity
and steering angle on the pose error. Each measured turn is compared with the corresponding prescribed
path, thus verifying the non-slippage assumption. A description of the five tests that the robot underwent is
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Table 1. Brief description of the tests

Test number Heading velocity (m/s) Steering angle (degrees) Manoeuvre

1 0.286 0 Straight line
2 0.226 -35 Turn
3 0.386 -35 Turn
4 0.462 -50 Turn

shown in Table 1. It should be noted that the position measurement unit of Vicon system is in mm and all
the provided results are in mm which demonstrates the accuracy of the test as well.

In Fig. 6 the actual path of the robot along with the prescribed path, a straight segment, are shown. The
length of the segment corresponds to the prescribed length of the largest arc in the following tests, namely
1200 mm.
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Fig. 6. Test 1

A turning maneuver was conducted for a 90◦ arc, whose radius depends only on the steering angle. The
radius of the prescribed path is expressed as

r = a tanφ (5)

The wheel base a and the steering angle φ are shown in Fig. 1. Tests 2 and 3, shown in Fig. 7, correspond
to two turns at the same steering angle, -35◦ . The difference is that Test 3 was conducted at a higher heading
velocity.

Test 4, shown in Fig. 8, corresponds to a turn at a higher heading velocity and a larger steering angle, as
compared to Tests 2 and 3. A larger error was expected in this test.
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Fig. 8. Test 4

In order to compare the test results, we considered the “path error”, defined as

e =
‖AB‖

lc
(6)
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where A is the end point of the prescribed trajectory, B is the end point of the actual trajectory, and lc is the
arc length of the real trajectory. The length of the actual trajectory, that is, the trajectory obtained as a set of
points, was computed as the sum of the distances between two successive points. For this, splines between
measurement points were applied, and the lengths of the segments between successive points were added.
The results of the computation are shown in Table 2.

Table 2. Path errors of the tests

Test number Error (%)

1 3.39
2 3.87
3 5.18
4 10.9

During the first test, shown in Fig. 6, there was some drift, even when the robot was moving on a straight
course. The robot tended to veer slightly to the left, but the distance between the last position of the robot
and the place where it should stop was about 0.02 m. As a result, part of the error seen in the ensuing tests
was due to this drift, which remained small and was not caused by slipping, since it was observed even when
the robot was not turning.

Moreover, the second and the third tests, shown in Fig. 7, correspond to two turns, at the same steering
angle but different heading velocities. A deviation was observed, with the errors being larger than the one
observed during Test 1. This additional drift was mostly caused by slipping, which increases with speed, as
one can see in this figure. The results obtained are consistent with our expectations: there is some drift at
low speed and heading velocity, partly caused by the control system and partly by slipping. The prescribed
paths were never met, of course, mainly because of two factors, centrifugal and friction forces. Moreover,
as the error remains small, the non-slippage assumption is confirmed as relevant at a low speed and a low
heading velocity. For these reasons, the Ackermann condition is better approximated at low speed and low
steering angle, as in Tests 2 and 3. The next test allowed us to determine whether the Ackermann condition
at a high steering angle and high heading velocity can be satisfied, and what is the influence of the control
inputs on the slippage. Fig. 8 shows the results of the fourth test, where both the heading velocity and the
steering angle drastically increase. As expected, in this case the slippage is not negligible anymore. In
fact, the error becomes high, mainly because of slippage. Thus, satisfying the Ackermann condition at high
heading velocity and high steering angle is not possible because our model does not take into account the
centrifugal forces. An alternative model should be used, implementing control for the steering angles and
angular velocities that would counteract and balance the slippage. However, research on possible solutions
is still to be conducted.

7. CONCLUSIONS AND FUTURE WORK

In this paper, the design and preliminary tests of a full X-by-wire automotive prototype were reported.
Kinematic and geometric Ackermann conditions were cast in a form suitable to X-by-wire technologies.
These conditions correspond to the kinematically correct way to turn; they cannot be satisfied with purely
means. These tests show that the prototype works reasonably well at low velocities and low steering angles.
The effects of the two inputs on the path error, compared with the prescribed path, were analyzed. The
errors are not that significant, considering that the system is generally open-loop and that it uses only a
single-behaviour algorithm that does not adapt to the various operation conditions. Furthermore, the model
implemented in this algorithm should be used only at low speed and steering angle. Given that the static
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and kinetic friction coefficients have a significant impact on skidding, these coefficients should be made
as high as possible, through the proper choice of the wheels. Current research demonstrates that X-by-
Wire architectures can be implemented in automotive vehicles. Although this technology requires further
development, the proof-of-concept prototype clearly shows that the X-by-Wire architecture is feasible, that
X-by-Wire vehicles should be feasible in the foreseeable future.

Further research on this topic is underway at the Centre for Intelligent Machines (CIM) of McGill Uni-
versity on auto-parking and emergency algorithms, including algorithms for preventing automobile crashes.
Furthermore, by means of additional sensors including cameras, path-tracking algorithms, or even automatic
control algorithms, can be implemented that would make the vehicle highly reliable. For the existing proto-
type a provision must be made, with feedback control, to ensure that the Ackermann conditions are observed
under high inertia forces. Afterward, a dynamic model will be created and analyzed, to investigate possible
methods to prevent or limit skidding by means of using non-Ackermann steering algorithms.
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Mayank Chaudhary, Jorge Angeles, Alexei Morozov
Department of Mechanical Engineering, McGill University, Montréal, Canada.

Email: mayank91@cim.mcgill.ca; jorge.angeles@mcgill.ca; alexvit@cim.mcgill.ca

ABSTRACT
Spherical cam-follower mechanisms are attractive alternatives to bevel gears, as they provide low back-

lash and low friction losses. The design of such a mechanism is reported here, to be incorporated in an
automotive differential, whose bevel pinions and side gears are substituted by spherical cams and roller-
carriers, respectively. Critical to the design of cam mechanisms is the generation of the cam-profile, free of
undercutting. The profile, generated using computer algebra, is analyzed for singularities, including cusps
and double points. The pressure angle, an important factor that governs the effective force transmission of
cam mechanisms, is duly kept within acceptable limits. Conclusions are drawn on the suitability of cam
mechanism developed for automotive applications.

Keywords: two-degrees-of-freedom spherical cam mechanism; cam-profile generation; pressure angle.

CONCEPTION D’UN MÉCANISME A CAMES SPHÉRIQUES POU UN DIFFÉRENTIEL
AUTOMOBILE

RÉSUMÉ
Les mécanismes sphériques à cames sont des alternatives avantageuses par rapport aux engrenages co-

niques, puisqu’ils offrent un jeu plus limité que ces derniers et de faibles pertes par frottement. Cette commu-
nication porte sur la conception d’un mécanisme de ce type, qui est destiné à fonctionner comme différentiel
automobile, dans lequel les engrenages satellites et planétaires sont remplacés par des cames sphériques et
de porte-roulements coniques. La production du contour de la came, qui joue un rôle essentiel dans la
conception de cette dernière, doit être libre de toute contre-dépouille. En outre, l’analyse du contour gé-
néré par le calcul formel permet de s’assurer que le contour est libre de singularités, soit de pointes et des
points doubles. L’angle de pression, qui joue un rôle primordial dans la transmission de la force, est main-
tenu dans des limites acceptables. La communication conclut par une recommandation sur la pertinence des
mécanismes à cames dans les applications automobiles.

Mots-clés : mécanisme de came sphérique à deux degrés de liberté ; génération du contourl de la came
sphérique ; angle de pression.
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NOMENCLATURE

M Number of lobes of spherical cams
N Number of conical rollers on the roller-carrier
f Unit vector along the force applied by the cam
f Unit vector parallel to the force applied by the roller-carrier
vc Velocity vector of the cam at the intersection of the generatrix of the cam conical surface with

the unit sphere.
vr Velocity vector of the roller-carrier at the intersection of roller axis and unit sphere.
Qi(·) Matrix representing a rotation about the i-axis through angle (·)

Greek symbols
φ Angle of rotation of the roller carrier
ψ Angle of rotation of the cam
µp Pressure angle under positive action
µn Pressure angle under negative action
α3 Angle of the roller carrier

1. INTRODUCTION

Spherical cam mechanisms appear as feasible replacements for bevel gears. Cam mechanisms offer at-
tractive alternatives in terms of torque transfer, stiffness, with lower backlash and lower friction at the cou-
pling between two intersecting shafts. An innovative design of a pitch-roll wrist using spherical cam-roller
pairs instead of bevel gears was proposed recently [1]. However, there are some disadvantages inherent
to cam mechanisms such as higher manufacturing cost and a variable pressure angle. For this reason, the
applications of cam mechanisms need to be investigated while keeping in mind the trade-off between their
advantages and disadvantages. In the paper the design of a spherical cam mechanism developed for an
automotive differential is proposed.

The synthesis methodology of the spherical cam profile is first discussed, the critical design parameters
leading to singularities and subsequent undercutting are identified. The pressure angle is one of the most
important factors that determines the transmission quality of spherical cam mechanisms. Its definition and
role in deciding the design-parameter values are explained.

2. CAM-PROFILE SYNTHESIS

The spherical cam mechanism discussed by Bai and Angeles [2] consists of two coaxial conjugate multi-
lobe cams (MLC) and two roller-carriers (RC), each with two sets of rollers, one internal, one external, as
shown in Fig. 1. The cam profile is generated upon plotting the locus of the contact point of the roller and
the cam. First, a coordinate frame is defined with origin at the centre of the unit sphere. Next, a relation
between the angular velocities ψ̇ of the cam and φ̇ of the roller-carrier is formulated, with ψ̇ as the input, φ̇

as the output. Under the assumption that the Z-axis passes through the cam axis of rotation, the other axes
and unit vectors are defined relative to the Z-axis .

2.1. Nomenclature
All the elements of a spherical cam mechanism are shown in Fig. 1, with their representative arcs. The

Aronhold–Kennedy theorem [2] is used to define the instant axes of rotation of the follower with respect to
the cam. The various axes involved in the mechanism, along with their unit vectors, are defined below:

1. C (ep): Axis of the roller

2. D (ec): Instant axis of rotation of the roller with respect to the cam
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Fig. 1. Axes and angles defined for the spherical cam mechanism

3. E (ee): Instant axis of rotation of the cam with respect to the follower

4. F (eφ ): Axis of rotation of the follower shaft, to which the roller axis is rigidly attached

5. Z (eψ ): Axis of rotation of the cam

Unit vectors are defined in Fig. 1, parallel to the foregoing axes. The various angles in Fig. 1 define the
relations between the various axes :

1. α1: Angle between the axis of the cam and that of the roller-carrier, 6 AOB

2. α3: Angle subtended at the centre of sphere by the arc of the roller-carrier, 6 BOC

3. α4: Angle between C and F , 6 COD

4. β1: Angle between the cam axis and the instant axis of rotation of the follower with respect to the
cam, 6 AOE

5. β4: Angle between the axis of the roller and the instant axis of rotation of the follower with respect to
the cam, 6 COE

2.2. Cam-Profile Generation Procedure
For a spherical cam mechanism with M lobes and N rollers in the roller carrier, the angular velocity of

cam and roller-carrier are defined as ψ̇ and φ̇ , respectively. With φ0 = (1−1/N)π [2], we have

φ =−M
N

ψ +φ0, tanβ1 =
φ ′ sinα1

φ ′ cosα1−1
(1)
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Fig. 2. (a) Two-dimensional plot of one period of the cam profile; (b) The complete two-dimensional plot of the cam
profile with its four lobes

Using the definition of the vectors along the axes of rotation and the angles subtended on the unit sphere
along with the orthogonal matrices representing rotations, the relations below follow:

1. eψ = ez = [0 0 1]T

2. ep = Qy(α1)Qz(φ)Qy(α3)ez

3. ee = Qy(β1)ez

4. eφ = Qy(α1)ez

The unknown quantities are calculated using the relations

β3 = β4−α4, cosβ4 = ee
Tep (2)

cosγ = csc(α1−β1)cscβ4[cosα3− cos(α1−β1)cosβ4] (3)

The position vector for the cam-profile generation is obtained by means of vector ec and the proper
orthogonal matrix representing the rotation about the cam-axis through the angle ψ of cam rotation, namely,

sc = QT
z (ψ)ec =

 cosψ sinγ sinβ3− sinψ(cosβ1 cosγ sinβ3 + sinβ1 cosβ3
−sinψ sinγ sinβ3− cosψ(cosβ1 cosγ sinβ3 + sinβ1 cosβ3

−sinβ1 cosγ sinβ3 + cosβ1 cosβ3

 (4)

The two-dimensional plot obtained by varying the x− and y− coordinates, both functions of the input angle
ψ , for values of ψ varying from ψmin to ψmax, is shown in Fig. 2(a). The plot is confined to the first quadrant.
The complete two-dimensional cam profile is obtained by rotating the foregoing plot M−1 times where M
is the number of lobes, defined as 4 in our case, as shown in Fig. 2(b).

In fact, eq. (4) does not produce the whole profile for a full turn of the cam, 0≤ψ ≤ 2π , but only for 1/M
of a turn; even this fraction of a turn is incomplete. In order to obtain the full 1/4 of a turn in our case, an
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extension angle σ was introduced. This was done upon zeroing the second component, (sc)2, of vector sc of
eq. (4):

(sc)2|ψ=σ = 0 (5)

With this value, the range of motion of the cam, [ψmin,ψmax], was obtained as

ψmin =−σ − 2π

M
, ψmax = σ (6)

The spherical curve representing the cam-profile is shown in Fig. 3, obtained as the intersection of the
conical surface of the cam with the sphere on which the spherical mechanism is based.

Fig. 3. Conic surface defining the spherical cam-profile intersecting the sphere on which the spherical mechanism is
based

3. PRESSURE ANGLE

The pressure-angle is defined as that between the line of action of the force applied by the driver element
and the direction of the velocity of the contact point on the driven element. A variable pressure angle is a
major detriment when replacing bevel gears with cam mechanisms, as gears offer a constant pressure angle.
The maximum value of the pressure angle must be kept within an acceptable range to substitute bevel gears
with a spherical cam mechanism. The mechanism considered in this paper is reversible, which means that
both the cam and the roller-carrier can play the role of the driver, the other of the driven element. When
the cam drives the roller-carrier, the mechanism is said to operate under positive action. The pressure angle
under positive action, denoted by µp, is given as

tan µp =
‖ f×vr ‖

f ·vr
(7)

Here f = ep× (ep× ee) and vr = ep× eφ . In case of negative action the roller-carrier drives the cam, the
pressure angle then being denoted by µn, namely,

tan µn =
‖ f×vc ‖

f ·vc
(8)

where f = ec× (ee× ec) and vc = eφ × ec.
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Fig. 4. (a) Differential mechanism; (b) Spherical cam-roller mechanism to function as an automotive differential

4. APPLICATION: AUTOMOTIVE DIFFERENTIAL

Automotive transmissions based on cam have only recently appeared in the industry. The design of
infinitely variable transmission with spherical cams was proposed [3], [4]. Other applications of cam mech-
anisms in automotive design have been reported, but these are limited to the gearbox transmission [7], [8].
Nevertheless, other possible technical solutions are not available in the automotive industry. In this paper,
the spherical cam mechanism is considered as applied to an automotive differential, which is usually based
on epicyclic (planetary) gear trains. A planetary gear train based on cams was proposed recently by Hsieh
[5]. The design of an automotive differential along the same lines is proposed in this paper. The final-drive
differential carrier assembly in a four-wheeled vehicle provides means for allowing one traction wheel to
travel faster than the other when the vehicle negotiates a corner. As can be seen in Fig. 4(a) the differential
carrier subassembly consists of: four bevel gears and one pinion shaft. Two bevel gears, the differential side
gears, are splined to the axle shafts (the left-hand axle shaft is splined to the output shaft, which connects
output shaft with side gear). The two outer bevel gears i.e., the pinion gears, act as idlers to transfer the
power from the differential carrier to the differential side gears. The differential pinion gears also balance
the power load between the differential side gears while allowing unequal axle angular speeds when the ve-
hicle negotiates a corner under these conditions, the outside wheel turning faster than its inside counterpart,
and the differential pinion gears spinning with respect to the crown gear as they turn around the differential
side gears. This allows the speed of the crown gear to be delivered unevenly to the two wheels.

4.1. Spherical Cam-roller Mechanism as Automotive Differential
The proposed automotive-differential model incorporating spherical cam-roller mechanism is shown in

Fig. 4(b). Two sets of co-axial conjugate cams are used with corresponding sets of rollers mounted on two
opposite sides of the roller-carrier. As each roller comes into contact with one cam, a single cam mechanism
is formed; as contact is lost from one follower side, a roller from the other side begins to engage the conjugate
cam, thus generating positive action throughout the whole cycle.

Each roller along with its roller-carrier plays the role of a differential side gear. Each pair of co-axial
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conjugate cams plays the role of a differential pinion gear. When the vehicle is driven along a straight line,
the set of cams and roller-carrier rotate as a single unit.

When the vehicle turns a corner, the roller-carrier turns around the set of cams. The inner rollers and outer
rollers are coupled with the inner cam and the outer cam via a higher kinematic pair. The inner cam has a
fixed orientation with respect to its corresponding outer cam, the two sets of co-axial conjugate cams being
freely mounted on the pinion shaft.

Fig. 5. (a) Pressure-angle for M = 4 and N = 5, (b) Pressure-angle for M = 4 and N = 4

4.2. Pressure Angle
A parametric expression for the pressure-angle is generated with the parameter ψ using eq. (8), plotted

by varying ψ from 0 to −2π/M and for different values of M and N. A plot of the pressure angle for M = 4
and N = 5, for three cycles, is shown in Fig. 5(a). The minimum operating pressure angle is the minimum
of the plot, the maximum operating pressure angle being the value at the intersection of the pressure-angle
plot of cycle 1 with the pressure-angle plot of cycle 2, as shown in Fig. 5(a).

A special case arises when the number of lobes equals the number of rollers i.e. M = N, in which case
the minimum operating pressure angle takes the value of 0 rad, as shown in Fig. 5(b). This particular
combination of numbers of lobes and rollers is unfeasible, as the radial component of the normal force
becomes zero, the contact force between cam and follower thereby vanishing.

Similarly, pressure-angle plots are obtained for M = 3 and M = 4 with N = 3,4,5,6,7,8. The minimum
and maximum operating pressure-angle values are observed from the plot and displayed in Table 1. It can
be observed that, for a fixed value of M, the pressure angle varies linearly with N. With the aim to keep the
pressure angle low, the two feasible combinations are, {M = 3, N = 4} and {M = 4, N = 5}.

4.3. Final-Drive Ratio
The final-drive ratio is defined as the ratio of the drive-shaft pinion gear to the sun gear bolted to the

differential casing. The final-drive assembly is a planetary gear set consisting of: a final-drive sun gear
splined to the final-drive sun gear shaft; a final-drive planetary pinion; two pinion and side gears located in
the differential and the final-drive carrier assembly, as shown in Fig. 6.

The final-drive planetary gear set operates as a speed reducer all the time. Power through the final-drive
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Number of lobes,
M

Number of rollers,
N

Minimum operating
pressure-angle (rad)

Maximum operating
pressure-angle (rad)

3

3 0 0.21
4 0.63 0.66
5 0.88 0.9
6 1.02 1.11
7 1.1 1.11

4

4 0 16.62
5 0.52 0.57
6 0.78 0.8
7 1.01 1.02
8 1.02 1.03

Table 1. Pressure-angle range for varying number of lobes and rollers

sun gear shaft drives the final-drive sun gear in the same direction as the engine rotation, but forces the
final-drive planetary pinion gears to rotate in the opposite direction inside the final-drive internal gear. Since
the latter is held stationary by the case, the differential and the final-drive carrier assembly rotate in the same
direction as the engine. The gear ratio of the final-drive and differential assemblies perform the same func-
tions as the ring and pinion gears in a conventional rear axle unit. A fixed final-drive axle ratio is required
to match the engine power and drive train to the vehicle requirements for all normal operating conditions.
As a reference, the differential mechanism of the GM 4T65-E Hydramatic Transmission system [6] was

Number of lobes, M Number of rollers, N Differential ratio Final-drive ratios

3

3 1 3.05 3.29 3.73 4.1 4.56
4 0.75 2.28 2.46 2.79 3.07 3.42
5 0.6 1.83 1.97 2.23 2.46 2.73
6 0.5 1.52 1.64 1.86 2.05 2.28
7 0.42 1.3 1.41 1.59 1.75 1.95

4

4 1 3.05 3.29 3.73 4.1 4.56
5 0.8 2.44 2.63 2.98 3.28 3.64
6 0.66 2.03 2.19 2.48 2.73 3.04
7 0.57 1.74 1.88 2.13 2.34 2.6
8 0.5 1.52 1.64 1.86 2.05 2.28

Table 2. Final-drive ratios for varying number of lobes and rollers

considered. The final-drive ratios for medium duty trucks, as per the GM 4T65-E transmission, available
commercially are 3.05, 3.29, 3.73, 4.1, and 4.56. These ratios exist when the gear ratio between the dif-
ferential planet and the differential side gear, called the differential ratio, is 1:1. If the differential ratio is
varied, the final-drive ratio is multiplied by the new differential ratio. An important factor to consider while
fixing the new differential ratio is to obtain the new final-drive ratio to be one of the standard ratios available
or close to it. For the cam-roller mechanism, where the role of the differential pinion is played by a set
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Fig. 6. Schematic of an automotive differential

of co-axial conjugate cams and the role of the differential side gears is played by rollers and their carrier,
the differential ratio dr is defined as M/N. The final-drive ratios are obtained for M = 3 and M = 4, with
N = 3,4,5,6,7,8 as shown in Table 2.

4.4. Inference
As can be observed from Table 2, with the various differential ratios, the combinations {M = 3, N = 4}

and {M = 4, N = 5} lead to final-drive ratios of 3.07 and 3.28, respectively. The former final-drive ratio is
off by 0.02 from the standard value of 3.05, with the latter being off by 0.01 from the standard value of 3.29.
Moreover, the combination {M = 4, N = 5} leads to a lower value of operating pressure-angle, as compared
with the combination {M = 3, N = 4}. Thus, for the minimum and the maximum operating pressure-angle
range, and optimum final-drive ratio, the values below are assigned:

• Number of lobes (M): 4

• Number of rollers (N): 5

These values lead to:

• Final-drive ratio: 4.1

• Minimum operating pressure angle: 0.52 rad

• Maximum operating pressure angle: 0.57 rad

5. CONCLUSIONS

The spherical cam mechanism was discussed as a possible substitute for the bevel gear automotive dif-
ferential. The cam mechanism was designed as a replacement of a differential, using the GM 4T65-E
transmission system as a reference to assign the various parameter values. Two important parameters were
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discussed, pressure-angle and final-drive ratio, to decide the number of lobes and the number of rollers for
the spherical cam-roller mechanism. For design purposes, a comparative study was conducted via the finite
element analysis (FEA) of the two mechanisms under consideration, the results to be reported in a forth-
coming paper. The maximum von Mises stress was found in individual components for comparison. The
spherical cam-roller mechanism proves to be a viable, and potentially beneficial, substitute for an automo-
tive bevel-gear differential when analyzing equivalent stress distributions. A preliminary analysis showed
that the volume of the cam-based differential can be reduced by about 27% in comparison with a conven-
tional one with similar ratio and power capacity. The performance of the cam-roller differential regarding
noise, backlash and durability should be tested and compared with the performance of current differentials.
Further work continues on cam design and FEA to achieve higher transmission quality and smoothness of
cam profiles.
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ABSTRACT
Increasing the strength of gears is a recurrent demand from industry. The authors report a novel approach

to the design of tooth-root profile of spur and bevel gears, with the aim of reducing stress concentration,
thereby increasing the gear-tooth load-carrying capacity. Bevel gears generated using the Tredgold ap-
proximation are considered. An iterative co-simulation consisting of tooth-root profile shape synthesis via
nonlinear programming and finite element software tools is conducted, with the purpose of forming the
tooth-root geometry with the minimum stress concentration. The proposed designs are capable of reducing
the stress concentration by 21.0% in spur gears and 15.9% in bevel gears, over their conventional circular-
filleted counterparts. Hence, the results showcase an innovative and sound methodology for the design of
the tooth-root profile to increase gear load-carrying capacity.

Keywords: spur gear; bevel gear; tooth root bending stress; cubic splines; finite element analysis.

OPTIMISATION DE LA RACINE DES PROFILS DE DENTS POUR LA R ÉSISTANCE
MAXIMALE: DES ENGRENAGES PLANAIRES ET CONIQUES

RÉSUMÉ
Augmenter la résistance des dents d’engrenages est une éxigeance récurrente dans les industries. Les

auteurs proposent une nouvelle approche à la conception dela racine des profils de dents des engrenages
planaires et coniques, afin d’augmenter la résistance des engrenages. Des engrenages coniques générés en
utilisant l’approximation de Tredgold ont été étudiés. Une procédure itérative de co-simulation consistant
en la synthèse de la racine des profils de dents, par programmation non-linéaire et analyse par éléments
finis, fut mise en place, afin de diminuer la concentration descontraintes à la racine des profils de dents. Les
profils ainsi proposées permirent de réduire la concentration des contraintes de 21.0% pour les engrenages
planaires et 15.9% pour les engrenages coniques. Donc, les resultats presentent une nouvelle méthodologie
pour la conception de la racine des profils de dents des engrenages, ayant le but d’augmenter la résistance
de ces derniers.

Mots-clés : engrenages planaires ; engrenages coniques ; résistance d’engrenages ; spline cubiques ; analyse
par éléments finis.

1. INTRODUCTION

A growing demand for gears with higher load-carrying capacity and increased fatigue life accompanies
the fast development of automotive transmissions. In orderto achieve this goal, several avenues can be
explored: novel materials; novel manufacturing techniques; or novel gear-tooth geometries [1]. As the key
component in gear transmission systems, the stability and reliability of the gears play a significant role in
the performance of the gear transmission system. Under working conditions, the gear tooth is exposed to
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a combination of several effects, such as stress concentration, misalignment, tooth error, etc. [2]. When
transmitting loads, each gear tooth behaves as a cantileverbeam, subjected to bending. The maximum
bending stress of the gear tooth evolves from the accumulation of normal stress under bending and appears
at the root fillet. The gear tooth root is exposed to a combination of both shearing and bending [3]. The
stress intensity factor and working life of a gear tooth is highly dependent on the tooth-root stress [4].
The first initial crack at the gear tooth often appears at regions that are affected the most by root stress
concentration. Moreover, fatigue failure of tooth-root isalso caused by the stress at the tooth root [1].
Within the development history of gear design, gear tooth fatigue due to bending is always a challenge to
designers.

Precise verification of tooth strength calls for application of experimental technologies, such as electrore-
sistive or piezoresistive. Though experimental testing isnecessary for verifying numerical results, this is
often expensive and complicated [5]. The Finite Element Method (FEM) is a computational tool most of-
ten used to calculate bending stress, strain and deformation [6]. Finite Element Analysis (FEA) provides a
reliable tool to asses the response of physical systems evenunder nonlinear conditions [7].

The circular-filleted tooth root is widely used in the designof the gear tooth-roots [1, 8]. Due to a curvature
discontinuity at the blending points of the circular fillet with the involute tooth profile and the root circle,
stress concentration occurs at those points; such discontinuities cause a drastic jump in stress values, thereby
leading to mechanical failure. Hence, the optimization of the gear tooth-root profile plays a significant role
in reducing stress concentration, thereby improving gear-tooth strength.

In this paper, an innovative optimization procedure combining shape synthesis via nonlinear programming
and FEA software tools is developed to produce the tooth-root fillet with the minimum stress concentration,
in spur and bevel gears. The FEA results show a significant reduction in the maximum von Mises stress of
the optimum tooth profiles when compared with their circularcounterparts.

2. GEOMETRIC MODELLING OF THE GEAR TEETH

2.1. Spur Gears
Figure 1 illustrates the 2-D geometry of an involute spur gear tooth, with the dimensions listed in Table 1.

The parameter values of the spur gear used in this simulationwork are those reported by Ristić [5]. The gear
tooth is built using the coordinate frameOxywith origin at the center of the gear, itsy-axis being the axis of
symmetry of the gear tooth.

Table 1. Dimensions of the spur gear model

number of teethN 20
modulem (mm) 24
face width (mm) 50
pressure angleαC (◦) 20
addendum circle radiusra (mm) 264
pitch circle radiusrp (mm) 240
base circle radiusrb (mm) 225.526
dedendum circle radiusrd (mm) 210

The involute profile has found widespread applications in gear tooth design, due to its ease of high-
precision manufacturing, low transmission error, silent operation as well as simplicity of assembly, arising
from its robustness to errors in the distance between gear axes [9, 10]. The involuteAB

⌢

, shown in Fig. 1 is
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Fig. 1. Geometry of the spur gear tooth

defined by
{

xinv = rb(cost + t sint)
yinv = rb(sint − t cost)

, 0≤ t ≤

√

r2
a

r2
b

−1 (1)

The curve segmentΓ, which blends the involute at pointB and the dedendum circle at pointD, functions
as the gear tooth-root fillet.Γ is commonly produced in gear design as a circular arc connection [5, 11].
However, the problem with the circular root fillet lies in that it provides only first order geometric conti-
nuity, G1, that is, position and tangent-continuity, which gives rise to stress concentration due to curvature
discontinuities at the blending points [12]. Further, the local stress concentration caused by geometrical
discontinuities may lead to mechanical failure [13]. In order to reduce the stress concentration, an important
criterion, G2-continuity at the blending of two given curve segments, should be satisfied.G2-continuity
means position, tangent and curvature continuity over a given geometric curve [14]. Hence, the problem at
hand is formulated as the optimization of the root profile, asimplemented by an optimum curve connecting
the blending pointsB andD with G2-continuityas smoothly as possible.

Further, to investigate the bending strength of the gear tooth, a normal forcef, the full load transmitted,
as shown in Fig. 1, is considered to be exerted at the highest point of single tooth contact (HPSTC) of the
gear—PointH in the same figure.
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2.2. Bevel Gears
A virtual spur gear, as illustrated in Fig. 2, is generated via the projection ofa Tredgold approximation

(TA) bevel gear onto the Tredgold plane [15–17]. The Tredgold plane, by definition, is tangent to the back
cone of a bevel gear, or in other words, it rolls on the surfaceof the back cone [18]. Therefore, for a bevel
gear set, the Tredgold plane for each gear rolls on the surface of the corresponding back cone.

The virtual spur gear has a pitch radiusrb equal to the back cone distance and same pitch as the bevel
gear [19]. The number of teethN′ of the virtual spur gear is given by

N′ =
2πrb

p
(2)

wherep is the circular pitch measured at the heel. In this light,N′ is not necessarily an integer.

 b
1

b
2

s2

2

e2

1
e

s1

1
1

f1

2

1r
e

Fig. 2. Straight bevel gear parameters

A bevel pinion belonging to a differential gear set manufactured by Linamar Corporation, an industrial
partner of the Automotive Partnership Canada project at McGill University, is used in this research. The
parameters of the bevel pinion are given in Table 2.

3. METHODOLOGY

3.1. Curve Synthesis
For the purpose of simplifying the curve-synthesis procedure, we resort to non-parametric cubic splines

to discretize the tooth-root fillet [20]. Figure 3 includes asketch of the blending segments—the involute
and part of the dedendum circle—by means of a third one,Γ. The coordinate frameExEyE is built with the
yE-axis parallell toOB, as shown in Fig. 1. Notice that the segments in this figure pertain to a tooth in the
lower half of the gear, as opposed to the tooth of Fig. 1, for ease of representation.
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Table 2. Dimensions of bevel pinion

number of teethN1 9
mating gear teethN2 14
modulem (mm) 5.7658
pressure angleαc (

◦) 24
pitch angleδ (◦) 32.735
face angleδ f (

◦) 39.588
root angleδr (

◦) 24.530
face widthb (mm) 22.5
virtual gear number of teethN′ 11

Further,n+ 2 points{Pk}
n+1
0 are defined along the mid-curve segmentΓ, by their polar coordinates

Pk(ρk,θk), with P0(ρ0,θ0)=BandPn+1(ρn+1,θn+1)=D. For pointPk, letθk = θ0+k∆θ , for k= 1,2, · · · ,n+1,
the uniform increment∆θ being

∆θ =
θk+1−θ0

k+1
(3)

Hence, the polar coordinates{ρk}
n+2
1 are assembled into one (n+2)-dimensional array as

ρ = [ρ0,ρ1, · · · ,ρn+1]
T (4)

By the same token, the arrays of first- and second-order derivatives with respect to the polar coordinateθ of
Fig 3,ρ ′ andρ ′′, respectively, are defined likewise.

According to the definition of non-parametric cubic splines, the cubic polynomialρk(θ) between two
consecutive supporting pointsPk andPk+1 takes the form [21]

ρk(θ) = Ak(θ −θk)
3+Bk(θ −θk)

2+Ck(θ −θk)+Dk (5)

involute

dedendum circle

A

B

D

E xE

yE

Γ

Pk

ρk

θk

γk

Fig. 3. The blending of the involute and root circle segment using aG2-continuous curve fillet
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in which θk ≤ θ ≤ θk+1 and 0≤ k≤ n.
By virtue of theG2-continuity condition, i.e., two curvatures coinciding atthekth blending point,ρk , ρk

′

andρk
′′ and their counterparts at their neighbouring segments, arefound to satisfy the linear relationships

below [21]:
Aρ ′′ = 6Cρ , Pρ ′ = Qρ (6)

with matricesA, C, P andQ provided in the Appendix.
Further, the curvature atPk takes the form

κk =
ρ2

k +2(ρ ′
k)

2−ρkρ ′′
k

[ρ2
k +(ρ ′

k)
2]3/2

(7)

Now, if a curve with ”the smallest possible curvature is sought”, an obvious candidate is a curveΓ with
a curvature distribution that carries the minimum root-mean-square value of its curvature in the segment
comprised betweenB andD of Fig. 1. Hence, the optimization problem is formulated as

z=
1
n

n

∑
k=1

wkκ2
k −→ min

x
, x = [ρ1 · · · ρn]

T

subject to

κ0(ρ ,ρ ′,ρ ′′) = κB = 0, κn+1(ρ ,ρ ′,ρ ′′) = κD =
1
rd

(8)

in whichwk > 0 denotes the normal weight at pointPk, obeying
n
∑

k=1
wk = 1. Besides, with reference to Fig. 1,

the additional boundary constraints at the two blending points are

{

θ0 = θB = 0

θn+1 = θD =
π
2
−ζm

,

{

ρ0 = ρB = rb tanζm

ρn+1 = ρD =
rb

cosζm
− rd

(9)

The optimization problem thus formulated is a constrained nonlinear program, which can be solved using
a suite of methods, the one used here is the in-house developed ODA (orthogonal decomposition algo-
rithm) [22].

The foregoing curve synthesis procedure is used for spur- and bevel-gear tooth-root profile optimization.
While its implementation is obvious in the spur gear case, inbevel gears it depends on the method of
generation. In this research work the TA method is considered for bevel-gear generation.

3.2. Co-simulation
Upon the geometry synthesis of the root profile, the optimization problem formulated in Sec. 3.1 is im-

plemented via a co-simulation among: the ODA package, implemented in Matlab; modelling, using Solid-
Works Application Programming Interface (API); and FEA, using a customized ANSYS Parametric Design
Language (APDL). Figure 4 illustrates the flowchart of the gear tooth-root profile optimization procedure.
In the spur gear case, both modelling and FEA were done on ANSYS using APDL. However, bevel-gear
modelling, which requires more advanced solid modelling techniques, was implemented using a customized
macro in VisualBasic.NET format on SolidWorks. The software packages were coupled together to interact
in an automated iterative procedure to solve the structuraloptimization problem.

The procedure starts with equal weights for all supporting points, i.e.,wk = 1/n, the coordinates for all
supporting points being generated to form the initial cubic-splined tooth profile. The optimum found with
equal weights is termed thegeometric optimum. Based on theG2-continuity constraints, the geometric
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Fig. 4. Root curve optimization flowchart

optimum is capable of reducing the stress concentration to some extent. However, there is still room for
improvement. Hence, a set of iterations is conducted, to findthe root profile with minimum von Mises stress
distribution.

The supporting-point coordinates of the geometrically optimum fillet obtained from Matlab are used
to model the gear tooth. Then, a static analysis is conductedby applying the boundary conditions and
loadings, which produces the von Mises stress for each supporting point along the root-fillet profile. Aiming
to alleviate the stress concentration along the splined fillet, different weights in eq. (8) are assigned to each
supporting point according to their corresponding von Mises stress valuessk, as reported by ANSYS:

wk =
sk
n
∑

i=1
si

(10)

The idea is that curvature values are penalized by means of weights proportional to their von Mises stress
values. The problem previously formulated is solved again but with non-uniform weight coefficients, until
the von Mises stress distribution becomes fairly uniform. The process helps approach Venkayya’s criterion1

of achieving an almost uniform stress distribution at the critical region of the optimum fillet [23]. This fillet
is termed thestructural optimum.

1According to Venkayya’s criterion, the optimum design refers to the one in which the strain energy per unit volume stays constant.
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4. SIMULATION RESULTS

4.1. FE Model Formulation
As shown in Fig. 5a, quadratic 4-node PLANE182 elements wereused on ANSYS 14.0 to discretize the

spur-gear tooth domain. The mesh is refined at the gear tooth fillet, for the purpose of accurate prediction
of the stress concentration at the fillet. The boundary conditions on the generated FE model are defined by
displacement constraints over the inner rim and the other two border surfaces, which separate the modeled
gear tooth from the rest of the gear body. Besides, a 1000(cos 20◦) N tangential load that the gear transmits
is applied as an external force on the FE model, at its HPSTC, averagely distributed along the contact line
over the tooth width.

(a) Spur gear tooth (b) Bevel gear tooth

Fig. 5. Finite Element Mesh

The bevel gear tooth model was generated on SolidWorks 2013 and then imported into ANSYS for static
analysis. To model the TA bevel gear, the virtual spur gear onthe Tredgold plane is used to create the tooth
cut, as shown in Fig. 6. A 2D sketch of the tooth space of the virtual spur gear is created on the Tredgold
plane and tapered smoothly towards the apex and used to cut the gear. Through rotation copying the tooth
spaces, the full gear geometry was accomplished.

The bevel gear tooth is meshed using 8-node brick SOLID185 elements which are suitable for the 3D
modelling of solid structures. The sweep-mesh approach is used to sweep the mesh from the tooth heel
through the volume (to the toe). The FE model for the TA bevel gear tooth is shown in Fig. 5b. The
displacements over the inner tooth hub and the cut boundaries of the bevel gear tooth were constrained. A
1000(cos 20◦) N tangential load is applied as an external force on the FE model, at its HLSTC.

The material used in the simulations is structural steel, with a Young modulus of 2.1×1011 Pa, a Poisson
ratio of 0.3, and a density of 7870 kg/m3.

4.2. FEA Results
A set of iterations was conducted to reach the optimum shape profile of the spur and bevel-gear tooth-root,

as described in this section.
The optimization procedure stopped at its seventh iteration in the spur gear case, when the maximum

stress reduced from the previous iteration is smaller than 0.01 MPa. The maximum von Mises stress versus
the number of iterations is illustrated in Fig. 7, from whichwe can observe that the maximum von Mises

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 8



(a) Tredgold Plane
(b) Lofted cut

Fig. 6. TA bevel gear CAD modelling

stress value shows a significant decrement at the first and second iterations; then, it starts settling down to
the minimum.

Fig. 7. Maximum vM stress vs. number of iterations
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Fig. 8. vM stress distribution on circular (black), ge-
ometrically optimum (blue) and structurally optimum
(red) fillets

The von Mises stress distributions of the two optimum filletsare plotted in Fig. 9. The maximum von
Mises stress valuesσvm for different root curve shapes are compared and listed in Table 3. It is apparent that,
compared to its circular counterpart, the geometric optimum is capable of reducing theσvm by 15.1%. The
structural optimum shows a better performance in the reduction of σvm, of around 21% over the conventional
circular fillet.

In addition, the von Mises stress distributions of the threeabove-mentioned fillet types are plotted in
Fig. 8, in which the abscissa denotes the node number along the gear tooth-root profile. It is observed that
the structurally optimum fillet not only reduces the maximumvon Mises stress, but also smoothes the stress
distribution along the whole root profile, thereby meeting the design objectives.
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(a) Geometrically optimum (b) Structurally optimum

Fig. 9. vM stress distribution plots of the spur gear

Table 3. Maximum von Mises stress in different spur gear tooth-root curve types

root curve type
von Misesσvm

(MPa)
Circular 3.301

Cubic spline (geometrically optimum) 2.802
Cubic spline (structurally optimum) 2.6084

In the bevel gear case the optimization procedure stopped atthe sixth iteration. A similar behaviour is
observed here: starting from an initial guess, the maximum von Mises stress drops significantly in the first
and second iterations, and then starts settling down to the minimum, as shown in Fig. 10.

Fig. 10. Maximum vM Stress vs. number of itera-
tions

Fig. 11. vM stress distribution on circular (black),
geometrically optimum (blue) and structurally op-
timum (red) fillets

The von Mises stress distributions of the optimum fillets areshown in Fig. 12, and the maximum von
Mises stress values are given in Table 4. The von Mises reduction rate is 12.6% in the geometrically optimum
fillet and 15.9% in its structurally optimum counterpart, compared with the circular-filleted tooth-root.

5. CONCLUSIONS

The tooth-root profile optimization for spur and bevel gears, designed for maximum load-carrying capac-
ity, is reported in this paper. Under working bending load, the maximum von Mises stress of the proposed
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(a) Geometrically optimum (b) Structurally optimum

Fig. 12. von Mises stress distributions for bevel gear

Table 4. Maximum von Mises stress in different bevel gear tooth-root curve types

root curve type
von Misesσvm

(MPa)
Circular 53.88

Cubic spline (geometrically optimum) 47.093
Cubic spline (structurally optimum) 45.294

spline-filleted root profiles were analyzed and compared with their circular-filleted counterparts. Both the
geometric and the structural optima are analyzed. The maximum von Mises stress reduction in the struc-
tural optima was 15.1% and 21% in spur and bevel gears respectively, of the corresponding circular-filleted
counterpart profile. Moreover, the stress distributions along the gear tooth-root profiles was also studied,
by recording the maximum von Mises stress value at each node of the FE model on the root profile. The
stress distribution of the structural optimum root profileswere the smoothest. The stress concentration of
the proposed root profiles were significantly reduced.
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APPENDIX: MATRICES RELATED TO THE G2-CONTINUITY CONDITIONS

A = ∆θ























2 1 0 0 · · · 0 0
1 4 1 0 · · · 0 0
0 1 4 1 · · · 0 0
...
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. . . . .. .. .
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0 0 · · · 1 4 1 0
0 0 0 · · · 1 4 1
0 0 0 · · · 0 1 2























, C =
1
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c11 1 0 0 · · · 0 0
1 −2 1 0 · · · 0 0
0 1 −2 1 · · · 0 0
...
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. . . . . . . . .

...
...

0 0 · · · 1 −2 1 0
0 0 0 · · · 1 −2 1
0 0 0 · · · 0 1 cn′′n′′























(11)

in which n′′ = n+2, c11 =−1−∆θ/ tan(γ0) andcn′′n′′ =−1−∆θ/ tan(γn+1).
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P= ∆θ
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ABSTRACT

In naval engineering and related disciplines, it is common for dynamic models of the human body to be

used in conjunction with quantitative records of body and ship motions, in order to study human balance

behaviour while performing various shipboard activities. Research in this area can lead to improvements in

ship operations and designs that improve crew safety and efficiency. This paper presents the development

of a new spatial 18 degree-of-freedom (DOF) ship-inverted pendulum model that incorporates 6 DOF ship

motion and 3 DOF joints representing ankle, knee, waist, and neck motions. The derived model is then

validated by comparing it to similar models derived using alternative methods but simulated under equivalent

input conditions.

Keywords: Kane’s method; human postural stability; inverted pendulum.

1. INTRODUCTION

Dynamic models of the human body can be used to study human postural response to moving environ-

ments. Presented here is the development and validation of a multi-link spatial model intended to be used

to study the relationship between sensory inputs and human balance performance. The procedure used to

derive the model is novel because it uses a method of automatically deriving the equations of motion in

three dimensions in a format which can be directly written in the standard matrix form of Ax = b without

additional algebraic manipulation. Validation of the model is accomplished by comparing simulation results

with three published models of varying complexity.

2. MOTIVATION

It is generally agreed upon that multibody dynamics modelling techniques are well suited to problems

in biomechanics and nonlinear system design [1]. In particular, the chain-link structure of the human body

makes it well suited to being modelled with multibody dynamics derivation methods that are capable of

automatically generating and solving the equations of motion of mechanical systems, if the mass properties,

geometrical properties, connection types, and externally applied forces of the system are known before-

hand [2]. Many postural stability models with four or more links have been derived in two dimensions;

however, few exist in three dimensions due to the computational complexity. Some models have been de-

veloped that combine separate sagittal and frontal plane models [3, 4]. A spatial inverted pendulum model

has been developed for use in shipboard research [5] and a double-link spatial inverted pendulum has been

developed for use in studying balance control in robots [6].

Typically the number of links in an inverted pendulum postural stability model is defined by the specific

types of motion that one wishes to study. As far back as 1981, it was identified that a single-link inverted

pendulum does not adequately describe human postural dynamics, since investigations show that significant

movement occurs at all joints, not only at the ankle [7]. An experiment was carried out where the joint

angles of subjects were monitored after experiencing translational displacements and there was significant

movement measured at ankle, knee, waist, and neck joints. This indicated that a model with at least four

degrees of freedom in two dimensions was necessary to represent human sway. Additional research has
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shown that a model with at least four links is needed for studying sensory control mechanisms [8], and that

neglecting to include a knee joint can greatly limit possible control strategies [9]. There is also evidence

that the a human’s head position receives additional stabilization control in order to maintain a stable optical

image of the world [10, 11]. Less research has been conducted on the usefulness of spatial postural stability

models, but those that have point out that centrifugal and Coriolis forces have no equivalent in a planar model

due to their formulation as cross products [6], and that correlations with experimental results imply that a

three-dimensional model is necessary in order to fully understand how balance is maintained in everyday

life [12].

Based on these past studies, the objective of the current work is to derive the equations of motion for a

multi-link spatial inverted pendulum for use in studying human postural stability on board ships at sea. A

four-link inverted pendulum model was chosen to allow for motion equivalent to that provided by ankles,

knees, waist, and neck.

3. SIMULATION CONFIGURATION

The system to be simulated consists of a human standing on the deck of a ship which is operating in a

variety of sea states. Figure 1 shows the general structure and sequence of operations for the simulation. This

paper will focus mainly on the ‘system dynamics model’ and ‘comparison to other models’ components.

Ship Motion

Human/Ship
Properties

Sensory
Model

Control
Model

Integration Loop

States &
Forces

Compare to
Experiments

Simulation Loop

System
Dynamics
Model

Compare to
Other Models

Fig. 1. Overall simulation operations flow.

3.1. System Configuration

The coordinate systems and degrees of freedom defined in the model are shown in Fig. 2. There are 18

degrees of freedom (DOF) divided among the five bodies, which are modelled using generalized coordinate

derivatives labelled as ẋk
i , where k indicates body number, and i is a sequential index for each body. Coordi-

nate system 0 is the origin in inertial space. Coordinate system 1 is the ship body-fixed coordinate system,

and is located at the inverted pendulum attachment point. The X-axis points toward the ship bow (front),

and Y-axis points toward port (left). Coordinate systems 2 through 5 are body-fixed coordinate systems for

each of the four inverted pendulum links.

The first 6 DOF define the dynamics of the ship’s motion. The translational DOF of the ship are defined

in the ship frame rather than the inertial frame for reasons that will be discussed subsequently.

4. DERIVATION OF THE EQUATIONS OF MOTION

The derivation of the equations of motion used here is based on an automated method of deriving the

equations of motion for open chain-like mechanisms in a form that lends itself well to matrix mathemat-

ics [13]. The notations used in [13] have been modified for this paper in order to satisfy standard variable

labelling practices. The method presented in [13] also does not go into detail on several important aspects,

including how to properly extend the procedure to three degrees of freedom per joint, how to incorporate
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Fig. 2. Model coordinate systems and generalized coordinate derivatives.

translational degrees of freedom, and how to solve for reaction forces resulting from constrained motion. In

order to accommodate these limitations, a second reference was used which documents a similar automated

method of deriving the equations of motion, but in tensor notation [14]. While tensor notation lends itself

well to the syntax of programming languages, ensuring that the simulation code is correctly implemented

can be more difficult.

4.1. General Equations of Motion

Based on Kane’s method and the principle of virtual work [13], Euler’s equations of motion of a system

can be written as:

k

∑
i

∑ f k ∂v k

∂qi

=
k

∑
i

∑mkv̇ k
G

∂v k

∂qi

(1)

k

∑
i

∑mk ∂wk

∂ ẋi

=
k

∑
i

∑
[

Ikẇk +wk × (Ikwk)
] ∂wk

∂ ẋi

(2)

The index k is cycled over the number of bodies in the system, and the index i is cycled over the number

of generalized speeds, qi, and generalized coordinate derivatives, ẋi, defined for each body. The terms wk

and vk
G are the angular velocity and velocity of the centre of gravity, respectively. If the velocity partial

derivatives are written as Vk and Wk, and Q is the transformation between ẋ and q, then vk
G and wk can be

written as:

vk
G = qT Vk = ẋT QVk = ẋT Vk

Q (3)

wk = ẋT Wk (4)

These terms and their time derivatives can be substituted into Eqs. (1) and (2) to give:

k

∑
[

(f k)T (Vk
Q)

T = mkẍT Vk
Q(V

k
Q)

T +mkẋT V̇k
Q(V

k
Q)

T
]

(5)

k

∑
[

(mk)T (Wk)T = ẍT Wk(Ik0)T (Wk)T + ẋT Ẇk(Ik0)T (Wk)T + ẋT Wk(ΩΩΩk)T (Ik0)T (Wk)T
]

(6)

where ΩΩΩk is the skew-symmetric matrix of wk and the superscript (k0) indicates that a variable has been

defined in local coordinates and transformed to inertial coordinates. Since each term evaluates to a vector, a

transpose operation can be performed allowing Eqs 5 and 6 to be simplified to:
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k

∑
[

Vk
Qf k = mkVk

Q(V
k
Q)

T ẍ+mkVk
Q(V̇

k
Q)

T ẋ
]

(7)

k

∑
[

Wkmk = WkIk0(Wk)T ẍ+WkIk0(Ẇk)T ẋ+WkIk0ΩΩΩ
k(Wk)T ẋ

]

(8)

Equations 7 and 8 can be combined since they are written in terms of the same variables and the following

similar terms can be collected:

A =
k

∑
[

mkVk
Q(V

k
Q)

T +WkIk0(Wk)T
]

(9)

B =
k

∑
[

mkVk
Q(V̇

k
Q)

T +WkIk0(Ẇk)T
]

(10)

C =
k

∑WkIk0ΩΩΩk(Wk)T (11)

fff =
k

∑Vk
Qf k +

k

∑Wkmk (12)

The equations of motion can then be simply written as:

Aẍ+Bẋ+Cẋ = fff (13)

4.2. Partial Velocity and Partial Angular Velocity Matrices

The use of partial velocity matrices is a convenient method for automatically generating dynamics equa-

tions, as it allows each individual rigid body’s state variables to be defined in the body’s local coordinate

system, and then be transformed to the global coordinate system when substituted into the governing equa-

tions.

4.2.1. Partial Angular Velocity Matrices

The first step for determining the partial angular velocity matrices Wk, is to define the coordinate trans-

formation matrices between body coordinate systems. These transformations can then be combined to

determine the transformation between each body coordinate system and the inertial coordinate system. For

this model, Bryant angles, θθθ k, which use an XYZ body-fixed rotation sequence, were selected. This rotation

convention is commonly used in ship-based simulations. Coordinate rotations are calculated for each body

coordinate system and then are multiplied together to determine the overall rotation from individual body

frames to the inertial frame.

The resulting matrix can be used to transform any vector quantity between coordinate systems. This

means that given any vector rL defined in a local coordinate system, and Rk0, a transformation from the

local coordinate system to inertial coordinates, one can calculate the vector in inertial coordinates rG as:

(rG)
T = (rL)

T Rk0 (14)

The partial angular velocity matrix is basically the sequence of rotations needed to rotate an angular

dimension from a local coordinate system to the global coordinate system. For angular degrees of freedom

this is the local to global transformation matrix, and for translational degrees of freedom it is just a zero

matrix since the partial angular velocity derivative for a translational coordinate is zero.
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In the ship–inverted pendulum system there are 6 DOF associated with the ship and 12 associated with the

inverted pendulum, so the resulting partial angular velocity matrices (with dimensions 18x3) can be defined

as:

W1 =
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(15)

where O is a 3x3 zero matrix and the superscript (s) differentiates the ship translational DOF from angular

DOF.

4.2.2. Partial Velocity Matrices

The partial velocity matrix Vk is defined in a similar way to the partial angular velocity matrix, except that

the dimensions of the links need to be taken into account. The partial velocity matrices of the ship-inverted

pendulum model are:

V1 =
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(16)

where [Srk] and [Sqk] are skew-symmetric matrices of the vectors that define, in body k local coordinates,

the link centres of gravity and subsequent link connection points, respectively.

Next, the partial angular velocity matrix Wk and partial velocity matrix Vk are differentiated with respect

to time in order to obtain Ẇk and V̇k.

The inertia matrices Ik0 are obtained by defining the inertia properties for each body Ik in their local coor-

dinate systems and then rotating them into the global coordinate system using the following transformation:

Ik0 = Rk0Ik(Rk0)T (17)
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Finally, the partial velocities Vk and partial velocity derivatives V̇k are pre-multiplied by Q to obtain Vk
Q

and V̇k
Q. This allows the equations defined in terms of q and q̇ to be written in terms of ẋ and ẍ with the

transformation:

qT = ẋT Q (18)

For the ship–inverted pendulum model the matrix is:

Q =

















R10 O R10 R10 R10 R10

O R10 O O O O

O O R20 R20 R20 R20

O O O R30 R30 R30

O O O O R40 R40

O O O O O R50

















(19)

Now that all of the terms in Eq. (13) have been defined, the following sections will discuss how the

equations are customized to specific constraint conditions and numerically solved.

4.3. Prescribed Ship Motion

The model’s first 6 DOF are ship angular and translational motions, and thus have already been determined

when the simulation starts. This means that Eq. (13) can be rearranged (with y substituted for ẋ) as:

Aẏ = fff −By−Cy = d (20)

and partitioned by degrees of freedom as:

A1

A3 A4

ẏ1

ẏ2

d1

d2

A2

(21)

where A1, A2, d1, and ẏ1 correspond to the equations for the ship DOF, and A3, A4, d2, and ẏ2 correspond

to the equations of the inverted pendulum DOF. This allows the dynamic problem to be solved using the

lower partition:

A3A4

ẏ1

ẏ2 d2

(22)

This is convenient because A1 contains the mass properties of the ship, and d1 contains the external forces

acting on the ship, both of which are unknown. However, if the ship inertial properties were known, the

applied forces could be determined, should they be of interest. Further, it is observed that the fully-coupled

nature of the equations is retained such that the effect of the inverted pendulum on the ship, though small in

practice, is not neglected.

4.3.1. Ship-Pendulum Reaction Forces

The translational DOF are defined such that they represent the accelerations of the ship in the ship frame

rather than the inertial frame. They are modelled this way because the ship acceleration data, that will
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be used with the model, was recorded in the ship frame with an inertial sensor located near the point of

interest. This avoids the need to transform the data to the point of interest which would require knowledge

of the location of the centre of gravity of the ship which is not generally known, and is not constant due to

consumption of fuel, potable water, stores, and active stabilization systems (when present and engaged).

It is useful to be able to solve for the translational reaction forces between the ship and the inverted

pendulum. By adding new unknown force terms to the corresponding equations that were removed in the

previous section, one can rearrange the equations to solve for the reaction forces while still including the

prescribed ship accelerations.

If Eq. (22) is expanded to display the removed matrices and separate linear force terms, and A is instead

partitioned into 18x3 submatrices it would appear as:

A1 A2 A3 A4 A6 A1 A2A5

ẏ2 d2

ẏ1

1

ẏ1s
1

V1s
Q

f1sẏ1

1

ẏ1s
1

d1

(23)

The greyed out terms are the ones that were transfered to the right side of the equation. When the forces

are brought over to the left side of the equation and the ship angular terms removed, it becomes:

A3 A4 A6 A1 A2A5

ẏ2 d2

ẏ1

1

ẏ1s
1

d1

V1s
Q

f1s

(24)

In this form the translational reaction forces can be solved for using the same mathematical procedure

used to solve for the angular accelerations.

4.4. Method Used to Constrain Joints

In order to temporarily simplify the model to compare it to other models it is useful to be able to lock

the DOF of the inverted pendulum. This can be done by simply removing any control forces, setting the

positions and speeds of those DOF to zero at each time step, and removing the acceleration terms from the

equations of motion. Furthermore, the equations for those DOF can be easily modified to solve for joint re-

action forces and moments instead of the accelerations. Since relative angular velocity components between

bodies are used as generalized speeds, then the constraining moment components will appear uncoupled in

the corresponding equations [14]. For example, all of the joints can be locked and reaction moments solved

for in Eq. (24) by setting all of the ẏ terms to zero and substituting with terms that allow one to solve for the

reaction moments instead. The result with substitutions on the left hand side of the equation is:

f1s

m2

−V1s
Q −W1 −W2 −W3 −W4 m3

m4

m5

A1 A2d

ẏ1

ẏ1s

(25)
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4.5. Numerical Solution

As it was shown with Eq. (13) and the subsequent sections which derived its components, the equations

of motion can be written as:

A(θθθ )ẍ+B(θθθ)ẋ+C(θθθ , ẋ)ẋ = fff (θθθ ) (26)

which indicates that all of A, B, C, and fff are functions of the current state and therefore must be recalculated

at each time step of the simulation. When performing a simulation using this equation the only unknown is

ẍ so the equation can be rearranged as:

ẍ = A−1( fff −Bẋ−Cẋ) (27)

In order to use this equation with a time integration algorithm it is necessary to reduce it in order from N

second order differential equations to 2N first order differential equations. One approach is to write,

[

θ̇θθ

ẍ

]

=

[

Tẋ

A−1( fff −Bẋ−Cẋ)

]

(28)

where the T is the transformation from generalized coordinate derivatives, ẋ, to Bryant angle derivatives, θ̇θθ .

These equations are numerically integrated to calculate updated values of ẋ and θθθ at each time step.

5. MODEL VALIDATION

In order to validate the MATLAB code that simulates the dynamic equations of the four-link inverted

pendulum model (4BAR), its simulation results were compared with three existing, published models that

were created by members of the Carleton University Applied Dynamics Laboratory. The models were

assigned the same mass properties and exposed to the same ship motions and control forces, and their states

and reaction forces were compared.

The first model, GRM3D, was equivalent to having all four inverted pendulum joints constrained. The

second model, PSM3D, was equivalent to having all but the first joint constrained. Input ship motions for

these validations were obtained from two sources. The first was simulated ship data that was used to validate

GRM3D against PSM3D. The second was actual ship motion data recorded during a recent heavy-weather

sea trial aboard the Quest research vessel [15, 16] using an inertial sensor. The third model was equivalent

to having no joints constrained, but input ship motion was limited to 1 DOF translational accelerations.

5.1. Comparison Metric

The metric used to compare the simulation results between models is called a normalized root mean

square error (NRMSE) and is defined as:

NRMSE (%) =

√

1
n ∑(x1

i − x2
i )

2

xmax − xmin

×100 (29)

where x1
i and x2

i are data points from the first and second data sets, and n is the number of data points. Root

mean square error is a useful metric for evaluation of the differences between datasets when the data are

cyclic. With standard error calculations, normalized error calculations become inflated when both data sets

approach zero which is less of an issue with root mean square calculations.

5.2. Validation with GRM3D

Graham’s model is a 2D rigid body with no DOF attached to a ship base with 1 DOF of angular motion

and 2 DOF of translational motion intended for studying human reactions to ship motion [17]. GRM3D is a
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spatial version of Graham’s model that can be simulated in FORTRAN under any 6 DOF input deck motions

and with various options for attachments to a hanging pendulum or a cart load [18]. If all of the joints in

the 4BAR model are locked as formulated in Eq. (25), then it should behave the same as GRM3D, which

provides an opportunity for model validation.

The simulated ship motion included velocities, accelerations, angular orientations, angular velocities, and

angular accelerations. Reaction forces and moments were compared between the two models and the results

are shown in Figs. 3 and 4.
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Fig. 3. Comparison of reaction forces between 4BAR and GRM3D. NRMSE 0.51% (Fx), 0.18% (Fy), and 0.15% (Fz).

5.3. Validation with PSM3D

PSM3D is a single-segment, single–joint spatial inverted pendulum postural stability model written in

FORTRAN [5]. Similar to GRM3D, it can also be simulated under any prescribed motions and has various

options for attachments to other rigid bodies and loadings. If all of 4BAR’s joints are locked except for the

first one, then it should behave the same as the PSM3D inverted pendulum model as long as both models

use the same control system. In the PSM3D model there are control moments calculated for roll and pitch

using a simple PD controller, which was implemented in the 4BAR model.

Four primary validation tests were run for the two models. The first used the same generated ship motion

that was used for the GRM3D comparison. The second and third used two different six-minute recordings

of measured ship motion. The fourth used a forty-minute recording from the same sensor. The results from

all four tests were equally successful, and graphed results from the second test are shown in Figs. 5 and 6.
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Fig. 4. Comparison of reaction moments between 4BAR and GRM3D. NRMSE 0.41% (Mx), 0.57% (My), and

0.80% (Mz).

5.4. Validation of Multiple Links

For validation of the model with no joints constrained there was not a spatial model readily available, so

instead, a comparison was made with a published 2D cart–inverted pendulum model [19]. The equations of

motion used for the cart–inverted pendulum model (CARTIP) were:

Mq̈+Cq̇+Kq = 0 (30)

where M, K, and C are the mass, stiffness, and damping matrices.

In 2D, the only difference between the cart–inverted pendulum model and the ship-inverted pendulum

model is that the ship can experience rotational motion as well as translational motion. For this test, the

input ship motion was reduced to one degree of freedom translational motion.

The results of the test are shown in Fig 7. The data shown is for the fourth link, because its motions and

errors were the largest. The other links all had very similar results.

6. CONCLUSIONS

Comparisons of the new spatial inverted pendulum model with existing models show that the new model

performs almost exactly the same as existing ones. The small differences between models are attributed to

variations in implementation resulting in computational differences between the MATLAB and FORTRAN

models. Future work on the derived model will involve developing a control system which combines experi-

mental sensory data with the complexity of a four-link spatial model, which will be used to better understand

human postural stability control strategies.
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Fig. 5. Validation test angles for 4BAR and PSM3D. NRMSE 0.32% (θx) and 0.45% (θy).
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ABSTRACT
The load-carrying capacity of manipulators is often considered to be the same throughout their workspace.

However, the actual capacity of manipulators largely depends on their posture, their velocity, their acceler-
ation and the limits of their actuators. In this paper, a method is proposed to increase the payload capacity
of manipulators through trajectory optimisation. This optimisation is performed on a task basis and there-
fore, the load-carrying capacity varies from task to task. An extensive analysis of the method is conducted
based on its application on a planar RR serial two degree-of-freedom manipulator. This analysis evaluates
the ability of the method to find feasible trajectories and compares the results with those obtained using
Bang-bang type methods. It is shown that, although the trajectories produced by the proposed method are
not time optimal, the method is much more versatile and much simpler to implement than its Bang-bang
counterparts.

Keywords: trajectory optimisation; manipulator dynamics; parametric trajectory.

OPTIMISATION DE TRAJECTOIRE PARAMÉTRIQUE POUR L’AUGMENTATION DE LA
CHARGE UTILE

RÉSUMÉ
La charge utile des manipulateurs est souvent considérée comme étant constante sur l’ensemble de l’es-

pace de travail. Il est cependant noté que la véritable charge utile d’un manipulateur dépend de sa posture,
de sa vitesse, de son accélération ainsi que des limites de ses actionneurs. Dans cet article, une méthode
d’optimisation de trajectoire est proposée pour augmenter la charge utile des manipulateurs. Cette optimisa-
tion est faite en fonction de chaque tâche. La charge utile varie alors selon la tâche à accomplir. Une analyse
approfondie est effectuée en étudiant l’application de cette méthode à un manipulateur sériel plan à deux
degrés de liberté d’architecture RR. Les résultats de la méthode méthode proposée sont aussi comparés aux
résultats obtenus avec des méthodes de type Bang-bang. Il est montré que, bien que les trajectoires obtenues
avec la méthode proposée ici ne sont pas optimales, la méthode est beaucoup plus flexible et beaucoup plus
facile à mettre en œuvre que les méthodes de type Bang-bang.

Mots-clés : optimisation de trajectoire ; dynamique des manipulateurs ; trajectoire paramétrique.
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1. INTRODUCTION

The payload capacity of a robotic manipulator is often considered constant throughout its workspace.
As a result, robots are often very heavy compared to the payload they can carry. However, this limit is
not necessarily representative of the actual load-carrying capacity of the manipulator for all motions it is
required to perform. To use the analogy of the human arm, the maximum weight that a human can carry at
an arm’s length is not nearly as much as the weight they can carry closer to the body. Indeed, the payload
capacity of a manipulator depends on its position, velocity, and acceleration as dictated by the limits of its
actuators and its dynamics. In this work, a method is proposed to find trajectories that enable a manipulator
to execute a prescribed task with a payload exceeding its normal load-carrying capacity.

A distinction is made between two types of tasks. The first are path following tasks where the path
the manipulator must take is predetermined either in the joint space or the Cartesian space. The second
type of task is where an initial state of the manipulator is known and a destination state is specified but
the path between the two is not predetermined. These tasks are often referred to as pick and place tasks.
Additionally, a distinction is made between a path and a trajectory [1]. A path is simply a sequence of
positions / orientations that the manipulator must attain to arrive to a final destination. A path can be
executed an infinite number of ways by varying the velocity at each position to execute the task more or less
quickly. A trajectory, on the other hand, includes the time at which each position must be attained. Thus,
the velocity and the acceleration of the manipulator is also defined at each point in a trajectory.

A considerable amount of work has been done on the time optimisation of path following tasks, i.e.,
finding the fastest trajectory that follows the path, e.g., [2, 3]. An excellent review and explanation of such
methods is presented in [4]. Applications for path following trajectory optimisation include for example arc
welding [5, 6]. This work studies the optimisation of trajectories for pick and place tasks.

In industrial robotics, the question of time optimality is very important. Indeed, time optimal trajecto-
ries can have a great impact on production time and therefore can increase the output of manufacturing.
Accordingly, considerable research has been conducted in this field. Often, the time optimal problem is
considered from the point of view of optimal control, a branch of the calculus of variations [7]. Optimal
control theory has been applied to many fields including the control of fighter jets [8]. Indeed any system
of time varying nonlinear differential equations such as the Van der Pol equations can be studied in this
way [8]. These methods can also be applied to systems of non-linear differential equations with multiple
inputs [9]. Perhaps the most studied methods of time optimal trajectories for pick and place tasks are Bang-
bang type methods [10–12]. These methods are named Bang-bang because the input joint efforts of the
resulting trajectories are always at their limits and abruptly alternate between their upper and lower limits.
According to optimal control theory, Bang-bang trajectories are a necessary condition for the time optimal
control problem. These trajectories are considered time optimal but they usually have high jerk due to the
switching from one limit to the other. In order to reduce the jerk of the trajectories produced by Bang-bang
methods, smoothing methods have been proposed [13].

Another approach is to generate trajectories in the joint space and impose the limits of the joint efforts
as constraints. In [14], cubic splines where used to describe the trajectory of each joint and trajectories
were found that satisfy the dynamic constraints [14, 15]. A limitation of both of these methods is that the
positions of the joints were strictly increasing (monotonic), i.e., path never backtracked away from the target
posture for any of the joints. In applications where the joint efforts are limited such as the increased payload
capacity explored in this work, a swinging motion is sometimes necessary in order to accumulate enough
kinetic energy which such methods do not allow. A similar optimisation method than the one used in this
paper is presented in [16] to find singularity free parametric trajectories.

Korayem et al. have conducted considerable research in determining the maximum load-carrying ca-
pacity for specific tasks of many types of manipulators including redundant manipulators, flexible joint
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manipulators and parallel manipulators [17–20].
The method presented in this paper seeks to find smooth parametric joint trajectories that perform pick

and place tasks with a payload that would normally be too heavy for the manipulator. This result is accom-
plished by imposing constraints on the joint efforts using the inverse dynamics model of the manipulator. A
secondary objective of reducing the total trajectory time is also included in order to compare with Bang-bang
methods.

Section 2 of the paper presents the proposed method, the different parametrisations studied and the formu-
lation of the objective function and constraints. Section 3 presents an example application of the proposed
method to a planar serial RR manipulator. This section also presents the results of extensive analyses of the
performance of the proposed method. The final section of this work, section 4, is a discussion of the results
and presents some conclusions drawn.

2. METHOD

2.1. Method Overview
As stated in section 1, the method proposed in this work applies to pick and place tasks. No path to follow

is imposed and it is presumed that no obstacles are present. For such tasks, the initial state of the manipulator
should include at least the position and the velocity of each joint and can include any derivative such as the
acceleration and jerk. For the state of the manipulator at the end of the task, any constraint on the position
and its derivatives can be imposed.

Where the proposed method differs most from many of the time-optimal methods found in the literature
is in how they compute the trajectory of the manipulator from a given optimisation vector. For example in
Bang-bang methods, where the trajectory is defined in the space of the joint efforts (e.g., actuator torques),
the effort of each joint is presumed to be maximal at all times. Therefore, the optimisation vector of these
methods represents the times at which the effort of each joint switches between its maximum and its mini-
mum. The switching times are then modified until a trajectory is found that accomplishes the required task.
The method proposed in this work does the opposite. It generates position, velocity, and acceleration joint
trajectories, all of which accomplish the required task. It then adjusts the joint trajectory until one is found
that satisfies the limits of the actuators. In this case, the optimisation vector represents the parameters of
a parametric curve that defines the trajectory of each joint as a function of time. The parametric curves
can be n-th degree polynomials, Fourier series, cubic splines, or any other parametric curve. In this work,
series of cubic splines are studied. This parametrisation is further explained in section 2.2. The constraints
that determine whether a given trajectory lies within the limits of the actuator’s capabilities are presented in
section 2.3.

A secondary goal of this research is to make the method as simple to implement as possible. Therefore,
the optimisation algorithm used in this work is a sequential quadratic programming (SQP) algorithm as
implemented in the fmincon function in the optimisation toolbox of MATLAB® [21].

The objective function used in this research is simply the final time of the trajectory. This allows a better
comparison to Bang-bang methods. However, it should be noted that the proposed method is very flexible
and can optimise virtually any criterion such as the energy consumption. It can also impose virtually any
constraints such as on the velocity, the acceleration, or the jerk of the joint trajectories. This flexibility is
not found in Bang-bang methods. Of course, the complexity of the objective function chosen will have an
important impact on the computation effort required and indeed on the convergence of the optimisation. It is
also noted that the method proposed in this paper is local and does not guaranty a global solution. However,
since the primary goal of this research was to develop a simple method for feasible trajectory optimisation,
global optimality is secondary.

The proposed method can be summarised by the following algorithm and Table 1 summarises the differ-

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 3



ences between the proposed method and the often used Bang-bang method.

• Define the task in terms of initial and final conditions.
• Choose a type of parametric curve for the trajectory of each joint.
• Determine an initial guess vector. The length of this vector depends on the parametric curve chosen.
• For each iteration:

– Compute the trajectory that satisfies the task constraints and the current optimisation vector.
– Discretise the trajectory into N points.
– Compute the position, velocity, and acceleration of each joint at each point in the trajectory.
– Compute the effort required at each joint for each point to follow the computed trajectory.
– Compute the objective function (section 2.3).
– Compute the dynamic constraints violation at each point of the trajectory for each joint.
– Adjust the optimisation vector (SQP) to get closer to satisfying the constraints and minimising

the objective function.

Table 1. Summary of the differences between the proposed method and Bang-bang methods.
Proposed Method Bang-bang Methods

• Trajectories generated in the joint space.
• All trajectories perform the required task.
• Looks for trajectories that satisfy the constraints.
• Continuous position, velocity and acceleration.
• Does not require numerical integration.
• Not time optimal.
• Can optimise for any objective function.
• Can add constraints on joint velocity or accelera-

tion.

• Trajectories generated in the joint effort space.
• All trajectories satisfy the dynamic constraints.
• Looks for trajectories that perform the task.
• Discontinuous acceleration at change points.
• Requires integration for dynamics simulation.
• Potentially time optimal.
• Difficult to optimise anything other than time.
• Difficult to implement additional constraints.

2.2. Parametrisation
The parametrisation studied in this work is based on a series of cubic splines. Cubic splines are polyno-

mials of degree three joined together at a number of knots. For a trajectory of n splines, there are therefore
n− 1 knots. At each of these knots, the trajectory must be continuous in position, velocity and accelera-
tion (PVA). In other words, the PVA at the end of each spline is constrained to be equal to the PVA at the
beginning of the next spline.

As stated above in section 2.1, the tasks to be accomplished are defined by a number of initial and final
position, velocity and/or acceleration conditions. Therefore, a number of linear constraints are imposed
on the selection of the splines that ensures that the task is performed. In this work, tasks were defined by
position and velocity (PV) initial conditions as well as PV final conditions.

With a parametrisation of splines, the boundary conditions apply constraints on two of the splines. Specif-
ically, the initial conditions apply constraints on the first spline and the final conditions apply constraints on
the last spline. Cubic splines of this kind are fully defined when the position of the trajectory at each of the
knots is known, assuming the final time T is also known. There are therefore as many optimisation variables
as there are knots. The splines in this work, are all of equal length. For example, for a parametrisation of
three splines, the two knots are at T/3 and 2T/3.
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Figure 1 illustrates the constraints associated with cubic splines for an example with two splines. These
constraints are all linear and thus the coefficients of each spline for given values of z can be readily computed.
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Fig. 1. Visual representation of the constraints imposed on the cubic spline trajectories. The equation in bold indicates
the constraint associated with the optimisation variable. In this figure, q j, q̇ j, and q̈ j represent the PVA of the j-th
joint.

It should be noted that this method defines the trajectory of a single joint and requires that the final time of
the trajectory be known. Since all the joints should finish the trajectory simultaneously, the final time should
be common to all joints. Thus, an example of an optimisation vector for a two dof manipulator would have
the following form:

z =
[

z11 · · · zn11 z12 · · · zn22 T
]T (1)

where zi j is the i-th optimisation parameter of the j-th joint, n j is the total number of optimisation variables
of the j-th joint (number of knots). Note that the number of optimisation variables is not necessarily equal
for each joint.

2.3. Objective Function and Nonlinear Dynamic Constraints
Now that a method of generating joint trajectories is available and the associated optimisation vector has

been determined, a means of evaluating the trajectories is needed. The goal of this work is to explore meth-
ods of enabling a manipulator to perform a task that would normally exceed its capabilities, thus increasing
its payload. As a result, the objective function chosen is not a critical part of the optimisation, and any
measure can be optimised to suit the needs of the specific application. In this work, the total trajectory time
has been chosen in order to facilitate the comparison with Bang-bang methods.

So far, the proposed method allows the generation of trajectories that satisfy the boundary conditions
imposed by the task and seeks to minimise the total time. If no other constraints are imposed, a trajectory
performed in an infinitesimal time would be optimal and perfectly acceptable. However, the joint efforts
needed to follow such a trajectory would be near infinity and therefore not feasible. For that reason, some
additional constraints must be imposed to find feasible trajectories.

For a trajectory to be feasible, the generalised efforts needed to follow it must be within the limits of
the capabilities of the manipulator’s actuators. Generally, the required efforts at a given instant for a serial
manipulator are a function of the joint PVA and can be expressed in the following form:

τττ = A(q)q̈+b(q, q̇)+ c(q) (2)

where τττ is the generalised efforts vector, A is the inertial matrix, b contains the Coriolis and centrifugal
terms, c contains the gravitational terms and q, q̇ and q̈ are the joint PVA vectors.

For a given optimisation vector from equation (1), the trajectory is fully defined and the PVA of all joints
at all times during the trajectory can be obtained analytically. Therefore, once a trajectory is defined, the
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joint efforts can also be obtained analytically at any point of the trajectory using equation (2). Inequality
constraints can then be imposed on a discretised trajectory to ensure that the manipulator is able to perform
the trajectory and therefore the task. At each time ti the nonlinear dynamics constraints of a given joint j are
of the following form:

τ j,min ≤ τ j(ti)≤ τ j,max (3)

where τ j,min and τ j,max are the minimum and maximum efforts that the j-th joint can produce.
Formally, the optimisation problem is expressed as:

min T (z)

s.t.
τ(z, ti)≥ τ j,min
τ(z, ti)≤ τ j,max

}
∀ i = 1..N, j = 1..M

T (z)> 0

(4)

where T (z) is simply the last component of z, N is the number of discretisation points used for the verifica-
tion of the dynamic constraints, and M is the number of degrees-of-freedom of the manipulator.

In summary, for the method presented in this work, all trajectories generated by the parametrisation
perform the task required but the method tries to find one that is feasible. This is in contrast to Bang-bang
methods where all trajectories generated are feasible but the method tries to find one that performs the
required task. One of the main advantages of the proposed method is that it does not require a numerical
integration of the dynamics model in order to compute the objective function or the nonlinear constraints.
Conversely, this computationally costly numerical integration is required for the computing of the objective
function for Bang-bang methods.

3. CASE STUDY AND METHOD EVALUATION

3.1. Manipulator
The manipulator studied in this work is the planar RR mechanism shown in Fig. 2. The geometric and

inertial properties of this manipulator are summarised in Table 2.

θ1

θ2

a1

L1

a2

M

m1, I1

m2, I2

Fig. 2. RR manipulator studied in this work.
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Table 2. Geometric and inertial parameters of the RR manipulator studied in this work.
L1 a1 a2 m1 m2 I1 I2

0.250 0.198 0.143 0.193 0.115 1.149e-3 4.993e-04

The units in this table are SI units: m for lengths, kg for masses and kg ·m2 for moments of inertia. It is
noted that the length of the second link is not needed in this analysis since the mass m2, its relative centre
a2 and its moment of inertia I2 take into account the mass of the second link as well as the payload M.
Similarly, the mass of the second actuator can be taken into account in m1, a1, and I1.

3.2. Analysis Methodology
In order to evaluate the performance of the proposed method, two analyses have been conducted. Both

analyses have many points in common. Firstly, four tasks have been established on which the proposed
method was evaluated. Secondly, the effect of the number of splines has been studied. Lastly, the effect of
the initial guess on the convergence of the optimisation has been studied. Both analyses use the same tasks,
number of splines, and method for generating random initial guesses.

3.2.1. Prescribed Tasks
In this work, four tasks have been established on which the performance of the proposed method was

evaluated. Each of these tasks have Bang-bang solutions. All four tasks are defined by PV initial conditions
as well as PV final conditions and are presented in Table 3. In this table, q j(0) and q̇ j(0) are the PV initial
conditions of the j-th joint and q j(T ) and q̇ j(T ) are the PV final conditions of the j-th joint. A visual
representation of these tasks is shown in Fig. 3.

Table 3. Tasks to be executed by the manipulator during the analyses performed in this work.
Task q1(0) q̇1(0) q2(0) q̇2(0) q1(T ) q̇1(T ) q2(T ) q̇2(T )
(T1) -2.09 0 0 0 1.01 0 0.26 0
(T2) -4.01 0 0 0 -0.29 0 0.17 0
(T3) -1.57 0 0 0 0.87 4.20 -1.61 3.20
(T4) 0.79 0 -0.79 0 -1.57 10.74 0 -5.49

Initial Conditions

Final Conditions

(T1) (T2) (T3) (T4)

4.2rad/s 3.2rad/s

10.74rad/s

-5.49rad/s

Fig. 3. A visual representation of the four tasks to be performed.

It can be observed that two of the tasks (T1 and T2) are pick and place type tasks where the velocity of
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each joint is zero at the beginning and at the end of the trajectory. The other two trajectories (T3 and T4) start
at standstill but end with a given joint velocity. The latter tasks can be much more difficult to accomplish.

3.2.2. Number of Splines
As the number of splines increases, the set of possible trajectories also increases. That is, trajectories with

many knots whose position can be changed have more freedom and can potentially generate more interesting
solutions. On the other hand, an increase in the number of splines also leads to an increase in the number
of optimisation variables. This could lead to an increase in the solution time and indeed the difficulty of
finding a suitable trajectory that satisfies the dynamic constraints set by the joint effort limits. In order to
study the effect of the number of splines on the performance of the method, series of two to ten splines were
evaluated. This corresponds to optimisations of one to nine variables per joint.

3.2.3. Initial Guess
The convergence of local optimisation methods such as the SQP algorithm used in this work, can be very

sensitive to the initial guess provided. Therefore, a large number of randomly generated initial guesses were
sampled in order to study the sensitivity to the initial guess.

In order to limit the generation of nonsensical initial guesses, some constraints on the range of the random
number generator were imposed. These constraints should be chosen so as to limit the initial guesses to
sensible values but should not be excessively restrictive. As such, randomly generated positions between
πrad and −πrad have been used in this study.

3.2.4. First Analysis
The first analysis sought to evaluate the ability of the method to perform the four tasks described in section

3.2.1. This evaluation was performed with one hundred random initial guesses for each number of splines.
The criteria measured in this analysis were the computation time, the rate of success, and the trajectory time
(objective function), the latter of which was compared to the trajectory time of the Bang-bang solution.

For all tasks, the effort limits (dynamic constraints from equation (3)) were set to a fixed percentage of
the static effort. The static effort here is defined as the effort required to maintain the manipulator in its hori-
zontal posture, i.e., where θ1 = θ2 = 0. For this analysis, the effort limits were set to 50% of the static effort
for the first joint and 75% for the second joint. The reasoning behind the choice of different percentages
for the joints is twofold. First, the actuators close to the base of the manipulator tend to be the largest and
strongest. Therefore, the benefits of limiting the effort of these joints would often be amplified with respect
to the other joints. The second reason is that the effort at the first joint is more configuration dependent than
the effort at the second joint. Specifically, the effort at the first joint depends on the position of the second.
As a result, reductions in the effort of the joints farther from the base tend to be harder to achieve. It should
be noted that these assumptions are not necessarily true for all manipulators or applications.

3.2.5. Second Analysis
Since the main goal of this research was to find a simple method to enable an increased payload for

robotic manipulators, the second analysis studied the method’s ability to find solutions with progessively
stricter dynamic constraints. In other words the effort limits were lowered until the optimisation method
was no longer able to find a feasible trajectory. As such, the values of the dynamic constraints were not
fixed values but rather decreased as solutions were found. Specifically, Table 4 presents the values used for
the second analysis. These values maintain the same 2:3 ratio as the effort limits used in the first analysis.

The procedure of the second analysis was the following. First, for a given task and number of splines,
the optimisation procedure was executed with the largest effort limits from Table 4 (100% and 150%). This
procedure was repeated with randomly generated initial guesses until a feasible trajectory was found. Then

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 8



Table 4. List of the fifteen effort limits of each joint as a percentage of the static effort for the second analysis conducted
in this work.

Joint 1 (%) 100 90 80 70 60 50 40 34 28 24 20 16 12 10 8
Joint 2 (%) 150 135 120 105 90 75 60 51 42 36 30 24 18 15 12

the optimisation was restarted with the next effort limits and so on until no trajectory could be found after
two hundred initial guesses. When no feasible trajectory could be found, the analysis moved on to the next
task and eventually to the next number of splines.

3.3. Results
The results of the first analysis are shown in Fig. 4. Figure 4a shows the computation time, Fig. 4b shows

the success rate of the of the method with randomly generated initial guesses, and Fig. 4c and 4d show,
respectively, the average and the minimum trajectory times relative to the corresponding optimal Bang-bang
trajectory. All of these figures are a function of the number of splines and the prescribed task.
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Fig. 4. Results of the first analysis.
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From Fig. 4a, it can be observed that, unsurprisingly, the computation time increases with the number of
splines. However, it seems that the likelihood of finding successful trajectories from randomly generated
initial guesses and the ability to adapt to difficult tasks is improved with an increased number of splines.
Only the successful trajectories are included in Fig. 4c and 4d, i.e., trajectories that satisfied the dynamic
constraints. A value of 1 in these figures means that the computed trajectory time is the same as the Bang-
bang trajectory time. The trajectory times of the Bang-bang optimal trajectories for each task were 0.7s,
0.64s, 0.9s, and 0.85s, respectively.

It can be observed that the gains in performance from an increase in the number of splines seem to taper
off after six splines. Since the computation time continues to increase with more than six splines, this seems
to be the optimal number of splines for this application. Note that for other applications, this number might
be different. It can also be observed that for certain tasks, the best trajectories obtained with the proposed
method perform nearly as well as the optimal Bang-bang trajectories. This is remarkable due to the fact
that the trajectories obtained with the proposed method are smooth in position, velocity, and acceleration.
To illustrate this, Fig. 5 shows a comparison between one of the trajectories obtained with six splines and
the optimal Bang-bang trajectory for the first task. In this figure, it is observed that the trajectory obtained
with the proposed method is continuous in acceleration and the Bang-bang trajectory has discontinuous
acceleration whenever one of the joint efforts switches from one limit to the other.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

-2

-1

0

1

2

t

q

q1,proposed
q2,proposed
q1,Bang-bang

q2,Bang-bang
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Fig. 5. Comparison of trajectory obtained with the proposed method and Bang-bang method.
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The results of the second analysis are shown in Fig. 6 which shows to which extent the actuator effort
limits can be reduced. It can be observed that the proposed method is actually quite capable of increasing
the payload capacity of the manipulator especially for certain tasks. Again the ideal number of splines
for this application seems to be six. The performance for certain tasks is sometimes even diminished with
higher numbers of splines while for other tasks, the performance increases slightly. This fluctuation is most
likely due to the arbitrary nature of the randomly generated initial guesses. It should also be noted that the
proposed method is able to find smooth solutions to most tasks with only 30% of the static effort for the first
joint (45% for the second joint). For both analyses, the number of discretisation points N where the dynamic
constraints were verified was one hundred.
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Fig. 6. Results of the second analysis. On the y-axis, the the lowest limit for which a successful trajectory was found
is expressed as percentages of the static efforts.

4. CONCLUSION

In this work, a trajectory optimisation method was proposed to increase the load-carrying capacity of
manipulators. It was shown that the payload capacity of manipulators can be considerably increased through
trajectory optimisation on a task basis. It should be noted that the proposed method does not produce time
optimal solutions such as those obtained with Bang-bang methods. However, it was shown that for some
tasks, the trajectories obtained can be very close to the optimal Bang-bang solution. Since the primary goal
of this research was to enable manipulators to perform tasks with heavier loads than their carrying capacity,
the proposed method is considered successful. It was also shown that the solutions found are not necessarily
globally optimal. In fact, the initial guess has a great impact on the convergence of the method.

The proposed method is very flexible and can be adapted to many trajectory optimisation problems. For
example, the total energy could be optimised and velocity, acceleration, or jerk constraints could readily
be added. The dynamic constraints studied in this paper were static, i.e., the values for the maximum and
minimum effort limits were constant. However, the limits of electric actuators are often tied to the velocity
which could be taken into account with the proposed method. This flexibility is not present in other optimal
control methods such as Bang-bang methods.
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ABSTRACT
This paper deals with the wrench workspace (WW ) determination of parallel manipulators. The WW is

the set of end-effector poses (positions and orientations) for which the active joints are able to balance a set
of external wrenches acting at the end-effector. The determination of the WW is important when selecting
an appropriate robotic design since the size and shape of the WW are dependent on the robot’s geometry
(design) and selected actuators. Algorithms for the determination of the reachable workspace and the WW
are presented. The algorithms are applicable to robotic architectures utilizing actuators with positive and
negative limits on the force/torque they can generate, as well as cable-driven parallel manipulator architec-
tures which require nonnegative actuator limits to maintain positive cable tensions. The approaches used in
this paper provide guaranteed results and are based on methods utilizing interval analysis techniques for the
representation of end-effector poses and design parameters.

Keywords: interval analysis; wrench capability; wrench workspace.

1. INTRODUCTION

Parallel manipulators (PMs) are a classification of robotic mechanism consisting of a moving platform
which is connected to a fixed base through multiple serial kinematic chains (limbs) forming a closed-loop
architecture, as illustrated in Figure 1. The closed-loop architecture allows n-degrees-of-freedom (DOF)
motions using m active joints, where m must be equal to or greater than n. All remaining joints are passive.
PMs tend to have a) high load carrying capacity as the total load can be shared by the limbs acting in parallel,
b) low inertia of most moving parts due to the heavy actuators typically being located near or at the fixed
base, and c) high structural stiffness. However, PMs tend to have smaller and less dexterous workspaces
due to link interferences, internal singular configurations, and physical constraints. Cable-driven parallel
manipulators (CDPMs) are a special class of PM where the moving platform is connected in parallel to
fixed actuated spools by cables (see Figure 1b). If each cable is modelled as a rigid-body, the CDPM in
Figure 1b is kinematically equivalent to the rigid-link 3-RPR PM. Actuation of the cable lengths allows
for control of the moving platform and generation of end-effector wrenches. A limiting factor of a CDPM
is that the cables are non-rigid members and therefore require nonnegative cable tensions to constrain the
robot’s moving platform. CDPMs have several benefits over rigid-link PM architectures, such as a very large
reachable workspace (since large cable lengths can be used), low visual intrusion, low limb mass (since each
limb consists of only a cable), rapid deployment and easy reconfigurability.

1.1. Task Completion
When selecting a robot for a specific task, it is important to select an architecture with an appropriate

design which is capable of: generating desired end-effector wrenches (i.e., force/moment couples, herein
referred to as simply wrenches), and traversing desired trajectories. Several papers have considered the
workspace analysis for a task, given a required set of wrenches described geometrically as a point (a single
wrench) [2, 5, 7], a solid hyper-ellipse [2, 3, 8], a solid hyper-rectangle [10], or a solid convex polytope [2, 7].
Point representation is important when obtaining a CDPM’s static workspace (the set of poses of the moving
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Fig. 1. Parallel manipulator architectures.

platform for which the cables can balance the weight of both the platform and the payload with tension forces
only), as the single wrench corresponds to the combined platform and payload weight; the importance of
the hyper-ellipse representation is that the force and moment contributions of a wrench can be modelled
independently as being isotropic; e.g., a force of magnitude 1 N in any direction and a moment of magnitude
0.5 Nm in any direction; the hyper-rectangle representation independently defines the lower and upper
bounds of the desired forces and moments and is suitable for interval analysis techniques; and a polytopic
representation allows for complex descriptions of task wrench requirements described by the intersection of
a set of half-spaces.

The usable workspace for the robot when considering a desired task is termed the wrench workspace. A
similar term, wrench-feasible workspace, is typically given to the workspace of a CDPM which considers
nonnegative cable tensions. The concept of a wrench workspace has been studied in [3, 6–9, 18, 21].
An interval-based method [10, 12] and a convex-hull method [2, 3, 6, 7] are two current techniques for
numerically obtaining the wrench workspace. A comparison of the two techniques applied to the 3-RPR
CDPM is provided in [17]. The term wrench workspace (WW ) will be used throughout this paper to refer to
both CDPMs with nonnegative cable tensions and rigid-link PM architectures for the completion of desired
tasks. Determination of the WW is commonly performed by considering a grid of end-effector poses, where
each pose is tested for being wrench-capable (i.e., the robot is able to generate the desired wrenches at
the given pose). The grid is used to discretize the search space and each discretized pose is evaluated
for being wrench-capable. Discretization provides a straightforward algorithm for determining a set of
wrench-capable poses which collectively form the WW . However, the solution set of poses only provides
an approximation of the true WW . This is because out of the infinitely many poses of the discretized search
space, only a finite quantity – those on the discretization grid – are tested; therefore, all of the poses of the
grid may be wrench-capable but some poses which are not wrench-capable may be missed, especially since
the WW typically has a non-convex geometry, may contain holes, and may also be separable. Gouttefarde
et al. [10] state “the result provided by a discretization can never be guaranteed, i.e., one can never know if
this result can be trusted.”.

1.2. Interval Analysis Techniques
This paper expands on the work by Gouttefarde et al. [10] on the guaranteed determination of a CDPMs

wrench-feasible workspace using interval analysis techniques. Interval analysis techniques allow computa-
tions using an interval representation for variables. These techniques provide an alternative to the typical
discretization methods since they allow an infinite set of poses to be represented as a single interval. Clas-
sification tests can then be used on the pose intervals and can provide high resolution and guaranteed WW
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determinations. The solution is guaranteed since each of the infinitely many poses are explored. Interval
analysis also has an added benefit of accounting for numerical rounding errors by properly representing a
floating point value by an interval which tightly contains the desired value. The verification of a pose inter-
val being wrench-capable is based on an inside test which ensures feasibility for a system of interval linear
equations using two theorems proposed by Rohn [19] for strong feasibility (for CDPMs with nonnegative
cable tensions) and strong solvability. A complementary outside test is used to determine if a pose interval
falls completely outside of the WW , i.e., no pose inside the pose interval can generate the desired wrenches.
The outside test was proposed in [10] and utilizes interval filtering or consistency techniques and provides
guaranteed results that the interval under inspection is completely outside of the WW .

The contribution of this paper is to extend the interval analysis algorithm originally proposed for CDPMs
with nonnegative cable tensions by Gouttefarde et al. [10] to general PM architectures utilizing actuators
with both positive and negative torque/force limits (capabilities). Section 2 introduces interval arithmetic
and describes general solving procedures for the interval evaluation of a function, filtering techniques which
can be applied to the function to enforce consistency in the variables, and a branch-and-bound method for
improving the interval solution. The reachable workspace evaluation is described in Section 3 and is based
on the algorithm proposed by Oetomo et al. [16] which describes an interval analysis method to certify
the reachable workspace of a flexure-based precision mechanism using the forward and inverse kinemat-
ics combined with interval constraint satisfaction techniques. This algorithm is easily adaptable to many
kinematic architectures, with various kinematic chains, expressed as constraints in terms of mathematical
equalities/inequalities and is able to manage parameter uncertainties (e.g., the length of the proximal and
distal links are specified as li±δ to model flexure-joint deflections). The implementation of this algorithm
for general PM architectures is presented which consists of an inside test which is able to efficiently de-
termine the set of pose intervals which are completely inside the reachable workspace and an outside test
to determine the set of pose intervals which are completely outside the reachable workspace. The WW
is described in Section 4 and an algorithm for determining the set of pose intervals which are inside and
outside the WW is provided. The examples in this paper are coded in C++ and use the interval arithmetic
and HC4 constraint propagation loop of the Ibex C++ library, and the simplex method of the Computational
Infrastructure for Operations Research (COIN) library.

2. INTERVAL-BASED KINEMATICS

2.1. Interval Arithmetic
Interval analysis is a mathematical framework which allows for a computation using interval quantities,

such that an interval variable [x] denotes the natural extension of the closed interval [x] = [x,x] = {x | x ∈
R, x≤ x≤ x}. A fundamental feature of interval analysis is the interval evaluation of a function which yields
a closed interval bounding the set of solutions. The evaluation of the function f (x) over the interval [x] yields
an interval [ f ] which encloses the image of [x] under f ([x]). The function [ f ] is called an inclusion function
for f ([x]), such that f ([x]) = { f (x) | x ∈ [x]} ⊆ [ f ]. The converse inclusion does not hold in general, and
[ f ] overestimates f ([x]), thereby introducing pessimism in the evaluation [10]. The overestimation caused
by the interval evaluation f ([x]) is known as the wrapping effect [11, 15]. This states that there exists
solutions in [ f ] which are not solutions to the original problem. Thus, [ f ] does not accurately represent
the problem solution and instead only provides boundaries of the solution. The dependency problem [11]
is another source of overestimation which is caused by an interval variable appearing multiple times in
a calculation. Each occurrence is taken independently which can lead to an unwanted expansion of the
resulting interval. Cancellation or reduction of the number of occurrences of a variable before interval
evaluation can reduce interval widths [14] (e.g., if [x] = [−2,2], then the interval solution for [x]2 = [0,4],
whereas [x]∗ [x] = [−4,4]).
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2.2. Interval Classification
The goal of this work is to evaluate a PM in terms of its wrench capabilities, i.e., the entire set of wrenches

that the robot can generate given certain actuator capabilities. [p] is defined as the interval pose vector
containing the task space variables (e.g., x, y, and ψ for the 3-RRR PM). A Cartesian product of intervals is
typically referred to as a box. Interval analysis allows us to model other variables as interval quantities, such
as, actuator placement, and link lengths. A common strategy in interval analysis is to classify a box into
one of three categories: inside, outside, or boundary. As an example, consider an inequality representing a
constraint (C([p], [h]) ≤ 0) to be satisfied over the search space S ⊂ Rn, where [h] is a box containing the
design parameters of the manipulator, such as actuator placements, link lengths, and actuator capabilities.
The problem can be formulated such that

inside boxes = {[p] ∈ S | ∀p ∈ [p], ∀h ∈ [h], C([p], [h])≤ 0}
outside boxes = {[p] ∈ S | ∀p ∈ [p], ∀h ∈ [h], C([p], [h])> 0}

boundary boxes = {[p] ∈ S | ∀p ∈ [p], ∀h ∈ [h], inf(C([p], [h]))≤ 0, sup(C([p], [h]))> 0}
(1)

Due to the overestimation of the interval evaluation of C([p], [h]) caused by the wrapping effect and
dependency problem, it is necessary to apply interval filtering techniques (contractors) to the constraints such
that consistency in the interval variables is enforced in the evaluation of the constraint. Filtering techniques
use additional information contained in the mathematical equations or through the use of additional physical
constraints to sharpen the resulting solution interval. Oetomo et al. [16] propose the use of the forward
kinematic equations as physical constraints in addition to the inverse kinematic equations when obtaining
the reachable workspace. The Ibex C++ library provides a classical constraint programming algorithm
known as the forward-backward contractor (or HC4Revise [20]), which is used in this work. Other filtering
techniques, such as the 2-B-consistency and 3-B-consistency [13] local consistency techniques are effective
methods with reasonable computation times.

It can often be difficult to conclude whether a given interval satisfies the requirements for being an inside
or outside box for interval variables with a large width. Filtering techniques contract the width of a given
box in an attempt to obtain a sharp solution; however, it can only return the sharpest box which bounds
the solution. The actual solution may only occupy a portion of this box. The branch-and-bound strategy
performs an automated bisection routine which is applied to all boundary boxes following the classification
routine. Each boundary box is split according to a bisection strategy. A common strategy is the largest
first strategy which bisects the box equally along the dimension (interval variable) with the largest width.
With such a strategy, each interval variable is bisected in turn and the size of the box is continually reduced
until an inside or outside box is found. This procedure is applied to all boundary boxes until the maximum
width of any remaining boundary boxes is smaller than a desired threshold. Unless otherwise specified, the
threshold, ε , used in the examples throughout this paper is ε = 0.01 m.

3. REACHABLE WORKSPACE EVALUATION – 3-RRR EXAMPLE

The reachable workspace (RW ) for a PM is defined as the set of end-effector poses p that a robotic
architecture is able to reach for a given set of design parameters h. The RW for a PM can be found by
solving the inverse kinematics for the robot and ensuring that the pose has a real solution. CDPMs have
the added complexity that the cables must maintain a positive tension, thus requiring an analysis which
combines kinematics with statics for determining the CDPM’s RW . A CDPM’s RW can be determined
using the WW algorithm in Section 4 which accounts for the nonnegative cable tensions.

The 3-RRR PM architecture (see Figure 1a and Figure 2) consists of three limbs, each consisting of three
revolute joints and two links, attaching the moving platform to the fixed base. The inverse kinematics can be
solved in terms of a pose p to give the joint angles, αi, βi, γi, for each limb i. Each limb is given an individual
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reference frame {Oi} located at the limb’s fixed base position with the same orientation as the base frame
{O}. The origin of each reference frame will be defined as Point Oi. Point P = (xe,ye)

T represents the
location of the end-effector in terms of the base frame, where pe = (xe,ye)

T is the vector pointing from
the origin of {O} (O) to P. The robot’s complete pose will be defined as p = (xe,ye,ψ)T . Rz(ψ) decribes
the transformation from the end-effector frame {E} to frame {O}. The position of the moving platform
attachment point, 0ibi, expressed in terms of frame {0i} is given by

Oibi = bi−Oi = pe +Rz(ψ) ·E di−Oi (2)

{O1}
x

y

α1

α2

α3

β2
β1

β3

d1

d2
d3

{O2}

{O3}

{O}

P

γ1

γ2

γ3

Fig. 2. 3-RRR kinematic diagram.

3.1. Inverse Kinematics Problem
A Constraint Satisfaction Problem (CSP) can be used to define the inverse kinematics for a PM in the

form of a set of equality and inequality constraints and a set of interval variables. Generally, the inverse
kinematics solution is obtained by first calculating the angle βi for limb i, which has two possible solutions
– elbow-left and elbow-right configurations. By selecting the elbow-right configuration, cos(βi) can be
evaluated (along with sin(βi) = sin(cos−1(cos(βi)))). The joint angle αi can then be calculated using both
the sine and cosine. The length of the proximal and distal links are ri and li, respectively. The closed-form
solution of the inverse kinematics is given as follows:

cos(βi) = (Oib2
ix +

Oi b2
iy− (r2

i + l2
i ))/(2liri)

cos(αi) = (Oibix(ri + li cos(βi))+
Oi biyli sin(βi))/(

Oib2
ix +

Oi b2
iy)

sin(αi) = (−Oibixli sin(βi)+
Oi biy(ri + li cos(βi))/(

Oib2
ix +

Oi b2
iy)

(3)

Since [p] = ([xe], [ye], [ψ])T is an interval, the solutions to the inverse kinematic equations in (5) are also
intervals which must satisfy certain trigonometric constraints defined by:

C1([p], [h]) = cos(βi) ∈ [cos(βi),cos(βi)]⊆ [−1,1] → βi ∈ [0,π] (elbow-right)

C2([p], [h]) = cos(αi) ∈ [cos(αi),cos(αi)]⊆ [−1,1]

C3([p], [h]) = sin(αi) ∈ [sin(αi),sin(αi)]⊆ [−1,1]

(4)

The box [p] is classified as an inside box when all of the constraints in Eq. (4) are satisfied, and is classified
as an outside box if any of the inverse kinematic solutions falls in the complement of Eq. (4). Additional
constraints can be imposed on the robot by adjusting the interval bounds of the constraints in Eq. (4). For
example, poses where the proximal and distal links overlap can be eliminated by setting cos(βi) = ρ , where
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Algorithm 1 Compute the inverse kinematics with interval analysis
Type, [k] (optional) = COMPUTE INVERSEKINEMATICS([p], [h])
1: for all i in Ci([p], [h]) do
2: try
3: [ki] =Ci([p], [h])
4: catch
5: return Type = 0
6: if CONSTRAINT SATISFIED(i, [ki])==−1 then
7: return Type =−1 . Classify as outside box
8: [k] = FILTERING([k])
9: if all CONSTRAINT SATISFIED(i, [ki])== 1 then

10: return (Type = 1, [k]) . Classify as inside box
11: else if any CONSTRAINT SATISFIED(i, [ki])==−1 then
12: return Type =−1 . Classify as outside box
13: else
14: return Type = 0 . Classify as boundary box

ρ specifies the maximum allowable range of βi. The RW of the mechanism is described by the union of
the set of inside boxes. As explained by Gouttefarde et al. [10], a pose p which lies on the boundary of
the reachable workspace belongs neither to the set of inside or outside boxes, and, thus necessarily belongs
to the set of boundary boxes. Therefore, the RW boundary is necessarily contained in the set of boundary
boxes.

An algorithm for computing the inverse kinematics problem (IKP) is proposed in Algorithm 1. The
inputs for the algorithm are the current pose [p] and the design parameters [h]. The algorithm returns the
box classification, and the inverse kinematics solution if the box is classified as inside. In certain cases, the
evaluation of a constraint may fail due to interval related issues (e.g., division by zero, trigonometric bounds
exceeded); therefore, a try–catch statement classifies a failed evaluation as a boundary box. The function
CONSTRAINT SATISFIED(i, [ki]) determines if constraint i is satisfied over the interval [ki]. This function
returns a 1 if the constraints are all completely satisfied, −1 if any constraint is completely dissatisfied, and
0 otherwise. The function FILTERING([k]) attempts to filter the inverse kinematics solutions [k] using a
combination of inverse and direct kinematic equations and interval filtering techniques (e.g., HC4Revise).
Oetomo et al. [16] thoroughly explain interval filtering using the inverse and direct kinematics.

3.2. Reachable Workspace Algorithm
The RW determination algorithm is summarized in Algorithm 2. Algorithm 2 is applicable to PM achitec-

tures which have a closed form for the inverse kinematics; however, it is not directly applicable to CDPMs
due to their requirement for nonnegative cable tensions. Several lists are used to store classified pose in-
tervals including Linside, Loutside, Lboundary, and also the list L to store unclassified intervals. The function
EXTRACT(L) extracts an interval from the top of the list. If an interval is classified as a boundary box and
the width of the box exceeds the threshold ε , the function BISECT([p]) bisects the boundary box into two
smaller boxes as previously decribed in Section 2.2. The symbol← denotes insertion of an element to the
bottom of the list.

Figure 3a provides a plot of the RW for the 3-RRR PM with constant orientation, i.e., [ψ] = [0,0],
for link lengths li = 0.3 m, ri = 0.2 m. The design parameters used are: Ed1 = (0.2,0.0)T m, Ed2 =
(−0.1,0.1732)T m, Ed3 = (−0.1,−0.1732)T m, O1 = (0.4,0.0)T m, O2 = (−0.2,0.3464)T m, and O3 =
(−0.2,−0.3464)T m. The RW boundaries are completely contained within the set of boundary boxes and
interior poses located on the RW boundaries are appropriately detected.
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Algorithm 2 Reachable workspace evaluation with interval analysis
Linside, Loutside, Lboundary = COMPUTE REACHABLEWORKSPACE(S, [h], ε)
1: Initialize empty lists L, Linside, Loutside, and Lboundary
2: L← S . Initialize list L with search box S

3: while L 6= { /0} do
4: [p]← EXTRACT(L) . Select box from top of list L
5: (Type, [k]) = COMPUTE INVERSEKINEMATICS([p], [h])
6: if Type == 1 then
7: Linside← [p], [k] . [p]⊆ RW , insert [p] and [k] to bottom of inside list
8: else if Type ==−1 then
9: Loutside← [p] . [p]* RW , insert [p] to bottom of outside list

10: else
11: if Width([p])> ε then
12: L← BISECT([p])
13: else . [p] is too small to be bisected
14: Lboundary← [p] . insert [p] to bottom of boundary list

4. WRENCH WORKSPACE EVALUATION

4.1. Task Description
A task requires a robot to be able to generate certain wrench sets and be able to continuously apply/sustain

them throughout a trajectory. A WW describes the portion of the robot’s RW where a particular task can be
performed. The term wrench capability (WC) is given to the set of wrenches that a robot can generate at
its end-effector at a given pose. Due to its polytopic geometry [1], a WC can be described by a closed set
represented by an intersection of half-spaces, where the WC at a pose p is denoted by WC(p). Similarly,
the task wrench set is typically represented by a closed set, which is termed the minimum allowable wrench
capability (MAWC) [17], which is used to define the minimum wrench set required for a specific task. That
is, the WC at each pose inside the WW must satisfy the MAWC in order to be able to generate the wrenches
required by the task. In terms of interval analysis, the WW is defined as:

WW = {[p] | [p] ∈ RW, ∀ p ∈ [p], MAWC ⊆WC(p)} (5)

4.2. Interval Evaluation of the Jacobian Matrix
Interval analysis provides a useful alternative to conventional discretization techniques due to its ability

to represent an infinite set of poses in terms of an interval vector [p]. Since the Jacobian matrix, J = Jq
−1Jx

(Jq is the inverse Jacobian and Jx is the direct Jacobian), is pose-dependent, each element Ji j of J is interval
evaluated over the pose [p], thereby yielding an interval [Ji j]. The m×n interval matrix [J] whose elements
are the intervals [Ji j] has the fundamental property ∀ p ∈ [p], J(p) ∈ [J]. In other words, for every pose
p∈ [p], the Jacobian matrix obtained for p belongs to [J]. Consequently, the interval matrix [J] overestimates
the set {J(p) | p ∈ [p]}. There exists some matrices J0 ∈ [J] where ∀ p ∈ [p], J0 6= J(p); this is due to the
wrapping effect [10]. Note that the Jacobian matrix is also a function of the design parameters [h], i.e.,
J([p], [h]), such that ∀ p ∈ [p], ∀ h ∈ [h], J(p,h) ∈ [J].

Each active joint is capable of supplying a force/torque τi. If τττ is a vector containing the actuator
forces/torques of all active joints, then [τττ] represents the capabilities of all m actuators. Assuming that the
MAWC is represented in the form of an interval, the WW can be represented by the forward-force solution
in the form of a system of interval linear equations, such that at each pose:

[J]T τττ = [MAWC], τττ ∈ [τττ,τττ] (6)

which amounts to testing infinitely many linear systems such that

∀ J ∈ [J], ∀ f ∈ [MAWC], ∃ τττ ∈ [τττ,τττ] | JT
τττ = f (7)
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where f denotes a wrench. Eq. (7) states that the entire set of required wrenches (i.e., [MAWC]) can be
generated for all J ∈ [J] given the actuator capabilities [τττ]. In order for [J] to be finite, it is important that
[Jq] be invertible, such that ∀ Jq ∈ [Jq], ∃ Jq

−1.

4.3. System of Interval Linear Equations with Bounded Solutions
According to Rohn [19], a system of linear equations (Ax = b) is called a) solvable if it has a solution and

b) feasible if it has a nonnegative solution, i.e., feasibility implies nonnegative solvability. The system of
interval linear equations [A]x = [b] is understood to represent the family of all systems of linear equations
Ax = b, A ∈ [A], b ∈ [b]. The interval system is said to be strongly solvable (strongly feasible) if each
subsystem is solvable (feasible). Eq. (6) is a system of interval linear equations with a bounded solution,
τττ ∈ [τττ], such that the interval system is strongly solvable (strongly feasible) and also accounts for the actuator
capabilities. It is important to use the proper theorem to ensure that each of the infinitely many linear systems
are verified. The strong feasibility test can be applied directly to CDPMs since they do not have nonnegative
cable tensions, whereas PMs with revolute or prismatic actuators, for example, can generate both positive
and negative torques/forces and thus require analysis using the strong solvability theorem.

4.3.1. Vertex Matrices and Vertex Vectors
The strong solvability and strong feasibility theorem by Rohn [19] require a vertex representation for

the system of interval linear equations, where Yn is the set of 2n unique n-dimensional vectors y whose
components yi are either 1 or −1.

For an n×m interval matrix [A], whose components are intervals [Ai j] = [Ai j,Ai j], the corresponding
vertex matrix Ay for each y ∈ Yn has components

Ayi j = Ai j +(Ai j−Ai j)(1− yi)/2 (8)

For an n-dimensional interval vector [b], whose components are intervals [bi] = [bi,bi], the corresponding
vertex vector by for each y ∈ Yn has components

byi = bi +(bi−bi)(1+ yi)/2 (9)

4.3.2. Strong Feasibility
Theorem 1. [19] A system Ax = b is strongly feasible if and only if for each y ∈ Yn the system

Ayx = by (10)

has a nonnegative solution xy. For each A ∈ [A], b ∈ [b], the system Ax = b has a solution in the set
Conv{xy | y ∈ Yn}.

Gouttefarde et al. [10] propose a technique utilizing linear programming (LP) to determine the strong
feasibility of Eq. (6) for τττ ≥ 0. The system of interval linear equations is strongly feasible if and only if
the 2n systems of linear equations JT

y τττ = fy, y ∈ Yn are all feasible. The feasibility of a system of linear
equations can be tested by means of the first phase of the simplex method applied to the LP problem

min 0T τττ

s.t. JT
y τττ = fy

τττ ∈ [τττ]

(11)

where the objective function is trivial since only feasibility of the system of linear equations is desired and
the solution set satisfies

Conv{τττy | y ∈ Yn} ⊆ [τττ] (12)
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Algorithm 3 Wrench workspace inside box determination
Type = COMPUTE WRENCHWORKSPACE INSIDE([J], [MAWC], [τττ])
1: if τττ < 0 then
2: FEASIBLE = &STRONG SOLVABILITY . Use the STRONG SOLVABILITY test
3: else
4: FEASIBLE = &STRONG FEASIBILITY . Use the STRONG FEASIBILITY test
5: for all y ∈ Yn do
6: if FEASIBLE(y, [J], [MAWC], [τττ]) ==−1 then
7: return Type = 0 . Cannot be classified
8: return Type = 1 . Classify as inside box

Therefore, if each system JT
y τττ = fy, y ∈Yn is feasible via Eq. (11), than the robot is guaranteed to be able to

generate the task wrenches, [MAWC], with the actuator capabilities, [τττ], for τττ ≥ 0.

4.3.3. Strong solvability
Theorem 2. [19] A system Ax = b is strongly solvable if and only if for each y ∈ Yn the system

Ayx1−A−yx2 = by
x1 ≥ 0, x2 ≥ 0

(13)

has a solution x1
y, x2

y. For each A ∈ [A], b ∈ [b], the system Ax = b has a solution in the set Conv{x1
y−

x2
y | y ∈ Yn}.

A similar LP test can be used to determine the strong solvability of Eq. (6) by testing the feasibility of
each system of linear equations JT

y x1−JT
−yx2 = fy, y ∈ Yn via the LP problem

min 0T (x1−x2)
s.t. JT

y x1−JT
−yx2 = fy

x1 ≥ 0, x2 ≥ 0
x1−x2 ∈ [τττ]

(14)

where [τττ] is not strictly positive and the solution set satisfies

Conv{x1
y−x2

y | y ∈ Yn} ⊆ [τττ] (15)

Therefore, if each system JT
y x1−JT

−yx2 = fy, y ∈ Yn is feasible via Eq. (14), than the robot is guaranteed to
be able to generate the task wrenches, [MAWC], with the actuator capabilities, [τττ], for τττ < 0.

4.4. Wrench Workspace – Inside Box Classification
By means of the strong solvability and strong feasibility theorems, a pose interval [p] can be classified as

an inside box via Algorithm 3. The functions STRONG SOLVABILITY and STRONG FEASIBILITY return 1
if true, and −1 if false. COMPUTE WRENCHWORKSPACE INSIDE([J], [MAWC], [τττ]) returns 1 if the box is
inside and 0 if the box is not inside. A return value of 0 does not necessary imply an outside box.

4.5. Wrench Workspace – Outside Box Classification
The conditions for testing if a pose interval [p] is fully outside of the wrench workspace is proposed by

Gouttefarde et al. [10]
∃ fy ∈ [MAWC] | ∀ J ∈ [J], ∀ τττ ∈ [τττ], JT

τττ 6= fy (16)

which implies that some wrench fy cannot be generated with admissible actuator capabilities [τττ] for all
p ∈ [p], and therefore [p] must be an outside box.

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 9



The condition (16) can be tested by applying interval filtering techniques to the system of interval linear
equations [J]T τττ = fy, τττ ∈ [τττ] for each vertex vector fy of [MAWC] to determine a new box [τττ]′, such that
[τττ]′ ⊆ [τττ]. If the filtering technique returns [τττ]′= { /0} for any of the systems of interval linear equations with
domain [τττ], the system is inconsistent and Eq. (16) is true. COMPUTE WRENCHWORKSPACE OUTSIDE([J],
[MAWC], [τττ]) performs the wrench workspace outside box classification test and returns 1 if classified as an
outside box and 0 if the box is not outside.

4.6. Classification Algorithm
The function COMPUTE JACOBIAN([k], [h]) computes the interval Jacobian matrix for the PM given the

interval solution to the IKP, [k], and the design variables, [h], and returns Err. Err has a value of 1 if the
interval Jacobian matrix cannot be computed (e.g., the inverse Jacobian cannot be inverted) and 0 other-
wise. Utilizing the RW computation (Algorithm 2), the WW inside box classification test (Algorithm 3) and
the WW outside box classification test, the WW can be computed for many PM architectures. The WW
computation algorithm is described in Algorithm 4.

The RW is used to initialize the search space for the WW determination. Due to WW ⊆ RW , the set of
inside boxes from the RW determination are added to the unclassified list L in the WW determination. All
other boxes are reclassified as being outside boxes. Each box in list L is tested for being wrench-capable.
The interval Jacobian matrix, [J], is computed for each box, and each box is then tested for being inside
or outside, given the desired wrench set, [MAWC], and actuator capabilities, [τττ]. The branch-and-bound
strategy is applied to refine the list of boundary boxes.

It is important to obtain a tight representation of [J] which minimizes the impact of the wrapping effect
and dependency problem (refer to Section 2.1) in order to avoid large layers of boundary boxes. Several
procedures provided by ALIAS-Maple (based on the ALIAS C++ library) attempt to transform an expression
into an equivalent expression which leads to better interval evaluation. Preconditioning can also be applied
to the system of interval linear equations (Eq.(6)) to transform the system into a new system which contains
all solutions of the original system, but gives tighter bounds to the solutions of the original system [4].
Preconditioning can be performed by multiplying the matrix P = (mid([J]T ))−1 to the original system such
that the new system is

P[J]T τττ = P[MAWC], τττ ∈ [τττ,τττ] (17)

Algorithm 4 is applied to the 3-RRR PM previously described. The WW determination is performed for
a task with wrench requirements [MAWC] = ([ fx], [ fy], [mz])

T = ([10,10] N, [10,10] N, [0,0] Nm)T and a
resolution ε = 0.001 m and is shown in Figure 3b. For clarity, the edges of the boxes have been removed.
The WW result is guaranteed in the sense that each of the infinitely many poses contained within each inside
box are guaranteed to be able to generate the task wrench requirements. The boundary box layer in the WW
is thick due to the overestimation present in [J]. The thin boundary box curves present in the WW are caused
by the inverse Jacobian matrix being non-invertible.

5. CONCLUSIONS

This paper presented an algorithm for the determination of the WW for PMs which can be applied to
architectures utilizing actuators with strictly nonnegative capabilities, i.e., CDPMs with nonnegative cable
tensions, and architectures with general type actuators, e.g., revolute or prismatic, with positive and nega-
tive capabilities. The RW is obtained using interval analysis techniques applied to a constraint satisfaction
problem formed from the direct and inverse kinematics equations. The inside boxes of the RW algorithm are
used to initialize the search space for the WW algorithm. Each box is then classified in the WW algorithm
based on tests applied to a system of interval linear equations. The inside test utilizes linear programming
techniques to determine if the system is appropriately strongly solvable or strongly feasible. The comple-

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 10



Algorithm 4 Wrench workspace evaluation with interval analysis
Linside, Loutside, Lboundary = COMPUTE WRENCHWORKSPACE(S, [h], ε)
1: Initialize empty lists L, Linside, Loutside, and Lboundary
2: Linside, Loutside, Lboundary = COMPUTE REACHABLEWORKSPACE(S, [h], ε)
3: L← Linside . Initialize list L with RW inside boxes Linside
4: Loutside← Lboundary . Move list Lboundary to list Loutside
5: Clear lists Lboundary, Linside
6: while L 6= { /0} do
7: [p], [k]← EXTRACT(L) . Select boxes from top of list L
8: if EXISTS([k])==−1 then . Compute IKP if [k] does not exist
9: [k] = COMPUTE INVERSEKINEMATICS([p], [h])

10: (Err, [J]) = COMPUTE JACOBIAN([k], [h])
11: if Err == 1 then
12: if Width([p])> ε then
13: L← BISECT([p])
14: else . [p] is too small to be bisected
15: Lboundary← [p]
16: else
17: if COMPUTE WRENCHWORKSPACE OUTSIDE([J], [MAWC], [τττ]) then
18: Loutside← [p] . [p]* WW
19: else if COMPUTE WRENCHWORKSPACE INSIDE([J], [MAWC], [τττ]) then
20: Linside← [p] . [p]⊆WW
21: else
22: if Width([p])> ε then
23: L← BISECT([p])
24: else . [p] is too small to be bisected
25: Lboundary← [p]
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Fig. 3. Reachable and wrench workspaces for the 3-RRR PM.

mentary outside test applies an interval filtering technique to the system to determine if the bounded solution
is inconsistent. The WW algorithm is applicable to many PM architectures, provided that the inverse kine-
matics problem can be solved in terms of a constraint satisfaction problem, and that the interval Jacobian
matrix can be tightly represented.
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ABSTRACT
The 6-DOFs parallel robots with RSS structure have a unique kinematic characteristic as their actuators

are limited in circular orbits. In this paper, the kinematic knowledge is used to obtain the proper motion range
for the actuators of this kind of parallel robots. The available workspace analysis is presented firstly to obtain
the minimum range of actuators. Then the simple singularity constraint for RSS structure parallel robot is
given to certify the singularity-free motion range of actuators. A novel direct kinematic algorithm based
on the mechanism deformation is introduced latter for unique direct kinematic solutions’ determination
during motion range optimization procedure. Simulation results demonstrate that the proposed methods can
provide a proper motion range, in which the end-effector covers the biggest reachable workspace with a
singularity-free, unique determined actuators’ motion.

Keywords: parallel robot; workspace; singularity; direct kinematic.

DÉTERMINATION DE LA MOTION GAMME APPROPRIÉE POUR LES ACTIONNEURS
ROTARY DE ROBOT PARALLÈLE 6-RSS

RÉSUMÉ
Les robots parallèles à 6 degrés de liberté avec la structure RSS ont une caractéristique cinématique

unique que leurs actionneurs sont limitées dans des orbites circulaires. Dans cet article, les connaissances
cinématiques sont utilisées pour obtenir la gamme de mouvement propre pour les actionneurs. L’analyse de
l’espace de travail disponible est présentée en premier lieu, qui peut être utilisé pour déterminer la distance
minimale d’actionneurs. Puis la contrainte de la singularité spéciale pour la structure RSS robot parallèle est
donnée pour certifier le non-singularité de lieu géométrique d’actionneurs. Ensuite, un nouvel algorithme
cinématique directe fondée sur la déformation du mécanisme est introduit pour trouver la condition unique
des solutions cinématiques. Enfin, nous obtenons la gamme de propre mouvement, dans laquelle l’effecteur
couvre l’ensemble espace de travail accessible avec la motion d’actionneurs sans singularité, uniquement
déterminés.

Mots-clés : robot parallèle ; espace de travail ; singularité ; cinématique directe.
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1. INTRODUCTION

Various parallel robots with six degree of freedom have been widely used in many fields including
flight simulators, parallel robot manipulators, machining tools and 6-DOF coordinate measuring devices
[1]. Compared to other kinds of parallel robot, the 6-DOF RSS structure parallel robots (or 6-RSS parallel
robots) have special kinematic characteristics because of their limited actuator orbits. As we usually assume
that the number of limbs for the parallel robot is equal to its degree of freedom, and only one actuator is
needed for each limb [2], then based on the Chebychev–Grübler–Kutzbach criterion [3], each limb of the
6-DOF parallel robots should be a 6-DOF serial chain. Once one revolute joint and two spherical joints are
applied in one limb, the only chain structure for 6-DOF is R-S-S(in which the two adjacent spherical joints
can remove the redundant freedom). Hence, from kinematic point of view, the 6-RSS structure parallel
robots is equivalent to the 6-RUS or 6-RSU structure robots. Since the first time conducted by Hunt [4], the
kinematic research on 6-RSS parallel robot has attracted a great attention and normally covers workspace
representation, singularity analysis and direct kinematic solution determination.

The workspace of 6-DOF parallel robot is hard to compute and express [5], because it is a complex
six dimensional volume with non-linear boundaries. To visualize the workspace, both constant-orientation
workspace in the Cartesian space [6] and constant-position workspace [7] in the Orientation space.

The singularity of 6-DOF parallel robot is the special mechanism status where the resultant torque from
actuators acted upon the end-effector degenerates into a dimension less than six. There are various of sin-
gularity analysis methods for 6-DOF parallel robot that have been applied by researchers, such as the line
geometric method [8], screw theory method [9], differential geometric method [10, 11], torque analysis [12]
and pure geometric method [13]. The common feature of these methods is that they concentrate on the
efficient utilization of Jacobian matrix. The Jacobian matrix of 6-RSS parallel robot indicates both the me-
chanical singularities (singularity-II in [13]or over-mobility in [14]), and the serial singularities (singularity-I
in [13]or under-mobility in [14]). Isidro Zabalza redefined the serial singularities of 6-RSS parallel robot
as “stationary configurations” (SCs) and determined the actuators perturbations insensitive configurations
based on 64 special SCs [15]. The serial singularities are usually known as "limit points" in the mechanism
system (especially serial robot system) with rotary actuator, and we use the word "bifurcation" instead here
to reveal its relationship with direct kinematic solutions.

Direct kinematic, or forward kinematic, is referred to as the calculation of the end-effector’s position from
given values of special joints(especially actuator joints). For the most 6-DOF parallel robot, the nonlinear
direct kinematic equations can be solved by the algorithms like Newton method [16], homotopy method [17],
neural network [18, 19], algebraic elimination [20]. The singularities usually drive the direct kinematic
algorithm of 6-DOF parallel robot to converge into wrong solutions if improper initial value is chosen.
Especially for the 6-RSS parallel robot, the solution to direct kinematic is easy to be trapped by the local
minimum due to both the mechanical singularities and serial singularities.

For a given 6-DOF parallel robot, the kinematic analysis usually leads to the constraint conditions de-
termination for proper end-effector motion domain or pose. Jiang utilized the orientation fixed singular-
ity surface of a 6-DOF Stewart-Gough platform as the constrain conditions of maximal singularity-free
workspace optimization [21]. Li obtained similar singularity-free workspace of a 6-RSS parallel robot by
using a boundary searching algorithm based on the determinant of Jacobian matrix [22]. Martinez found
the proper initial pose for the algorithm which results in a fast convergence into the right kinematic solution
[23], while most robust direct kinematic algorithms are trying to find a proper domain in which the desired
direct kinematic solution is unique and easy to obtain. Similarly, this paper aims to obtain the common
kinematic constraint conditions of 6-RSS parallel robot for a proper motion domain determination. Com-
pared to the complex six-dimensional workspace, a proper motion range for the actuators is more convenient
for application purpose. Coste defined the singularity-free workspace of a 3RPR manipulator by the length
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range of actuator legs [24]. Zeng determined a proper motion range of legs for the Stewart-Gough platform
with both singularity-free and homeomorism constraint conditions [25]. In this research, we try to obtain
the proper actuators motion range for the parallel robot with the kinematic constraint principles such as:
exploiting the best potential of the actuators, finding the singularity-free and the unique direct solution in
the whole motion range.

This paper is organized as follows. Some basic knowledge of the 6-RSS parallel robot and details for the
actuator motion range are introduced in Section 2. The main methods for the proper actuator motion range
determination are presented in Section 3. In Section 4, the proper actuator motion range for a six-rotary-
axis-parallel 6-RSS robot is optimized. And finally, the conclusion is drawn and some potential future work
is given in Section 5.

2. THE BASIC KNOWLEDGE FOR 6-RSS PARALLEL ROBOT

2.1. Kinematic modeling and definition
For the parallel robots with m rotary actuators (the outputs denoted by θi(i = 1,2, ...,m) ), if the end-

effector posture is denoted as p, the kinematic can be represented by the constant distance li between the
end-effector terminals Ai(p) and the rotation determined terminals Ti(θi). The common algebraic formula
for these parallel robots is given as follows:

li = ‖Ai(p)−Ti(θi)‖2 (i = 1,2, ...,m). (1)
When more details in the chain are considered, as shown in Fig.1, Eq. (1) can be rewritten as follows:

lAiTi = ‖Ai(p)−Ti(θi, lTiBi ,wi,Bi)‖2 (i = 1,2, ...,6) (2)
where lAiTi is the distance between Ai and Ti, lTiBi is the distance between Ti and Bi, wi is the actuator rotary
axis unit vector for the ith chain, Bi is the base terminal for the ith chain. And shown as Fig.2, in each chain
which links the end-effector and the base, the following relationship exists

OO′ = OBi +BiTi +TiAi +AiO′(i = 1,2, ...,6). (3)

Fig. 1. Single RSS chain in parallel robot Fig. 2. Single closed-loop in parallel robot
We denote x′y′z′o′ as the end-effector coordinate frame with origin O′, xyzo as the world coordinate

frame with origin O, then the three main differences between various types of 6-RSS parallel robots can be
concluded as: the position of Ai in x′y′z′o′ frame; the position of Bi in xyzo frame; and the value of wi in
xyzo frame. In Hunt robot, six rotary axes share a plane when the end-effector terminals coincide at three
points [4]. The Hexa manipulator, which expanded from Hunt robot, owns a hexagonal end-effector with six
Ai terminals [14]. A 6-RSS parallel robot introduced in [12] shares one base terminal and common rotary
axis. Eq. (3) is a concise version of the kinematic model for RSS structural parallel robot. As shown in
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the following Eqs. (4) and (5), we can build the kinematic mapping between the end-effector position and
actuators’ rotation angles by determining all the terminal points’ coordinates if wi = [xwi,ywi,zwi]

T .
(xti− xai)

2 +(yti− yai)
2 +(zti− zai)

2 = l2
AiTi

(xti− xbi)
2 +(yti− ybi)

2 +(zti− zbi)
2 = l2

TiBi

(xti− xbi)xwi +(yti− yai)ywi +(zti− zai)zwi = 0

(4)

 xti

yti

zti

=

 cos(θi +θ0,i) −sin(θi +θ0,i) 0
sin(θi +θ0,i) cos(θi +θ0,i) 0

0 0 1




ywi√
x2

wi+y2
wi

xwi√
x2

wi+y2
wi

0

−xwizwi√
x2

wi+y2
wi

ywizwi√
x2

wi+y2
wi

√
1− z2

wi

xwi
√

1−z2
wi√

x2
wi+y2

wi

−ywi
√

1−z2
wi√

x2
wi+y2

wi
zwi


 lTiBi

0
0

 (5)

where [xai,yai,zai]
T , [xbi,ybi,zbi]

T and [xti,yti,zti]
T are the coordinate value for Ai, Bi and Ti in xyzo frame

respectively, θ0,i is the initial actuator angle in the ith chain compared to the positive direction of x axis and
θi is the rotary actuator output angle in the ith chain corresponding θ0,i.

2.2. Inverse Kinematic of the parallel robot
The inverse kinematic of 6-RSS parallel robot can deduce the rotation angles of actuators from the known

end-effector position with the constraints of Eqs. (4) and (5). Solved from Eq. (4), the common inverse
kinematic solution for 6-RSS structural parallel robot is given as follows:

xti =
m4iywi +(n2izwi−n3iywi)(zti− zbi)

n1iywi−n2ixwi
+ xbi

yti =
m4ixwi +(n1izwi−n3ixwi)(zti− zbi)

n2ixwi−n1iywi
+ ybi

zti =
−m2i±

√
m2

2i−4m1im3i

2m1i
+ zbi

(6)

where n1i = xbi−xai,n2i = ybi−yai,n3i = zbi−zai,m1i =(n2izwi−n3iywi)
2+(n1izwi−n3ixwi)

2+(n1iywi−n2ixwi)
2,

m2i = 2ywim4i (n2izwi−n3iywi)+2xwim4i (n1izwi−n3ixwi), m3i = y2
wim

2
4i+x2

wim
2
4i− l2

T B, m4i = l2
T B− l2

AT +n2
1i+

n2
2i +n2

3i.
Similar works have been done in [12, 14, 26], but the inverse kinematic solutions in those papers are just

given for one special kind of 6-RSS parallel robot. The special inverse kinematic solution for the 6-RSS
parallel robot that will be introduced in Section 4 is shown in Eqs. (7) and (8), in which rotary axis vector
wi = [0,0,1]T and zti = zbi.

xti = −yai− ybi

xai− xbi
yti +

N1i

2(xai− xbi)
= cos(θi +θ0,i) lT B

yti =
−N3i±

√
N2

3i−4N2iN4i

2N2i
= sin(θi +θ0,i) lT B

(7)

where N1i = x2
ai+y2

ai+z2
ai−
(
x2

bi + y2
bi

)
−
(
l2
AT + l2

T B
)
, N2i =

(yai−ybi)
2

(xai−xbi)
2 +1, N3i = 2

[
(yai−ybi)
(xai−xbi)

(
N1i

2(xai−xbi)
− xbi

)
+ ybi

]
,

N4i =
(

N1i
2(xai−xbi)

− xbi

)2
+ y2

bi− l2
T B.

θi = arctan
(

yti

xti

)
−θ0,i (8)

For each desired end-effector position, if N2
3i− 4N2iN4i ≥ 0, the position can be realized by this 6-RSS

parallel robot(Otherwise, it is not an available posture).
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2.3. Principals for the proper motion range determination
The initial motion range for each rotary actuator is designed as (−π,π]. But limited by the workspace

constraint, singularity constraint and the convergence requirement of kinematic solution, the real motion
range for the actuators is narrower than the initial designed one. A proper motion range will be critical for
the trajectory planning and collision avoidance work of the 6-RSS parallel robot, and it should satisfy the
following requirements.

1. The ability to cover the biggest available workspace: The available workspace of robot is believed to be
the union of all its constant-orientation workspaces[6,7], and we can use the boundary of available or
reachable workspace to determine the biggest proper motion range.

2. Singularity-free Requirement: For the safety of the 6-RSS parallel robot, it should be singularity-free in
the proper motion range of actuators.

3. The uniqueness for the kinematic solution: In some research, the inverse kinematic mapping of the
parallel robot is denoted as follows:

f : N→M,θ = f(p) ;θ = [θ1,θ2, ...,θ6]
T ,p = [x,y,z,γ,α,β ]T (9)

where M is the actuator parameter space(joint space) and N is the Special Euler space for end-effector
motion; γ , α and β is the roll angle, pitch angle and yaw angle of the end-effector in xyzo frame.

For any point in N, the kinematic mapping f has 64 solutions(imaginary,multiple roots included) based
on Eq. (7), and even more periodic solutions exist when solving Eq. (8) in (−π,π]. And if the direct
kinematic f−1 exist, there may have 40 direct kinematic solutions for a determined θ [27]. To avoid the
numerical calculation processing of either inverse or direct kinematic converging to the wrong solution,
special motion domain and constraint conditions should be determined.

3. PROPOSED METHODS FOR DETERMING THE PROPER MOTION RANGE

3.1. Minimum motion range from the available workspace
As a union of all constant-orientation workspace U ⊂ N, the available workspace can be determined

by similar constraints of constant-orientation workspace introduced in [6, 7]. For any fixed orientation
u = (γu,αu,βu)

T, it satisfies the following formula.

Au,i = RuA0,i +O′ =

Mu,i(1)

Mu,i(2)

Mu,i(3)

+
x

y

z

=

xu,ai

yu,ai

zu,ai

 (10)

where Mu,i( j), j = 1,2,3 is a constant value determined by A0,i and rotation matrix Ru. Then, any point
(x,y,z)T belongs to Uu should satisfy the following inequalities.

(x− xi)
2 +(y− yi)

2 +(z− zi)
2 ≤ l2

AT ,(i = 1,2, ...,6) (11)

where xi = xbi−Mu,i(1)+ cos(θi +θ0,i) lT B, yi = ybi−Mu,i(2)+ sin(θi +θ0,i) lT B, zi =−Mu,i(3).
Normally, when the constraint inequalities(like Eq. (10)) determined, point clusters are used to repre-

sent the robot constant-orientation workspace. The points inside or on the workspace surfaces are selected
by princepels like Monte Carlo method [28] or fixed-interval method[29]. But in a 6-RSS parallel robot,
the surface of constant-orientation workspace consists of the end-effector “stationary configurations”[15],
which happens to be the “limit position” of one or more RSS chain. Then another method for constant-
orientation workspace determination is finding the simple representation of the “stationary configurations”,
which belongs to the “bifurcation surfaces” to be defined in the next subsection. In this paper, the “stationary
configurations” occur when N2

3i− 4N2iN4i = 0, which is a group of 3-D surfaces in world frame xyzo. In
Figs 3 and 4 the constant-orientation workspaces for two given orientations are shown. The points in both
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figures are the workspaces determined by fixed-interval method with the constrants shown in Eq. (11); the
surfaces in both figures are the workspace boundaries determined by “stationary configurations”.

Fig. 3. The constant-orientation workspace-I Fig. 4. The constant-orientation workspace-II

3.2. Singularity and Bifurcation constraints for motion range determination
As shown in Fig.2, the velocity projection of Ai and Ti in the bar AiTi equals to each other, and we have

the following equation:
sT

i · θ̇i · lTiBi · swi = sT
i · (vo′+ωo′×Ai) ,(i = 1,2, ...,6) (12)

where vo′ , ωo′ are the velocity vector and angular velocity vector of the point O′, si and swi are the velocity
unit vector for line AiTi and TiO respectively(all values considered in xyzo frame).

When cosidering all six chains of the parallel robot, we obtain the velocity kinematic relationship from
Eq. (12) as follows[13]:

J1θ̇ = J2ṗ (13)

where J1 = diag
(
sT

1 · sw1 · lT1B1 ,s
T
2 · sw2 · lT2B2 , . . . ,s

T
6 · sw6 · lT6B6

)
, J2 =

 sT
1

(
A1× sT

1
)

...
...

sT
6

(
A6× sT

6

)
.

When det(J1) = 0, it indicates one of (or some of) AiTi is perpendicular to the instantaneous velocity of
Ti, or AiTi happens to project onto the TiBi in xoy plane. Shown in Fig.5(a-b), with a geometric analysis, a
sufficient condition for det(J1) = 0 is “the ball with a center Ai tangents to the circle with a center Bi in the
single point Ti ”. The algebraic expression for this sufficient condition can be deduced from (5), then we
have the Eq. (14a). From Fig.5c, another sufficient condition for det(J1) = 0 is shown as Eq. (14b).

6

∏
i=1

(
N2

3i−4N2iN4i
)
= 0⇒ det(J1) = 0 (14a)

6

∏
i=1

(|xai− xbi|+ |yai− ybi|) = 0⇒ det(J1) = 0 (14b)

The parallel robot status with det(J1) = 0 is defined as bifurcation here (the first kind of singularity in [13]).
Bifurcation occurs when the force or torque from parallel robot actuators fail to affect the end-effector but
the robot still keeps stability. Shown in Fig.6, the sign of each element in the diagonal of J1 reveals the
relative position of the AiTi and TiBi. Then the sign of these elements can be used to determine whether the
chain has crossed a bifurcation. If all the diagonal elements of J1 keep their signs inside a motion range
of actuators, the parallel robot has a uniqueness inverse kinematic solution in this range, as other solutions
have been separated by the bifurcation surfaces.
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Fig. 5. Geometric relationship and the bifurcation configuration.

Based on line geometry [8], singularity occurs when the orientation vector of the forces and torques acted
on the end-effector are coupling to each other. We assume singularity for 6-RSS parallel robot occurs when
det(J2) = 0(The second singularity in [13]). To avoid the perturbation from degenerate singularity surface,
the Cauchy Index of J2 can be used to determine the singularity based on the conclusion of [25]. Then for
any two very closing points p1, p2 ∈M, the singularity constraint condition is given as follows:

1)
∣∣∆J2

p1
−∆J2

p2

∣∣= 0, line p1 p2 still in a simple connected singularity-free domain;
2)
∣∣∆J2

p1
−∆J2

p2

∣∣= 2, line p1 p2 cross a non-degenerate singularity surface;
3)
∣∣∆J2

p1
−∆J2

p2

∣∣> 2, and in line p1 p2,mindet(J2) = 0, line p1 p2 cross a degenerate singularity surface.

Fig. 6. Elements sign and the relative position.

3.3. Uniqueness of kinematic solution and Robust direct kinematic algorithm
As introduced in last subsection, the bifurcation surfaces may separate the inverse kinematic solutions of

the 6-RSS parallel robot used in this research. Then the bifurcation-free constraint is a sufficient condition
for the uniqueness of inverse kinematic.

The uniqueness problem for direct kinematic calculation is more complex, which can be transformed into
a bijective relationship proof. In this research, we proposed a robust direct kinematic algorithm to determine
the uniqueness of direct kinematic solution by numerical verification.

Normally, the numerical direct kinematic methods like Newton-Raphson method[16], Jacobi method[30]
and Powell method[31] can achieve high accuracy in the parallel robot analysis with small workspace(which
means the initial pose is not far from the final result). But all these normal direct kinematic methods may
fail to refresh the value of p when either det(J1) = 0 or det(J2) = 0. Then the iteration can be trapped by
a local minimum solution. Even the methods without using Jacobian matrix(like Powell method and DSC
method) may be affected by the bifurcation or singularities.
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Here we present a quasi-Gough method to obtain the direct kinematic solution of the 6-RSS parallel robot.
For our 6-RSS parallel robot, once the actuators output θ is known, the whole kinematic information of Ti

is determined. As the Ti can be redefined as the base terminals of a Gough platform, we can deform the
6-RSS parallel robot into a quasi-gough mechanism. Then we need to solve the direct kinematic problem
of a Gough-platform with actuators’ length equal to lAT = (lA1T1 , . . . , lA6T6)

T , end-effector terminals Ai and
base terminals Ti. And fortunately, there is no disturbance from singularity for the direct kinematic of this
new "gough-platform".

Fig. 7. Procedure of normal direct kinematic method Fig. 8. Procedure of quasi-Gough method

The normal direct kinematic methods mentioned above search the solutions from the actuator workspace
directly, which means all the temporary status appearing during the iteration can be realized by the real
6-RSS parallel robot. Different from the normal methods, the quasi-gough method use a increase ∆l but not
∆θ in the iteration procedurce, and only the calculation result can be really achieved by the real mechanism.
If ‖ ‖∗ denotes the norms in corresponding parameter space, the quasi-Gough direct kinematic algorithm is
given as follows:

1) Input the desire actuators angles θ , and calculate the corresponding Ti(i = 1,2, ...,6) for the quasi-Gough
platform, choose the initial position of p based on initial status of the end-effector. Set the condition
coefficient εc for the iterated result accuracy, set the penalty coefficient εp for position correction;

2) Calculate a position correction ∆p through any above-mentioned nonlinear direct kinematic algorithms
based on ∆l = lAT − f (p);

3) If ‖ f (p,∆p)‖∗ ≤ εp, then p = p+∆p; else, back to step 2) for a new ∆p;
4) If ‖ f (p, lAT )‖∗ ≤ εc, then output the present p as the result; else, back to step 2) for a new iteration.

Figs 7 and 8 show the procedures of the two direct kinematic methods (normal method and quasi-Gough
method). The blue sketches are the initial status of the 6-RSS parallel robot, and the black sketches are
the final status for the direct kinematic solutions. In Fig.7, the numerical iteration steps are limited by
penalty coefficient, and there exists a maximun step limit for the modification of θ . In Fig.8, the solution
is determined in less steps than the previous one, and the length of AiTi convergence into lAiTi fastly. The
quasi-Gough method is applied in the simulation, and the direct kinematic are solved for all input actuator
angles.

4. SIMULATION AND RESULTS

Figs 9 and 10 show the 6-RSS parallel robot we used in this research.
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Fig. 9. The 6-RSS parallel robot coordinate definition Fig. 10. A vertical view of the 6-RSS parallel robot

The rotary vector for the 6-RSS parallel robot is w1−6 = [0,0,1]T , both the fix base and end-effector are
hexagons. And based on the mechanism structure parameters, the terminal coordinates in corresponding
coordinate system are presented in Table.1. Assume the kinematic calibration is done.

Table 1. Terminal coordinates for the 6-RSS parallel robot

A′i coordinates in x′y′z′o′ frame/mm Bi coordinates in xyzo frame/mm

Chain 1 A′1(131.3,−177.5,0) B1(221.4,104.5,0)
Chain 2 A′2(88,−202.5,0) B2(20.2,−224,0)
Chain 3 A′3(−219.4,−25,0) B3(−201.2,−139.5,0)
Chain 4 A′4(−219.4,25,0) B4(−201.2,139.5,0)
Chain 5 A′5(88,202.5,0) B5(−20.2,−224,0)
Chain 6 A′6(131.3,177.5,0) B6(221.4,104.5,0)

4.1. Determination for minimum reachable actuator motion range
As shown in Eq. (9), if we set the initial actuator angles θ0,i to be the zero points, the available workspace

should be realized by a minimum actuator motion range (−0.5π,0.5π]. The available workspace is the sum
of constant-orientation workspaces, and its projection in Cartesian space is defined as reachable workspace
UR. To determine the minimum motion range for reachable workspace, we apply a posture searching method
here and select the searching trajectories from the surface of UR(shown in Fig.11). It is noted that the
selection of θ0,i affects the searching results directly(shown in Fig.12). The objective of in this subsection is
to find the optimal initial actuator angles for the minimum reachable actuator motion range (−0.5π,0.5π].
The optimal objective function for initial actuator angles is defined as follows:

min
U

6

∑
i=1

(∣∣θ ′max,i−θ
′
min,i

∣∣+λ
∣∣θ ′max,i +θ

′
min,i−2θ0,i

∣∣) . (15)

Because the rotations of these six chains are totally decoupled, the objective function for each chain can
be rewritten as follows:

min
UR

(∣∣θ ′max,i−θ
′
min,i

∣∣+λ
∣∣θ ′max,i +θ

′
min,i−2θ0,i

∣∣) . (16)

Notice that the period of the circle angle should be considered as well. The searching algorithm is sum-
marized in the following steps:
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1) Determine the available workspace U under Eq. (11), and obtain the reachable workspace UR ;
2) Choose the terminal points in the surface of UR, and generate the searching trajectories from them;
3) Traverse in the range of (−π,π] with the step value ∆θ0,i and choose the initial angle for each limb;
4) In each step, obtain the inverse kinematic solution close to the initial angle by Eqs. (8) and (9);
5) Find the initial angle for each limb with the constraint of Eq. (16).

Fig. 11. Reachable workspace and searching trajectories Fig. 12. Solution range for initial angle(0,0,0,0,0,0)

If λ = 0.5, the objective functions reach their minimums in the value [−π/3,−π/3,π,π,π/3,π/3, ]
(shown in the Fig.13). And the minimun reachable motion range for actuators can be easily determined
when the optimal θ0,i is chosen(shown in Fig.14).

Fig. 13. The optimization for reachable motion range Fig. 14. The optimal initial angles and motion range

4.2. Determination for singularity-free and bifurcation-free actuator motion range
After verification, the reachable rotary motion range obtained in last subsection is not bifurcation-free,

and more work should be done to determine a proper actuators motion range. Shown in Eq. (9), the output
angles of the actuators are based on the reference of initial angles, and the objective function for the 6-RSS
parallel robot under singularity-free and bifurcation-free constraints is given as follow[25]:

max
(−π/2,π/2]

6

∑
i=1

λi |θmax,i−θmin,i| (17)
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Eq. (17) can be simplified based on the symmetric structure of the 6-RSS-parallel. Then the optimiza-
tion problem can be transformed into a single-objective planning: finding the maximum of Eq. (17) under
singularity-free and bifurcation-free constraint conditions when θmax = θmax,i,θmin = θmin,i,(i = 1,2, ...,6).

Fig. 15. The singularity & bifurcation-free optimization Fig. 16. Optimal initial angles with proper motion range

The optimization is similar to the method proposed in [25]. And the constraint conditions we used here
are listed as follows:

1. Bifurcation-free condition sign(J1) = [+,−,+,−,+,−] ;
2. Singularity-free condition ∆J2 = 0 and det(J2) 6= 0.

The optimization procedure is shown in Figs.15 and16, and the maximum motion range in which the
6-RSS parallel robot is singularity-free and bifurcation-free is (−0.9948rad,0.9948rad).

5. CONCLUSION

In this paper, a thorough kinematic analysis of general 6-RSS parallel robot has been conducted. The
novel methods for available workspace determination, singularity analysis and bifurcation avoidance for
6-RSS parallel robot are proposed respectively. The simulation results validate the effectiveness of the
proposed methods. And the proper actuator motion range, in which the robot owns the biggest, singularity-
free and bifurcation-free workspace is determined for a special 6-RSS parallel robot. In the future work, the
proposed method will be applied in the kinematic analysis of other types of 6-RSS parallel robots.
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ABSTRACT
This work presents a system for performing remote manipulation using an Unmanned Aerial Vehicle

(UAV) as part of an Aerial Manipulators System (AMS). The system utilizes a quad-rotor UAV with a
manipulator mounted on top to perform the desired manipulation. Despite being a scaled down prototype,
the system should easily be scaled up to a larger quad-rotor for practical use. The preliminary results show
the successful addition of manipulation capabilities to a quad-rotor and an autonomous system to utilize the
manipulator.

Keywords: Unmanned Aerial Vehicle (UAV); quad-rotor; manipulator; Aerial Manipulator System (AMS).
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1. INTRODUCTION

1.1. Background
Performing maintenance in remote areas has proven to be no simple task, as is evident by the processes

required for maintaining and servicing live, high-voltage power transmission lines. The power transmission
towers span large distances in uneven terrain which places human workers in danger’s way. The use of an
autonomous robotic system can provide a more safe and efficient method of maintaining power transmission
lines. There have been various solutions proposed such as boom trucks with robotic manipulators [1],
hanging trolley robots [2] and autonomous helicopters for inspection [3]. The difficulty in servicing remote
transmission towers are the large distances that must be covered and the ability to perform the necessary
maintenance tasks.

1.2. Proposed Robotic System
The Aerial Manipulator System (AMS) is a complete system for servicing and maintaining power trans-

mission towers which can be seen in Fig. 1 [4]. A dexterous manipulator is placed on an Unmanned Aerial
Vehicle (UAV) platform to allow for aerial manipulation. Another part of the AMS, a stable docking so-
lution is used to hold the UAV platform with manipulator to the tower. The UAV platform is tethered to a
mother-ship which provides power that will allow for prolonged task execution. The mother-ship will be an
efficient aerial vehicle capable of long distance flights and provide a storage for the UAV platform, as well
as other necessary components. The AMS will allow for comprehensive aerial manipulation. The purpose
of this work is to demonstrate the ability to fly a UAV with a robot manipulator to perform a task. This is
the first stage in the long term development of the AMS.

Fig. 1. Overview of AMS concepts

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 2



Fig. 2. The quad-rotor chassis for UAV platform

1.3. Existing Aerial Vehicles with Manipulation Capabilities
The recent advances in multi-rotors have provided a stable platform for adding manipulation capabilities.

Multi-rotors are ideal for manipulation as they hover in place and perform Vertical Take-Off and Landing
(VTOL). Early implementations of this concept comprised a simple gripper underneath the quad-rotor [5].
The quad-rotor was able to hover over an object and grip it in flight. Similarly, a simple serial chain manip-
ulator was added to a quad-rotor to perform manipulation in-flight [6], which was later replaced by a four
degree-of-freedom (DOF) manipulator [7]. Additionally, another 4-DOF manipulator was added to pro-
vide additional dexterity [8]. The focus of the previous works in the literature were on in-air manipulation,
whereas the aim of the AMS is stationary manipulation. In addition, the goal of the AMS system’s UAV is
to have it completely autonomous. As such, the quad-rotor developed in this work is entirely autonomous.

2. EXPERIMENTAL SETUP

2.1. Vehicle Setup
The current test vehicle is based on a 3DRobotics Quad frame as a chassis as shown in Fig. 2. It utilizes

four powerful Scorpion SII-2215-1127Kv brushless motors connected to two sets of opposing GEMFAN
10x4.5 inch propellers to produce enough thrust to carry the manipulator. The four Next Level Multi-
rotor 30A Electronic Speed Controllers (ESCs) with SimonK firmware connect to a 3DRobotics APM 2.6
autopilot. The APM 2.6 is using the open-source ArduCopter firmware [9] for stabilization using an inertial
measurement unit (IMU) consisting of a linear accelerometer, gyroscope and magnetometer. The vehicle
is powered by two Turnigy 5000 mAH 3S Lithium polymer batteries, currently off-board. The autopilot
traditionally accepts remote control (RC) signals from a transmitter, however, it is possible to send and
receive data using a serial interface (USB). The MAVLink protocol [10] is used for communication over
serial.

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 3



2.2. Manipulator Setup
The Lynxmotion AL5D was selected since it is a readily available small scale manipulator as can be seen

in Fig. 3. The AL5D uses five servos to create a 4-DOF manipulator as well as a gripper. The servos
are controlled by the Lynxmotion SSC32U servo controller which communicates over serial to accept joint
angle commands. The modified Denavit-Hartenberg parameters for the AL5D (schematic shown in Fig. 4),
which can be seen in Table 1, were used to derive the inverse kinematics [11]. Given a point P = (X ,Y,Z),
gripper angle α and the link lengths li, i = 1 to 4 , the inverse kinematics are as follows for each joint:

θ1 = atan2(±Y,±X) (1)

θ2 = atan2(b2,a2)±atan2(
√

a22 +b2
2 − k2

2,k2) (2)

where

a2 = X cos(θ1)+Y sin(θ1)− l4 cos(α) (3)

b2 = Z − l1 − l4 cos(α) (4)

k2 =
a2

2 +b2
2 + l22 − l32

2l2
(5)

θ23 = atan2(b3,a3) (6)

where

a3 =
a2 − l2 cosθ2

l3
(7)

b3 =
b2 − l2 sinθ2

l3
(8)

θ3 = θ23 −θ2 (9)

θ4 = α −θ2 −θ3 (10)

where θi is the angle of the iith joint. There are two solutions for joint 1 and joint 2, however, since the
servos are only able to rotate 180 degrees, certain solutions will not be used. Note that atan2 denotes a
quadrant corrected arctangent function.

Table 1. Modified Denavit-Hartenberg Parameters for the AL5D

Fi−1 ai−1 αi−1 di θi Fi

0 0 0 l1 θ1 1
1 0 π/2 0 θ2 2
2 l2 0 0 θ3 3
3 l3 0 0 θ4 4
4 l4 0 0 0 G
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Fig. 3. Lynxmotion AL5D manipulator

2.3. Control Setup
The control system is implemented using the Robot Operating System (ROS) framework [12]. The

mavros driver is used to translate the MAVLink protocol to a standard ROS message allowing for con-
trol by overriding the RC channels for roll, pitch and yaw rates, and throttle which is normalized thrust
from 0 to 1. The APM autopilot will perform on-board stabilization while the off-board, position control
is performed by a ROS based controller through the mavros driver as shown in Fig. 5. This ensures that
quad-rotor will remain relatively level and stationary when there is no input being commanded. The RC
values range from 1,000 to 2,000 where 1,500 is the middle for angular rates and 1,000 is the minimum
for throttle. Since the autopilot performs the stabilization control, only a position controller with yaw was
needed. A Proportional, Integral, and Derivative (PID) controller was created based on a set point pose
which does not include roll and pitch since it is desired for the UAV to be level. The controller uses the error
in the pose to determine the needed RC values. The RC channels are either an angular rate (roll, pitch, yaw)
or an absolute (throttle). For the rate RC channels, the middle channel value is zero angular rate. To move
in the X direction, a RC pitch rate must be sent to the controller which causes the motion in the X direction.
A PID controller was created for error in the planar (XY) position and yaw using:

RCrate = RC_MID−Kp,rateerror−Ki,rate

∫ t

0
error−Kd,rate∆t (11)

where the RC rates where roll, pitch and yaw. Since the throttle was absolute, a slightly different controller
was needed to use the error in height to convert to RC throttle values as :

RCthrottle = RC_MIN +Kp,throttleerror+Ki,throttle

∫ t

0
error+Kd,throttle∆t (12)
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Fig. 4. Lynxmotion AL5D schematic in zero displacement configuration where qi is the given joint
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Fig. 5. A general overview of the control system

During mode changes, the RC_MIN is reset to the throttle at the current height to keep the quad-rotor from
descending.

The UAV’s autonomy planner uses a target pose to generate a simple direct trajectory which consists of
a take-off to a certain clearance height, then a direct path over to the desired pose and finally landing on
the desired pose. Once the take-off is completed, a new set point is generated along the trajectory but at a
smaller step. The set-point is relative to the quad-rotor’s current pose and is a small step in the trajectory.
This allows for accounting for errors in the position at the current step. This process is autonomous with the
use of a joystick to arm, initialize task and an emergency stop for safety. Pressing the trajectory button on the
joystick starts the autonomous sequence of getting to the desired pose. To perform launch, the UAV enters
take-off mode. Take-off mode blocks all set points until a clearance height is achieved from the ground.
The desired planar position and yaw is determined from the initial pose of the vehicle. Once the vehicle has
achieved the clearance height, the mode automatically switches to hover mode. In hover mode, it is possible
to change the set point and this is done to move along points on the trajectory. Once the desired end point of
the trajectory is reached, the mode automatically changes to landing mode to perform the landing. Landing
mode is like take-off mode where it blocks set points and uses the last desired planar position and yaw.

Once the UAV has landed at the desired pose, the manipulator is given the pose of the target for manipula-
tion. The planning for the manipulation starts with the manipulator rising from its tucked configuration to a
configuration where no joint has a chance of colliding with the quad-rotor’s chassis. The first joint is moved
prior to moving the rest of the joints, this process ensures there is no possibility of collisions with the quad-
rotor’s chassis. Following this, the remaining joints are moved to the desired pose and the manipulation task
is executed. Upon returning to the tucked configuration, the previous steps are completed in reverse.

3. PRELIMINARY RESULTS

3.1. Test Setup
For this experiment, the NaturalPoint OptiTrack motion capture system shown in Fig. 6 with 12 V100:R2

cameras was used to determine the pose of the UAV. The cameras track infra-red markers on the chassis
and this can be seen in Fig. 7. The data is processed on a Windows-based PC using NaturalPoint Motive
software and then broadcasts the data in the NatNet protocol at 100 Hz. Using a gigabit Ethernet connection,
the NatNet data is sent to a Ubuntu PC where the mocap_optitrack ROS node decodes the data. The
data from the motion capture system used is at 25 Hz to avoid overfilling the serial communication to
the UAV platform. Once the pose data is obtained from the motion capture system, the ams_manager
and ams_quad_controller are constantly subscribing to the data. Also, the ams_trajectory_planner
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Fig. 6. Motion capture test cell

Fig. 7. Motion capture markers on quad-rotor

computes a trajectory using the initial pose of the UAV platform to the target and passes the data to the
ams_manager which is responsible for automatically changing modes and the set points and controlling the
RC values as previously outlined. Set points are changed using a service call to the ams_quad_controller.
Finally, the RC data is then sent to the driver mavros which is renamed ams for clarity. The overall control
system for this test experiment can be seen in Fig. 8.

3.2. Flight Test
A simple test was constructed that consisted of the quad-rotor dropping off a payload, which was com-

prised of a traditional nine volt battery, to a target. The payload was placed in the gripper of the ma-
nipulator initially since the gripper is rather small and the servos are not able to perform precise pick-
and-place tasks. The quad-rotor would start away from the desired target with a different yaw orientation
which was marked using a triangular set of infra-red markers shown in Fig. 7. The ground station op-
erator would then arm the quad-rotor and enable the action. The entire flight test can be seen in Fig.
9 which performs the actions as described in the previous section. A video of this test can be found at
https://www.youtube.com/watch?v=Fp6eQ-Q4tfA. As shown, the quad-rotor was successfully able to
fly to the target and the manipulator was able to release the payload over a marked target. The operator is
able to visualize the current pose of the UAV and its path along the trajectory as shown in Fig. 10.

During tests flights, the quad-rotor struggled to produce enough thrust to maintain an altitude. This also
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Fig. 9. The test flight of the UAV platform with the manipulator

Fig. 10. The ground station display
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Fig. 11. The actual position versus the desired position for the quad-rotor

caused poor pose control since the motors were constantly operating at maximum power to try to maintain
the desired height. Corrections in planar position and yaw caused the quad-rotor to lose altitude because in
order to perform the manoeuvres, the motors had to be slowed down. The position tracking can be seen in
Fig. 11 and it can be seen that the UAV does not achieve the desired height while following the trajectory. It
should be noted that these results are preliminary, but the results show that the proof-of-concept prototype
was able to perform the desired manipulation task.

4. CONCLUSIONS AND FUTURE WORK

The flight test successfully demonstrated the ability to perform remote manipulation using a UAV as a
mobile platform. Despite designing the system to accommodate the additional mass of the manipulator, due
to certain aerodynamic factors that were not considered, the resulting system was slightly under-powered,
resulting in slightly poor pose control. The next iteration of the quad-rotor platform will be designed to
carry a larger payload and have sufficient power to perform all necessary movements. In addition, additional
functionalities will be added to the system such as re-attempting landing if the desired target is not within
range of the arm. Nonetheless, the current system was able to complete the manipulation task.

The presented system shows the possibilities of having an autonomous UAV with manipulation capabil-
ities for the AMS. The motion capture system can be removed for a more practical method of estimating
the position of the quad-rotor and target using GPS and visual estimation. The current AMS UAV is only
a scaled proof-of-concept that shows the concept of the AMS UAV is possible. The modular nature of
the system design allows for easy scaling to a larger system. This work is a pivotal progression towards
implementing the AMS for remote manipulation.
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DESIGN AND DEVELOPMENT OF AN AUTONOMOUS OMNIDIRECTIONAL HAZARDOUS
MATERIALS HANDLING ROBOT
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ABSTRACT
This paper describes the design and preliminary testing of an autonomous omnidirectional robot to be used

for moving radioactive materials while minimizing human exposure. The robot, called the OmniMaxbot,
uses the Robot Operating System (ROS) to allow the individual components to communicate as well as to
control the movement. The hardware and software used in the OmniMaxbot are also explained. While still
in development preliminary testing has shown promise. More work is required before the OmniMaxbot is
considered to be fully functional however.

Keywords: omnidirectional; autonomous; mechatronics; robot operating system (ROS).
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1. INTRODUCTION

One of the main motivations for robotics is removing humans from environments that may cause bodily
harm. That is the motivation behind this project. In the manufacturing of uranium fuel for the nuclear
industry there is a process called Fluorination. This process involves mixing fluorine and uranium in a flame
reactor to produce uranium hexafluoride. Approximately ten percent of the material is output as waste. This
waste, in the form of uranium ash, falls into cans at the bottom of the reactors, where it is then removed
by workers. This step carries the highest risk to workers of being exposed to radiation. The OmniMaxbot
was developed in order to mitigate this risk. The OmniMaxbot is a fully autonomous robot for handling
hazardous materials. It is omnidirectional, allowing it to move in the tight spaces between the reactors. This
paper will explain the design and programming used for the OmniMaxbot. The remainder of the paper is
laid out at follows: Section 2 explains some of the related literature, Section 3 gives a brief overview of
the OmniMaxbot, Section 4 provides details on the hardware used, Section 5 explains the software used,
Section 6 outlines the completed testing and their results, Section 7 discusses future testing, and Section 8
lays out the conclusions.

2. RELATED WORK

Automating material handling vehicles is not a new idea. One of the most common types of automonous
vehicles used in manufacturing plants is the Automated Guided Vehicle, or AGV. According to Vis [1] AGVs
were first introduced in 1955. There are many different types of AGV designs and navigation systems, based
primarily on the work they are doing and the environment they must work in. AGVs are primarily used for
repetitive material handling jobs.

There are many navigation methods available for autonomous vehicles. Berman and Edan [2] developed
a method for navigating multiple AGVs using a fuzzy behaviour based navigation scheme. The navigation
method was based on two cases, whether or not the AGV in questions was carrying a load. If the AGV
had a load, then it would drive directly to the drop off location. If the AGV did not have a load, then it
would decide which work station to service based on which station was closest to the AGV and the due
time of the product. The AGV would then determine the shortest path between its current location and the
goal workstation using the configuration space and the A* search algorithm. The path was represented by a
series of waypoints. The AGV would follow the waypoints until it reached its goal. Right of way rules were
implemented so that multiple AGVs could be used in one area. During the path planning stage, each part
of the path between waypoint was given a classification. The classification decided if obstacles in that area
were assumed to be another AGV or not. If not, the AGV would bypass obstacles detected in that area. If
so, the AGV would wait to see if the obstacle attempted to bypass it. If, after a short wait, the obstacle did
not move then the AGV would bypass it.

Hentschel et al. [3] developed a method of autonomous navigation for a forklift. The method is based on
a series of predefined waypoints. A continuous-curvature path is built using line and polar spline segments.
In addition to the path, a velocity profile is constructed for the fork lift. A graph-based routing algorithm
was used to combine different routes to find the most efficient path. Using this method it was found that
speeds of up to 1.7 m/s could be achieved.

Simultaneous Localization and Mapping (SLAM) is used in this project to build a map of the Omni-
Maxbot’s environment. There is a great deal of research being done in the area of SLAM. Tuna et al. [4]
compared SLAM using three different map representations, each with three different localization methods.
The map representations were occupancy grid map, ladmark-based map, and topological map. The local-
ization methods were the Extended Kalman Filter (EKF), the Compressed Extended Kalman Filter (CEKF),
and the Unscented Kalman Filter (UKF). The tests explored the relationship between map accuracy and
CPU processing power for each of the localization methods. It was found that the CEKF worked best when
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there are lots of natural and artificial landmarks.
Durrant-Whyte and Bailey presented a two part tutorial on SLAM [5, 6]. The first article started with

a background of SLAM research. It goes on to explain SLAM in Bayesian form and its further evolution.
They then go on to explain SLAM using two different methods, the EKF method and the Rao-Blackwellized
Particle Filter (RBPF) method. The OmniMaxbot uses the RBPF method. The second tutorial by Durrant-
Whyte and Bailey looks at some of the existing literature on SLAM with a focus on computation complexity,
data association, and environmental representation.

3. SYSTEM OVERVIEW

The purpose of the OmniMaxbot is to pick-up cans of radioactive ash and move them to a waste handling
location. This must be performed autonomously in order to limit the possibility of worker exposure to
radiation. The OmniMaxbot must be omnidirectional in order to fit into the tight spaces it will be working
in. In order to achieve omnidirectional motion, mecanum wheels are used. The OmniMaxbot lifts the cans
using forks. The height of the forks is determined using InfraRed (IR) range finders. The cans are found
using a camera detecting a series of AR codes attached to the cans. This is used to line the robot up with the
cans and to determine when the cans are close enough to be picked up.

The OmniMaxbot uses laser range finders to build a map of its environment and for navigating within the
map. It also uses a Microsoft Kinect to build a point cloud of the area hidden by the forks. This point cloud
is converted into laser scans, also for use with the autonomous navigation system.

The start, pick-up, and drop-off locations are all stored on the OmniMaxbot. When it is activated, the
map is loaded and the robot’s initial position is set. The robot makes its way to the pick-up location using
the software which will be described in Section 5. Once it is in position, the stereovision camera detects
the can, lines up with it, and then approaches it. When the can is close enough, the forks are raised to lift
the can off of the ground. The OmniMaxbot then drives to the can drop-off location, lowers the forks, and
backs up until the camera determines that it is far enough to clear the forks. The robot then returns to its
start location.

4. ROBOT SETUP

Figure 1 shows the completed OmniMaxbot. The frame of the robot is built using 80/20. This is extruded
aluminium, giving the OmniMaxbot good strength for its weight. The forks are made of welded steel. The
system is designed to lift loads of 500 kg.

As stated in Section 3, the OmniMaxbot uses mecanum wheels. These wheels consist of a hub wheel and
a series of rollers which are at a 45◦ to the wheel axis. As the wheels turn, friction causes the rollers to turn.
This provides a force perpendicular to the axis of the hub wheel. By using four of these wheels, each with
its own motor, the OmniMaxbot can travel in any direction. An image of a mecanum wheel can be seen in
Figure 2.

The OmniMaxbot uses a variety of sensors. The most prominent of these are the two SICK LMS100
Laser Range Finders (LRFs). Each sensor has a 270◦ scanning angle, 25-50 Hz scanning frequency, and a
20 metre effective range [8]. In order to achieve a 360◦ scan about the robot one LRF faces forward and
one faces rearward. In addition to being used for map building, the LRFs are also used for navigation and
obstacle detection.

Due to the location of the LRFs the forks interfere with the scans. This is even more pronounced when
there is a can in the forks. In order to see the area blocked by the forks, a Microsoft Kinect sensor is used.
The Kinect is mounted above the fork frame so that it will see past cans when they are in the forks.

In order to identify the cans and determine their position relative to the OmniMaxbot, a Point Grey
Research BumbleBee2 Stereovision camera is used. The BumbleBee2 has two 0.8 megapixel cameras,
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Fig. 1. The OmniMaxbot as seen from opposite corners.

Fig. 2. A mecanum wheel [7].
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3.8 mm focal length, and connects using a Firewire 1394a port [9].
To determine the height of the forks, there are two Sharp IR sensors. These are connected to an Arduino

Uno board. As the board only needs to convert the raw sensor data into a distance value and send that to the
laptop it was determined that nothing more powerful was required.

Several motors are required for the OmniMaxbot to work. Four NPC-T74 motors are used to turn the
mecanum wheels. These motors run at 24-36 V and have a 20:1 gear ratio. Their performance parameters
can be found at [10]. The motors are equiped with US Digital E5 optical encoders. These encoders provide
1,250 counts per revolution, or 5,000 pulses per revolution with quadrature. Further information on the
encoders can be found at [11]. The encoders are used to calculate the odometry of the robot.

The T74s are controlled using two Roboteq AX2850 motor controllers. Information on these drivers can
be found in the operations manual [12]. The AX2850s have two channels, therefore the front set of motors
and rear set of motors are each run by a separate motor controller.

The forks are moved using Phidgets 2370 motors. These are controlled by Phidgets 1065 motor drivers.
The forks are kept steady using linear rails as guides.

To improve the accuracy of the pose estimation, the OmniMaxbot is equipped with a CH Robotics UM7
Attitude and Heading Reference System (AHRS). The UM7 uses three axis accelerometers and rate gyros
to provide data on the robot’s movement [13].

Two computers are used to control the OmniMaxbot. The first is a computer mounted directly to the
OmniMaxbot. This computer is used to receive sensor data, process the information, and perform the
autonomous navigation. A workstation laptop is used to control the robot computer over a network from a
distance. This laptop sends commands such as what programs to run, to control the deadman switch, and to
teleoperate the OmniMaxbot when required.

5. PROGRAMMING

The OmniMaxbot uses the open source Robot Operating System (ROS) to allow the individual parts
to communicate. According to the ROS website [14], ROS provides device drivers, packet management,
message passing, and more. ROS is open source to allow robot developers to use software created by others
in their own projects rather than having to reinvent the wheel. ROS Hydro was the version used in this work.
Figure 3 shows the ROS nodes and topics used in the navigation system of the OmniMaxbot. Three basic
parts of ROS are nodes, topics, and packages. Nodes are individual ROS executables. These are generally
written in C++ or Python. Packages are collections of related nodes. Topics are where data is transferred.
Nodes publish data to topics, or subscribe to topics to receive data from them.

Several ROS packages were used, either directly or in a modified form, for the OmniMaxbot. The standard
ROS packages can be found on the ROS wiki [15]. The packages built specifically for the OmniMaxbot can
be found on the following online public repository: https://github.com/orgs/mars-uoit/.

The ax2550 package is used to control the AX2850 motor drivers. The package used for the OmniMaxbot
is a modified version of the original version found at [16]. This package consists of four nodes. The
ax2550_front and ax2550_rear nodes are used to send the speed commands to the motors and the encoder
data to ROS. The omni_cmd_vel node is used to calculate what velocity each motor needs to turn at in order
to move as needed. The inverse kinematic equations used for the OmniMaxbot were taken from Doroftei et
al. [7]. These equations were modified slightly as they used a right positive y-axis where ROS uses a left
positive y-axis. This node takes the desired overall linear and angular velocities as inputs and outputs the
required speed each mecanum wheel needs to turn at in order to achieve those velocities. The final node
in this package is the omni_odom node. This node takes in the encoder data from the motor drivers and
publishes the robot’s odometry.

One of the drawbacks of this system is that the wheel odometry is unreliable. This is because of how the
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Fig. 3. The nodes, topics, and connections of the OmniMaxbot’s navigation system.
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meccanum wheels work. There is a great deal of slip with the wheels and the kinematics cannot accurately
predict how fast the rollers rotate. Odometry is required for the autonomous navigation to work as the
system needs to know what speed the OmniMaxbot is travelling at and in what directions. In order to
overcome this limitation the laser_scan_matcher package was used. The documentation for this package
can be found at [17]. Though the documentation is for ROS Fuerte the package has been updated to work
with Hydro. The package works by comparing sequential laser scans. New scans are compared to the
previous scan to determine how much translation and rotation there is. In order to minimize the effect of
sensor noise a keyframes method is used rather than the basic scan-to-scan method. What this means is
that rather than comparing each scan to the previous scan, one scan is taken, the keyframe, and subsequent
scans are all compared to this. A new keyframe scan is taken every time the robot translates or rotates by
a set amount. In this way small changes from sensor noise is ignored and only larger changes that can
be attributed to movement are accepted. This package has two primary outputs. The first is a transform
from the odom frame to the base_link frame. This is necessary for both the map making and autonomous
navigation systems. It also outputs a geometry_msgs/PoseStamped message. This is a pose estimate of the
robot relative to the map frame with a time stamp of when the estimate was made.

A new node was developed for the laser_scan_matcher package in order to estimate the velocity of the
OmniMaxbot. This was required as the move_base package, explained later is this section, needs to know
what speed the robot is travelling at in order to work. This is usually determined using odometry, but again
that does not work well for this robot. In order to estimate the OmniMaxbot’s speed in each direction the
PoseStamped message output by the base laser_scan_matcher node is used. The PoseStamped message
gives the OmniMaxbot’s position and orientation relative to the map and a time stamp. Consecutive mes-
sages are compared to determine the changes in translation along the x and y axes, rotation about the z-axis,
and time. The OmniMaxbot’s velocities are determined by dividing the changes in translation and rotation
by the change in time.

The LMS100s made use of the lms1xx package. This driver package was originally developed by the
Robot Control and Program Recognition Group, now the Robot Programming and Pattern Recognition
Group [18]. The package was rereleased and is now maintained by Clearpath Robotics [19]. The lms1xx
package takes the laser scan data from the LMS100 and converts it into a sensor_msgs/LaserScan message,
which is usable by other ROS packages.

The Kinect uses the openni_launch package in order to run. This package, found at [20], takes in raw
data from the sensor and converts it into usable data. The output from the Kinect, in this case the rectified
depth image and the camera information, is used by the depthimage_to_laserscan package [21]. This
package takes in the depth image generated by the Kinect and converts it to a laserscan message. To do
this the user specifies a height range, a minimum distance to consider, and a maximum distance. All of the
values within the height range are looked at and the closest distance in each pixel column of the image is
kept. If the distance is outside of the stated bounds, it is set to ±inf, otherwise it is kept.

The gmapping package is used to build a map of the OmniMaxbot’s environment. This map is then used
as the basis for the autonomous navigation. This package was developed by Grisetti et al. [22, 23]. The
gmapping package builds a 2 dimensional occupancy grid map using the laser scans, odometry, and AHRS
data. As the name implies, the map is in the form of a grid. Each cell is given a value of either unknown,
unoccupied, or occupied. An occupancy grid map of the Mechatronic and Robotic Systems (MARS) Lab
at the University of Ontario Institute of Technology (UOIT) can be seen in Figure 4. This package uses
a modified Rao-Blackwellized Particle Filter with adaptive resampling. More information on this package
can be found on the ROS wiki [24] or on the OpenSLAM website [25].

To navigate autonomously the OmniMaxbot uses the amcl package [26]. This package uses an adaptive
Monte Carlo particle filter with KLD-sampling. This method is described by Fox [27]. As inputs, the
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Fig. 4. An occupancy grid map of the MARS Lab built using the OmniMaxbot and the gmapping package. White
cells are unoccupied, black cells are occupied, and grey cells are unknown.

package takes in the map of the robot’s environment, an initial pose estimate, the transform tree, and the
laser scans. It outputs a pose estimate for the robot, a transform between the map frame and the odometry
frame, and the particle set from the filter.

As stated in Section 4, a Bumblebee2 stereovision camera was used to detect the cans and determine their
position relative to the camera’s position. The camera is controlled using the camera1394stereo package
[28]. The camera_calibration package was used to calibrate the camera in order to get rectified images.

The ar_sys package is used to detect cans and estimate their positions. This is performed by attaching
AR codes to the cans. The length of the side of the codes is used as a parameter for the package. The
distance between the can and the camera is determined by comparing the known length of the side of the
AR code to the length of the side as reported by the camera. The package takes the rectified image and
camera information as input and outputs an image with the augmented data overlaid on it, the position and
orientation of the can, and the transform between the camera and the can.

To control the Phidgets 1065 motor controllers, used to control the motors for lifting and lowering the
forks, the motor_controller_hc_1065 node of the phidgets package was used [29]. This node is a slight
modification of the motor_controller_hc node. The main modification to the node was the inclusion of a
breaking force for when the forks are holding a can.

The final package used was the move_base package. This package uses configuration data and sensor
inputs to determine the path that the OmniMaxbot should follow to travel from its current location to the
goal. It also determines and publishes what speed the OmniMaxbot should move at.

6. PRELIMINARY TESTING

The preliminary testing was performed in several stages. The first stage was to test the individual parts to
ensure that they worked correctly. Once this was completed, subsystems were tested.

The drive system was tested first to ensure that the robot would move in a desirable fashion. First,
commands were sent to the motors directly from the Ubuntu command line. These tests were performed
while the OmniMaxbot was on jacks in case the robot reacted in an unpredictable manner. Once it was
confirmed that the system was accepting and responding to the commands, the robot was lowered to the
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Fig. 5. The initial (left) and aggregated (right) scans from the linear odometry test.

ground. A joystick was then used to control the robot. These tests determined how well the OmniMaxbot
followed changing instructions and to verify that the robot moved in the proper directions.

Once the robot was moving as expected the mapping functionality was tested. This involved driving the
OmniMaxbot with the joystick while running the gmapping package to build the map. The result of this test
can be seen in Figure 4.

The autonomous navigation was tested next. The OmniMaxbot was directed to move from its start-
ing location to a point on the map. For this part of the testing the room was clear other than a single
mock can. The results of this test were promising, but showed that more work is required. The Omni-
Maxbot was able to perform coarse navigation, but not the fine navigation required. This is believed to be
due to error in the odometry data. Due to how the mecanum wheels work, there is a great deal of slip.
This is not accounted for in the kinematic equations, making the odometry estimates inaccurate. Once the
laser_scan_matcher package was added the odometry estimates improved greatly. To test the odometry
data from the laser_scan_matcher package, two tests were performed. The first test was to check the
translation. This involved driving the OmniMaxbot towards a flat wall. The laser scans taken while driving
toward the wall were aggregated. Ideally, the aggregated scans should look like a single scan, though rea-
sonably a few centimetres of drift is acceptable. The results of this test are shown in Figure 5. The second
odometry test was to verify the rotational accuracy. This test involved taking an initial scan, rotating the
OmniMaxbot by 360◦, then taking a second scan. Ideally the scans would be right on top of each other,
however a small about of error is acceptable. The results of this test are shown in Figure 6. Once these tests
were completed the OmniMaxbot was again directed to autonomously make its way from a starting location
to a goal location on the map. This time the OmniMaxbot reached its goal without issue.

Testing the ar_sys package with the BumbleBee2 camera and mock can has also been performed. It was
found that this method works well for detecting the cans. There is approximately ±5 cm error in the depth
measurement and ±1 cm of error in the horizontal distance measurement. The spacing of the OmniMaxbot’s
forks can accommodate this level of error in the measurements of the can’s position.

7. FURTHER WORK

There is still some work required before the OmniMaxbot is at a usable level. More navigation testing
is required to ensure that the robot reaches its goal every time and to optimize the amcl and move_base
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Fig. 6. Laser scans from before (left) and after (right) the 360◦ rotation.

configuration parameters. Once this is done, the OmniMaxbot will be tested in the same area but with
obstacles added. This is to guarantee that it will be able to avoid obstacles and still make it to the goal
location.

The final stage of testing will involve integrating all of the subsystems together into a final working robot.
These tests will consist of the OmniMaxbot navigating its way to a pick-up location, approaching a can,
lifting it up, navigating to a drop-off location, putting down the can, backing away from it without hitting it,
and returning to its start location. Once the OmniMaxbot can perform this test repeatedly without error, the
OmniMaxbot will be considered fully operational.

8. CONCLUSIONS

This paper outlines the hardware and software used to build the OmniMaxbot, an autonomous hazardous
material handling robot. Preliminary testing is also explained. It was found that there is still much work to be
done before the OmniMaxbot is able to perform its duties properly, however, the initial results are promising.
Further work is required so that the OmniMaxbot will be able to achieve the goal of autonomously handling
hazardous materials.
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ABSTRACT
It has been observed in the literature that as the cardinality of the prescribed discrete input-output data

set increases, the corresponding four-bar linkages that minimise the Euclidean norms of the design and
structural errors tend to converge to the same linkage. The important implication is that minimising the
Euclidean norm of the structural error can be accomplished implicitly by minimising that of the design
error. The problem is that the approximate synthesis of a device that minimises the structural error is very
computationally expensive compared to one that minimises the design error. Hence, the goal of this paper
is to take the first step towards proving that as the cardinality of the data set tends towards infinity that
observation is indeed true. This will be accomplished by integrating the synthesis equations in the range
between minimum and maximum inputs and outputs, thereby reposing the discrete approximate synthesis
problem as a continuous one. In this paper we prove that a lower bound of the Euclidean norm of the design
error for a planar RRRR function-generating linkage exists and is attained with continuous approximate
synthesis.

Keywords: approximate and continuous kinematic synthesis; design error; structural error; function-
generating linkage.

SYNTHÈSE CINÉMATIQUE DES GÉNÉRATEURS DE FONCTION PLANE

RÉSUMÉ
Il a été observé dans la litérature que lorsque la cardinalité des données entrées-sorties discrètes prescrites

augmentent, les liens des quadrilatères articulés correspondants qui minimisent les normes euclidiennes des
erreurs de conception et des erreurs structurelles tendent à converger vers la même liaison. La conséquence
importante est que la minimisation de la norme euclidienne de l’erreur structurale peut être accomplie en
minimisant implicitement l’erreur de conception. Le problème est que la synthèse approximative d’une mé-
thode qui minimise l’erreur de calcul de structure est très couteuse par rapport à celle qui minimise l’erreur
de conception. Par conséquent, l’objectif de cet article est de démontrer que la cardinalité de l’ensemble de
données tend vers l’infini. Ceci sera réalisé par l’intégration des équations de synthèse dans la gamme entre
les entrées et sorties minimum et maximum, reposant ainsi le problème de synthèse approximatif discret
comme un processus continu. Dans cet article, nous démontrons que la limite inférieure de la norme eucli-
dienne de l’erreur de conception pour une liaison fonction génératrice plane RRRR existe et est atteint avec
une synthèse approximative continue.

Mots-clés : la synthèse cinématique approximatives et continue; erreur de conception; erreur structurelle;
liaison fonction génératrice.
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1. INTRODUCTION

Design and structural errors are important performance indicators in the assessment and optimisation of
function-generating linkages arising by means of approximate synthesis. The design error indicates the
error residual incurred by a specific linkage in satisfying its synthesis equations. The structural error, in
turn, is the difference between the prescribed linkage output and the actual generated output for a given
input value [1]. From a design point of view it may be successfully argued that the structural error is the one
that really matters, for it is directly related to the performance of the linkage.

It was shown in [2] that as the cardinality of the prescribed discrete input-output (I/O) data-set increases,
the corresponding linkages that minimise the Euclidean norms of the design and structural errors tend to
converge the same linkage. The important implication of this observation is that the minimisation of the
Euclidean norm of the structural error can be accomplished indirectly via the minimisation of the corre-
sponding norm of the design error, provided that a suitably large number of I/O pairs is prescribed. Note
that the minimisation of the Euclidean norm of the design error leads to a linear least-squares problem whose
solution can be obtained directly [3, 4], while the minimisation of the same norm of the structural error leads
to a nonlinear least-squares problem, and hence, calls for an iterative solution [1].

Several issues have arisen in the design error minimisation for four-bar linkages. First, the condition num-
ber of the synthesis matrix may lead to design parameters that poorly approximate the prescribed function
[5]. This problem can be addressed through careful selection of the I/O pairs used to generate the synthesis
matrix. Otherwise, it has also been suggested to introduce dial zeros whose values are chosen to minimise
the condition number of the synthesis matrix [6]. Second, the design parameters depend on the I/O set car-
dinality. However, some convergence has been observed as the number of I/O pairs grows. Hence, the I/O
set cardinality might be fixed as soon as the minimal design error reaches some tolerance [2].

The goal of this paper is to take the first step towards proving that the convergence observed in [2] is true
for planar four-bar function-generators. More precisely, a proof will be given for the design error that as the
cardinality of the I/O data set increases from numbers of discrete pairs to infinity between minimum and
maximum pairs that a lower bound for the 2-norm for the design error exists, and corresponds to the infinite
I/O set, thereby changing the discrete approximate synthesis problem to a continuous approximate synthesis
problem. To this end, the design error minimisation occurs in the space of a continuous function possessing
a 2-norm defined later in this paper. However, our study is restricted to the planar RRRR function-generating
linkage, where R denotes revolute joint, synthesized using the kinematic model defined in [7].

2. DESIGN ERROR MINIMISATION: THE DISCRETE APPROXIMATE APPROACH

The synthesis problem of planar four-bar function-generators consists of determining all relevant design
parameters such that the mechanism can produce a prescribed set of m I/O pairs, {ψi,φi}m

1 , where ψi and φi

represent the ith input and output variables, respectively, and m is the cardinality of the data-set. We define n
to be the number of independent design parameters required to fully characterise the mechanism. For planar
RRRR linkages, n = 3 [7]. If m = n, the problem is termed exact synthesis and may be considered a special
case of approximate synthesis where m > n.

We consider the optimisation problem of planar four-bar function-generators as the approximate solution
of an overdetermined linear system of equations with the minimum error. The synthesis equations that are
used to establish the linear system of equations for a four-bar function generator that are used here are the
Freudenstein Equations from [7]. Consider the mechanism in Figure 1(a). The ith configuration is governed
by:

k1 + k2 cos(φi)− k3 cos(ψi) = cos(ψi−φi), (1)
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where the k’s are the Freudenstein Parameters, which are the following link length ratios:

k1 =
(a2

1 +a2
2 +a2

4−a2
3)

2a2a4
; k2 =

a1

a2
; k3 =

a1

a4
. (2)

Given a set of three Freudenstein parameters, the corresponding set of link lengths, scaled by a1, are:

⇒ a1 = 1; a2 =
1
k2

; a4 =
1
k3

; a3 = (a2
1 +a2

2 +a2
4−2a2a4k1)

1/2. (3)

The set of I/O equations can be written in the following form, using Equation (1)

Sk = b, (4)

where S is the m× 3 synthesis matrix, whose ith row is the 1× 3 array si, b is an m-dimensional vector,
whereas k is the 3-dimensional vector of design variables called the Freudenstein parameters [7]. For the
planar RRRR mechanism we have:

si =
[

1 cosφi −cosψi
]
, i = 1, ...,m, (5)

bi =
[

cos(ψi−φi)
]
, i = 1, ...,m, (6)

k =
[

k1 k2 k3
]T

. (7)

Fig. 1. (a) A four-bar linkage in two configurations. (b) Graphical illustration of the Steering Condition.

The synthesised linkage will only be capable of generating the desired function approximately. The design
error is the algebraic difference of the left-hand side of Equation (4) less the right-hand side. Because we
will be comparing errors associated with different cardinalities, we now include the cardinality m in the
definition. The m-dimensional design error vector dm for a set of m (m > 3) I/O pairs, {(ψi,φi)i=1...m}, is
defined as:

dm = Smk−bm. (8)

If the outputs prescribed by the functional relationship, φpres,i, correspond precisely to the outputs generated
by the mechanism, i.e., φgen,i, then, ‖dm‖= 0. However, for a general prescribed function φpres(ψ), ‖dm‖ 6= 0
and we seek the Freudenstein parameter vector that minimises the norm of the design error vector. In general,
the weighted Euclidian norm is used:

‖dm‖2
Wm,2 =

1
2

dT
mWmdm, (9)
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where Wm is an m×m diagonal matrix with strictly positive elements. In a typical design problem, Wm is
used to adjust the impact on the optimisation of specific I/O pairs. However, for the purposes of this work,
Wm will be set to the identity matrix, Im. The optimal Freudenstein parameters k∗m for this norm are:

k∗m = S+
mbm, (10)

where S+
m is the Moore-Penrose generalized inverse of the synthesis matrix, and the corresponding minimal

design error is:
min

k
‖dm‖2 = ‖d∗m‖2 = ‖(Im−SmS+

m)bm‖2. (11)

For numerical stability considerations, it is always desirable to have a well-conditioned synthesis matrix,
otherwise the numerical values of S+

m may be significantly distorted by very small singular values, or sin-
gular values identically equal to zero, leading to optimised k that imply a mechanism which very poorly
approximates the function. Hence, the dial zeros α and β have been introduced to minimise the condition
number, κ , i.e. the ratio of the maximum to the minimum singular values:

ψ = α +∆ψ; φ = β +∆φ . (12)

Including the dial zeros, the synthesis equation, Equation (1) becomes:

k1 + k2 cos(β +∆φ)− k3 cos(α +∆ψ) = cos(α +∆ψ−β −∆φ), (13)

and, the I/O pairs are regarded as a set of incremental angular changes {(∆ψi,∆φi)i=0..m}. d∗m, k∗m and Sm

are now also functions of the dial zeros. With this modification, the design error minimisation problem can
be efficiently solved in a least squares sense in two steps:

1. find the dial zeros to minimise the condition number, κm(α,β ), of the synthesis matrix, S;
2. find the corresponding optimal Freudenstein parameters using Equation (10).

3. DESIGN ERROR MINIMISATION: THE CONTINUOUS APPROXIMATE APPROACH

A major issue associated with the discrete approach to the design error minimisation is the appropriate
choice for the cardinality of the I/O pair data set such that the minimisation of the structural error is implied.
Indeed, the choice of m depends on the prescribed function ∆φ(∆ψ) and m is generally fixed when some
level of convergence is observed. For the example used in [2] m = 40 was observed to be a good choice.
We now propose to evaluate the design error over the continuous range [∆ψmin,∆ψmax] of the prescribed
function. This requires the function to be continuous over [∆ψmin,∆ψmax], and also requires a different
vector space, denoted C 0([∆ψmin,∆ψmax]), where upon the following 2-norm has been imposed:

∀ f ∈ C 0([∆ψmin,∆ψmax]),‖ f‖2 =

(∫
∆ψmax

∆ψmin

| f |2(x)dx
) 1

2

. (14)

Assuming that the prescribed function belongs to C 0([∆ψmin,∆ψmax]), the design error is:

‖d(α,β )‖2 =

(∫
∆ψmax

∆ψmin

(k1 + k2 cos(β +∆φ)− k3 cos(α +∆ψ)− cos(α +∆ψ−β −∆φ))2d∆ψ

) 1
2

. (15)

After some algebraic manipulation, it can be shown that Equation (15) is a quadratic function in terms of
the Freudenstein parameters:

‖d(α,β )‖2
2 = kT A(α,β )k−2e(α,β )T k+ c(α,β ), (16)
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where A(α,β ) is a 3×3 symmetric matrix whose six distinct elements ai j are

a11 =
∫

∆ψmax

∆ψmin

d∆ψ,

a12 = cos(β )
∫

∆ψmax

∆ψmin

cos(∆φ)d∆ψ− sin(β )
∫

∆ψmax

∆ψmin

sin(∆φ)d∆ψ,

a13 = −cos(α)
∫

∆ψmax

∆ψmin

cos(∆ψ)d∆ψ + sin(α)
∫

∆ψmax

∆ψmin

sin(∆ψ)d∆ψ,

a22 = cos(β )2
∫

∆ψmax

∆ψmin

cos(∆φ)2d∆ψ−2cos(β )sin(β )
∫

∆ψmax

∆ψmin

cos(∆φ)sin(∆φ)d∆ψ,

+sin(β )2
∫

∆ψmax

∆ψmin

sin(∆φ)2d∆ψ,

a23 = −cos(α)cos(β )
∫

∆ψmax

∆ψmin

cos(∆ψ)cos(∆φ)d∆ψ + cos(α)sin(β )
∫

∆ψmax

∆ψmin

cos(∆ψ)sin(∆φ)d∆ψ,

+sin(α)cos(β )
∫

∆ψmax

∆ψmin

sin(∆ψ)cos(∆φ)d∆ψ− sin(α)sin(β )
∫

∆ψmax

∆ψmin

sin(∆ψ)sin(∆φ)d∆ψ,

a33 = cos(α)2
∫

∆ψmax

∆ψmin

cos(∆ψ)2d∆ψ−2cos(α)sin(α)
∫

∆ψmax

∆ψmin

cos(∆ψ)sin(∆ψ)d∆ψ,

+sin(α)2
∫

∆ψmax

∆ψmin

sin(∆ψ)2d∆ψ,

e(α,β ) is a 3-dimensional vector whose elements are,

e1 =
∫

∆ψmax

∆ψmin

cos(α +∆ψ−β −∆φ)d∆ψ,

e2 =
∫

∆ψmax

∆ψmin

(cos(β +∆φ)cos(α +∆ψ−β −∆φ))d∆ψ,

e3 = −
∫

∆ψmax

∆ψmin

(cos(α +∆ψ cos)(α +∆ψ−β −∆φ))d∆ψ,

and finally c(α,β ) is a scalar having the form

c =
∫

∆ψmax

∆ψmin

cos(α +∆ψ−β −∆φ)2d∆ψ.

If A(α,β ) is positive definite, the optimal Freudenstein parameters k∗(α,β ) which minimise ‖d(α,β )‖2
2

(or equivalently ‖d(α,β )‖2) are:
k∗(α,β ) = A−1(α,β )e(α,β ), (17)

and the minimal design error is:

min
k
‖d(α,β )‖2 = ‖d∗(α,β )‖2 = c(α,β )− e(α,β )T A−1(α,β )e(α,β ). (18)

The assumption of positive definiteness for A(α,β ) will be discussed in Section 4. However, a necessary
condition for A(α,β ) to be positive definite is that it is non-singular. This justifies a posteriori why we use
the dial zeros. As in Section 2, the design error minimisation problem is solved in two steps:
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1. find the dial zeros to minimise the condition number κ(α,β ) of A(α,β );
2. find the corresponding optimal Freudenstein parameters using Equation (17).

Intuitively, the continuous approximate approach should correspond to the limit of the discrete approxi-
mate approach. This is made more clear in the next section.

4. THE DISCRETE APPROXIMATE APPROACH IS LOWER BOUNDED BY THE CONTINU-
OUS APPROXIMATE APPROACH

In this section, we assume that ∆φpres(∆ψ) is a continuously differentiable function (note that Propositions
1, 2 and 3 only require continuity). With this assumption and using the notation introduced in the previous
sections, the following propositions hold.

Proposition 1 A(α,β ) is semi-positive definite, and

lim
m→inf

1
κm(α,β )

=
1

κ(α,β )
.

Proposition 2 if A(α,β ) possesses full rank, then,

lim
m→inf

k∗m(α,β ) = k∗(α,β ).

Recall that k∗(α,β ) minimises the design error under the condition that A(α,β ) is positive definite.
Now, from Proposition 1, we can claim that A(α,β ) is at least semi-positive definite. However, the positive
definitiveness is not guaranteed and it justifies somehow the need of the assumption in Proposition 2.

Proposition 3 if A(α,β ) possesses full rank, then,

lim
m→inf

∆ψmax−∆ψmin

m
‖d∗m(α,β )‖2 = ‖d∗(α,β )‖2.

Proposition 4 if the optimal solution (α∗,β ∗) is unique, then,

lim
m→inf

(α∗m,β
∗
m) = (α∗,β ∗).

Proposition 5 if the optimal solution (α∗,β ∗) is unique, then,

lim
m→inf

1
κm(αm,βm)

=
1

κ(α∗,β ∗)
.

Moreover, if A(α∗,β ∗) possesses full rank, then,

lim
m→inf

k∗m(αm,βm) = k∗(α∗,β ∗),

and
lim

m→inf

∆ψmax−∆ψmin

m
‖d∗m(αm,βm)‖2 = ‖d∗(α∗,β ∗)‖2.

Proposition 5 is our main result. Basically, it states that the optimal Freudenstein parameters (and the
minimal design error) for the discrete approach converge to the optimal Freudenstein parameters (and the
minimal design error) for the continuous approach.
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4.1. Proofs

Proof of Proposition 1: the proof of Proposition 1 requires two results.

Proposition 6 Let f be a continuous function on some interval [a,b], then

lim
n→+ inf

n−1

∑
i=0

b−a
n

f (a+ i
b−a

n
) =

∫ b

a
f (x)dx.

Proposition 7 The eigenvalues of a matrix are continuous functions of its elements.

From Proposition 6, the elements of Am(α,β ) = ∆ψmax−∆ψmin
m ST

m(α,β )Sm(α,β ) converge to the elements
of A(α,β ). Hence, from Proposition 7, the eigenvalues of Am(α,β ) converge to the eigenvalues of A(α,β ).
The eigenvalues of every matrix are necessarily positive because they are the squares of the corresponding
singular values. Since the eigenvalues of Am(α,β ) are necessarily positive, the eigenvalues of A(α,β ) are
positive, which proves that A(α,β ) is semi-definite positive (but not necessarily positive definite).

The inverse of the condition number is defined as the ratio of the smallest and largest singular values.
Since Am(α,β ) and A(α,β ) are not identically equal to 0 (in other words, their largest eigenvalue greater
than 0), the inverse of the condition number of Am(α,β ) converges to the inverse of the condition number
of A(α,β ). Or, the condition number of Am(α,β ) is the square of the condition number of Sm(α,β ), which
completes the proof.

Proof of Proposition 2: the proof of Proposition 2 requires the following proposition:

Proposition 8 If a sequence of matrices Mn converges to a matrix M and M is invertible then, M−1
n con-

verges to M−1.

From Proposition 1, Am(α,β ) converges towards A(α,β ). A(α,β ) possesses full rank by hypothesis,
then there must be some index m0 such that ∀ m≥ m0 and Am(α,β ) possesses full rank. Hence, ∀ m≥ m0
Sm(α,β ) possesses full rank and the pseudo-inverse S+

m(α,β ) is:

S+
m(α,β ) = (ST

m(α,β )Sm(α,β ))−1ST
m(α,β ) =

∆ψmax−∆ψmin

m
A−1

m (α,β )ST
m(α,β ). (19)

Equation (10) then becomes:

k∗m(α,β ) = A−1
m (α,β )

(
∆ψmax−∆ψmin

m
ST

m(α,β )bm(α,β ))

)
. (20)

From Proposition 6,
(

∆ψmax−∆ψmin
m ST

m(α,β )bm(α,β )

)
converges to e(α,β ). From Proposition 8, A−1

m (α,β )

converges towards A−1(α,β ), hence k∗m(α,β ) converges towards A−1(α,β )e(α,β ) which is equal to
k∗(α,β ) (Equation (17)). This completes the proof.

Proof of Proposition 3: Equation (11) can be rewritten:

‖d∗m(α,β )‖2 = bT
m(α,β )bm(α,β )−

(
ST

m(α,β )bm(α,β )

)T

k∗m(α,β ), (21)

Multiply Equation (21) by ∆ψmax−∆ψmin
m . From Proposition 6,

(
∆ψmax−∆ψmin

m ST
m(α,β )bm(α,β )

)
converges

to e(α,β ) and
(

∆ψmax−∆ψmin
m bT

m(α,β )bm(α,β )

)
converges to c(α,β ). From Proposition 2, k∗m(α,β ) con-

verges towards k∗(α,β ). This completes the proof.
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Proof of Proposition 4: the proof of Proposition 4 requires the following proposition:

Proposition 9 Let f be a function continuously differentiable on [a,b], then∣∣∣∣∣
∫ b

a
f (x)dx− lim

n→+ inf

n−1

∑
i=0

b−a
n

f (a+ i
b−a

n
)

∣∣∣∣∣≤ (b−a)max{ f ′(x),x ∈ [a,b]}
n

The dial zeros belong to K = [−π,π]× [−π,π], which is a compact set. Hence, the maximum of the first
derivative of any entry of Am(α,β ) is bounded uniformly relatively to (α,β ). From Proposition 9, it follows
that the elements of Am(α,β ) converge uniformly relatively to (α,β ) towards the elements of A(α,β ).

The sequence (α∗m,β
∗
m) belongs to K. Hence, there exists a subsequent (α∗

ϕ(m),β
∗
ϕ(m)) which converges to

some (α∗ϕ ,β
∗
ϕ). From the uniform convergence of Am(α,β ), it follows that the elements of Aϕ(m)(α

∗
ϕ(m),β

∗
ϕ(m))

converge towards the elements of A(α∗ϕ ,β
∗
ϕ).

Following the same arguments used in the proof of Proposition 1, we get:

lim
m→inf

1
κϕ(m)(α

∗
ϕ(m),β

∗
ϕ(m))

2 =
1

κ(α∗ϕ ,β
∗
ϕ)

, (22)

or (α∗
ϕ(m),β

∗
ϕ(m)) maximises the inverse of the condition number of Aϕ(m)(α,β ), hence:

∀(α,β ) ∈ K,
1

κϕ(m)(α
∗
ϕ(m),β

∗
ϕ(m))

≥ 1
κϕ(m)(α,β )

.

From Equation (22) and Proposition 1, taking the limit on both sides of this inequality gives:

∀(α,β ) ∈ K,
1

κ(α∗ϕ ,β
∗
ϕ)
≥ 1

κ(α,β )
.

Hence, (α∗ϕ ,β
∗
ϕ) maximises the inverse of the condition number of A(α,β ). In other words, each conver-

gent (α∗m,β
∗
m) converges to a maximum of the inverse of the condition number of A(α,β ). By hypothesis,

this maximum is unique. Hence, ∀ϕ,(α∗ϕ ,β ∗ϕ) = (α∗,β ∗) and the whole sequence (α∗m,β
∗
m) converges to

(α∗,β ∗). This completes the proof.

Proof of Proposition 5: the first statement of Proposition 5 has been proved in the proof of Proposition 4
(see Equation (22)). From the uniform convergence arising from Proposition 9 the convergence in Proposi-
tion 2 and Proposition 3 is in fact uniform. The last two statements of Proposition 5 follow. To be rigorous,
Proposition 8 should be modified to uniform convergence, but this introduces no contradictions.

5. EXAMPLE

The preceding results for continuous approximate synthesis that minimises the design error are now il-
lustrated with an example. Let the prescribed function be the Ackerman steering condition for terrestrial
vehicles. The steering condition can be expressed as a trigonometric function whose variables are illustrated
in Figure 1(b):

sin(∆φpres−∆ψ)−ρ sin(∆ψ)sin(∆φpres) = 0, (23)

with ρ denoting the length ratio b/a, where a is the distance between front and rear axles, and b the distance
between the pivots of the wheel-carriers, which are coupled to the chassis. With the dial zeros, the expression
for the steering condition becomes:

sin(β +∆φpres−α−∆ψ)−ρ sin(α +∆ψ)sin(β +∆φpres) = 0. (24)
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For our example, ρ = 0.5 and [∆ψmin,∆ψmax] = [30.00,40.00], where angles are specified in degrees.With
these values, the prescribed function, i.e. the steering condition, is continuously differentiable. Hence,
Proposition 5 must apply.

5.1. Establishing the Optimal Dial Zeros and Freudenstein Parameters
The multi-dimensional Nelder-Mead downhill simplex algorithm [8] is employed to find the optimal

values for the dial zeros. Table 1 lists (α∗m,β
∗
m) for different values of m, as well as (α∗,β ∗).

m α∗m β ∗m α∗ β ∗

10 -61.80 67.320 - -
40 -62.17 68.73 - -
100 -62.23 69.03
400 -62.26 69.17
1000 -62.27 69.20

∞ - - -62.27 69.22

Table 1. Optimal dial zeros and condition number.

From the optimal dial zeros obtained in Table 1, it is now possible to compute the optimal Freudenstein
parameters. Table 2 lists the optimised Freudenstein parameters, ki, synthesis matrix condition numbers κm,
and design error norms which have been normalized by dividing by

√
m for comparison for different values

of m as well as the values using the continuous approach.

m k1 k2 k3 κm κ∗ ‖dm‖2 ‖d∗‖2

10 -0.993 0.412 -0.429 18.24 - 6.93×10−4 -
40 -1.001 0.406 -0.425 20.79 - 6.44×10−4 -
100 -1.003 0.405 -0.424 21.38 - 6.31×10−4 -
400 -1.003 0.404 -0.424 21.69 - 6.24×10−4 -
1000 -1.004 0.404 -0.424 21.75 - 6.23×10−4 -

∞ -1.004 0.404 -0.424 - 475.03 - 6.23×10−4

Table 2. Optimised Freudenstein parmeters, condition numbers, and normalised design errors.

Continuous approximate synthesis eliminates the problem of determining an appropriate cardinality for
the data-set. Basically, it considers the case m = ∞. Hence, there is no need to search for some convergence
in order to set the proper value of m, which eliminates a source of error. However, the continuous approach
requires numerical integrations, which itself is a source of error. These errors are in fact of the same nature.
Indeed, from the development of Section 4, it is clear that discrete approximate synthesis is essentially a
numerical integration method itself: the composite rectangle rule. Hence, comparing the errors arising from
the discrete approximate synthesis with continuous approximate synthesis is equivalent to comparing the
error terms of two different numerical integration methods. The example presented above employed the the
Matlab function quadl, which employs recursive adaptative Lobatto quadrature [9].

6. CONCLUSIONS AND FUTURE WORK

In this paper a proof has been given that the design error of planar RRRR function-generating linkages
synthesised using over-constrained systems of equations established with discrete I/O data sets is bounded
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by a minimum value established using continuous approximate synthesis between minimum and maximum
I/O values. Evaluating the design error over the whole range of the function requires the use of a functional
normed space, thereby changing the discrete approximate synthesis problem to a continuous approximate
synthesis problem. Assuming that the prescribed function ∆φpres(∆ψ) is continuously differentiable, it is
shown that the dial zeros, the optimal Freudenstein parameters, and the minimal design error for discrete
approximate synthesis converge towards the dial zeros, the optimal Freudenstein parameters and the minimal
design error for continuous approximate synthesis. In other words, the continuous approach corresponds to
the discrete approach after setting the cardinality of the I/O set to m = ∞.

The extension of this work is to investigate how the structural error as defined in [2] bounds the design er-
ror. First, it should be determined if the structural error minimisation problem can be formulated and, more
importantly solved, using the continuous approach. Second, it should be investigated whether in this case
too, the continuous approach corresponds to the discrete approach with m = ∞. This is certainly much more
challenging due to increased complexity of the continuous structural error minimisation problem, which is
a non-linear problem with equality constraints, compared to the continuous design error minimisation prob-
lem, which is a quadratic problem without any constraints. Finally, one might ask whether our developments
could be applied to other mechanism topologies, such as planar mechanisms possessing prismatic joints, as
well as spherical, or spatial linkages.
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ABSTRACT 
This paper illustrates a statistical approach for optimizing the parametric design and performance (e.g. 

height) of scissor lift elevators. Using dynamic model and kinematic analysis of scissor lift elevator, 

performance of the mechanism is simulated for different parametric combination to achieve certain 

height by the end effector or the platform. Simulation data are used to analyze the statistical significance 

of parameters on the performance of scissor lift mechanism using ANOVA technique. A two level 

fractional factorial design has been considered for the design optimization and it proved as a conductive 

approach for screening a large number of variables and reducing the no. of experiment to optimize the 

cost as well. For different level of parameters, optimum performances of the platform are compared and 

reported. Interactions between the parameter are analyzed and reported. Validation procedure has been 

tested and the design was proved to be scientific and reasonable and could serve as a reference for 

designing of scissor lifting mechanism. 

Keywords: scissor lift; DOE; optimization. 
 

CONCEPTION PARAMÉTRIQUE OPTIMISATION DE ÉLÉVATEUR À CISEAUX - UN 

PLAN D'EXPÉRIENCE (DOE) APPROCHE 

 

RÉSUMÉ 

Cet article illustre une approche statistique pour optimiser la conception paramétrique et de la 

performance (par exemple la hauteur) des ascenseurs élévatrices. En utilisant le modèle dynamique et 

l'analyse cinématique de ciseau ascenseur, la performance du mécanisme est simulé pour différentes 

combinaisons des paramètres pour faire certaine hauteur par l'effecteur d'extrémité ou la plate-forme. 

données de simulation sont utilisées pour analyser la signification statistique des paramètres sur la 

performance du mécanisme de levage à ciseaux selon une technique ANOVA. Un modèle factoriel 

fractionné à deux niveaux a été considéré pour l'optimisation de la conception et il se est avéré comme 

une approche de criblage d'un conducteur grand nombre de variables et de réduire le pas. d'expérience 

pour optimiser le coût ainsi. Pour le niveau de différents paramètres, les performances optimales de la 

plate-forme sont comparées et signalées. Interactions entre le paramètre sont analysées et présentées. 

Procédure de validation a été testé et la conception a été révélée être scientifique et raisonnable et 

pourrait servir de référence pour la conception des ciseaux mécanisme de levage. 

Mots-clés : ciseau; DOE; optimisation. 
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1       INTRODUCTION 

The scissor type elevating platforms are widely used for vertical transportation of load with or without 

human. This type of mechanism is the first choice for automobiles, assembly workers (e.g. engine parts 

assembly) and also for the maintenance workers at high altitude work. The mechanism can be mobile if it 

is mounted on the right vehicles [1]. Often this type of elevating platform dealing with high load and the 

mechanism needs to be very safe in terms of design as there are issues related with personal safety. Little 

success has been achieved for optimal design of the scissor lift mechanism due to difficult geometric 

constraints and complex model. Liu et al. in [2] proposed a simulative calculation based optimal design 

approach of scissor lift where the actuation principle is based on the hydraulic system. Usually the 

performances of the scissor lift elevators are tested in the laboratory which associated with huge cost and 

time. That’s why effective statistical analysis is a great addition for this type of mechanism.  In our 

approach Fractional Factorial based design approach has been used for identifying the key factors 

involved with the scissor lift performance. Considered factors are varied according to the Dynamic and 

kinematic analysis. Responses are recorded from the simulation. Fractional factorial design approach 

involves the running of just a partial number of full factorial design and has a great advantage of 

identifying and isolating the significant factors with a minimum of experiments without neglecting the 

interaction effects between factors. Here for simulation and optimization data we considered a Bond 

Graph model of scissor lift mechanism proposed by Islam et al. [3]. They considered DC motor as 

driving mechanism and the whole mechanism is comprised of two very well-known mechanism (i.e. four 

bar and slider crank). According to their design the driving link is connected to the ground platform. 

Figure 1 show a two stage scissor lift mechanism based on DC motor driving link. The basic advantage 

of this design is that it doesn’t contain any prismatic actuator and the complexity is less compared to the 

hydraulic actuator. A brief review of the Design of Experiment (DOE) methodology is presented in the 

section 2. Experimental model is described in section 3. Simulation factors and response are described in 

section 4. Section 5 presents the simulation data, simulation outcome and detailed analysis of 

optimization procedure. Validation of the proposed method is tested in the section 6. Finally section 7 

presents the concluding remarks. 

 
Fig. 1.   Two stage scissor lift mechanism 
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2     DESIGN OF EXPERIMENT METHOD 
     Design of experiment is a test or a series of tests on which purposeful changes are made to the input 

variables or factors or a system so that we may observe and identify the reasons for changes in the output 

response(s). Initially there was no general method to reach optimal design except varying the parameters 

step by step and it is known as One Factor at A time (OFAT) method. But OFAT is not a valid approach 

when there are interactions between the parameters. The design of experiment (DOE) methodology 

started in the 1930 by R. A. Fisher [4]. Fisher and his co-workers used this technology to see different 

parameters impact on agricultural science and to reduce the experiments. Then the concept of ANOVA 

(Analysis of variance) was introduced. During the fifties and sixties Box and Wilson proposed response 

surface methodology which broaden the application of this methodology on the chemical and process 

industries. Then during seventies and eighties Taguchi proposed a robust parameter design approach [5]. 

His innovation’s made the method popular in the business world. This approach widely used due to the 

introduction of computer technology. It’s a structured and efficient procedure to plan experiments and to 

obtain data which can be analyzed for valid calculations about the studied products or process [6]. 

Lahoud et al.in [7] mentioned some advantages of DOE. In DOE we can learn about the investigating 

process and can screen out important variables. In addition of that the DOE analysis builds a 

mathematical model and gives provision for optimization run of the responses. The statistical 

significance of analysis is tested using ANOVA and the prediction model is obtained through the 

regression analysis. There are some important classes of factorial design. They are 2-level factorial 

design (2
K
), Fractional Factorial Design (2

K-P
) and Response Surface Methodology. When the number of 

factors becomes large enough to be interesting, the size of the design grows very quickly. Then fractional 

factorial design is the most efficient DOE approach. DOE can be used for a wide range of experiments 

for various purposes including nearly all fields of engineering. This approach provides opportunity to 

select design parameters so that the design will work under a wide variety of field conditions (robust 

design). DOE also used in mechanical engineering and in the robotics field. A DOE approach for the 

parametric design optimization of planar manipulator has been published in [8]. 

3     EXPERIMENTAL MODEL ANALYSIS 
3.1    Kinematic Equations 

       Brief kinematic analysis of the two stage scissor lift mechanism is described in [3]. They considered 

l as the length of each link. For the design in Figure 2 the link length is equal for each link. Distance of 

the moving link from the fixed link is S and the midpoint height is h. Total height for one stage is, H =2h. 

  

The height h with respect to the input angle θ’ is: 

                                                                       h = 
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Height h in terms of input and output is: 
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Fig. 2.   Kinematic Analysis Figure 

3.2    Dynamic Model Analysis 

      A detailed bond graph model for dynamic analysis of the mechanism is presented in [3]. That paper 

describes every single component modeling of the mechanism. From that modeling concept 20-sim 

software has been used to get the simulation data. Figure 3 shows the BG model for simulation. Parasitic 

stiffness and damping is considered to do the joint modeling and they considered as the global parameter. 

Vector bond has been used to represent the nonmoving portion. To make a link nonmoving or static zero 

effort source has been used. Centre of mass points between the links are connected and the platform is 

also connected according to the design. A simple PID controller has been used and the parameters of the 

controller are described in the original model of that paper.    

 

Fig. 3.   Bond Graph Model for Simulation 
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4       EXPERIMENTAL FACTORS AND RESPONSE 

Various parameters influencing the performance of scissor lift are identified based on their kinetic and 
dynamic analysis. Here we considered five parameters as input factors and the output response is the 
height of the platform.  

Mass of Each Link (A): Scissor lift mechanism is the combination of extended four bar and slider crank. 
Each of the links has an effect on its performance. In the experiment, link mass is allowed to have two 
different levels. We considered link mass – 3 lbs (low level) and link mass– 5 lbs (high level). 

Link Length (B): If the length of the link increases then it will increase the height coverage of the scissor 
lift elevator. But on the other hand mass will also increase. The DC motor needs to supply more torque. 
Considered two different link lengths are 6 in (low level) and 8 in (high level).  

Platform Load (C): There is a platform on the top of the scissor lift elevator to carry human or other load. 
This load is another vital factor for scissor lift type elevator. The main purpose of the mechanism is to lift 
load to a certain height. Platform load combines the mass of the platform as well as the carrying load. 
Here in this design the chosen platform loads are 15 lbs (low level) and 25 lbs (high level).  

Motor Torque (D): Based on the supplied motor torque the structure will move vertically. When the mass 
of the system or load increases then the motor needs to supply more input torque. The considered two 
levels are 20 in_lbs (low level) and 30 in_lbs (high level).  

Repetition of Stages (E): The main structure of a scissor lift elevator consists of several extended 
rhombus structure repetitions.  Rhombus structure is made with 4 links of equal mass and equal length 
[9].  Two links connected in their center of mass form a stage. To increase the number of stages two 
center connected links needs to be connected with two other center on mass connected link. Increase in 
the number of stages will cause increase in the height performance of the elevator. But increase of stages 
will also cause increase in weight and requires more torque to lift the same load up to certain height. 
Here we consider 2 stage repetition as low level and 3 stage repetition as high level.  

The response is the platform height lifted by the scissor lift. For different level of the considered five 

factors the response (height) was recorded from the simulation. For five factors, a full factorial design 

needs a total of 2
5 
= 32 runs. Instead we use a half fractional factorial design with a total of 2

5-1 
= 16 runs. 

One effect has to be confounded and we choose I = ABCDE as the confounding effect. As this is a 

resolution V design, all the main effects and two factor interactions can be estimated clearly. Three factor 

interactions are aliased with two factor interactions.  But they are not significant and can be ignored. The 

experiment was carried out with the standard run order for fractional factorial design. The factors were 

arrayed with the specified run order and every time the associated factor values were changed according 

to the design summary. The model was run by the 20 sim software and output values were measured 

from the simulation data file. 

5      DOE MODEL ANALYSIS 

5.1    Fractional Factorial Design of the Experiment 

A 2
5-1

 fractional factorial requiring 16 runs was designed to determine the influence of the five factors 

and interactions of factors.  Design Expert software (version 8.0.6) by Stat-Ease was used to develop a 

design of Resolution V.  An alias structure automatically chosen by the software takes the advantage of 

the sparsity of effects - that is, high order interactions are aliased with main and two factor interactions. 

Figure 4 shows the alias structure of the design produced by Design-Expert with the run order and the 

data. Figure 5 shows the effect list and their interaction effects. From the effect list we can also determine 

the positive or negative impact of the factors on the performance.  
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5.2     Analysis of Experimental Data 

While analyzing the data, the most important factors and their interaction effects are considered. 

Figure 4 and Figure 5 shows the effect of A, B, C, D, E and the interaction of CD and DE are the main 

contributors as there percentage contributions are very high. Remaining factors have no significant 

contributions to height performance as there percentage contributions are less than 1. 

 

 
 

Fig. 4.    Aliased terms including run list and Data for Experiment 
 

 

Fig. 5.     Effect List 

5.3      Pareto Chart and Half Normal Plot 

        From the pareto chart bar graph we can screen out the most significant factors and their interaction 

effects. There is a cutoff point line to compare significance of the effects. Figure 6 shows that from our 

considered parameters all of the parameters single factor effects are significant. Interactions between DE 

and CD are the most dominant two interactions. Figure 7 shows the half normal plot and it justifies the 

same result for the effects. The most significant factors will be away from the line in the half normal plot.  
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Fig. 6.     Pareto Chart 

 

 
 

Fig. 7.         Half Normal Plot 

 
5.4      ANOVA Analysis and Regression Model 

      The ANOVA table summarizes the significance. From the F-value and probability value comparison 
of the effects, the software concludes the significance. In summary the standard shows the deviation of the 
error term. R

2 
presents the percentage of total variability explained by the model. Addition of effect will 

increase the R value. That’s why we should look at the adjusted R value produced by the model. The 
difference between the two R

2
 should be very small. Precision should be greater than 4 for an adequate 

model. Figure 8 shows the ANOVA table and the ANOVA summary for the proposed model. The R
2
 

values are very close and precision is much greater than 4 which signify the adequacy of the model. Figure 
9  represents a mathematical model for the output response of the scissor lift. 
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5.5      Residual Analysis 

        Residual analysis checks whether the assumptions of the ANOVA are correct or not. We made 
following assumptions: 

1. Random Samples from their respective population. 
2. All samples are independent. 
3. Departures from group mean are normally distributed for all data groups. 
4. All data groups have equal variance. 

 

Fig. 8.     ANOVA table with the summary 

 

Fig. 9.        Regression Model 
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From the normal probability plot (Figure 10) it is obvious that maximum points follow a straight line. So 

the distributions of residuals are almost normal. The plot of Residuals vs. Predicted (Figure 11) looks like 

well scattered which indicates constant variance. Figure 12 shows the Residuals vs Run plot. From the 

plot we can see most of the data are random i.e. no trend and points are beyond the red line. The 

Predicted vs. Actual plot (Figure 13) shows that points are randomly scattered along the 45 degree line.  

Groups of points above or below the line indicate areas of over or under prediction. Finally from the 

Box-Cox plot of Figure 14 we can see that the current line (blue line) is between the ranges (between 

Low & High Confidence Interval). This recommends for no transformation. So, we can conclude that the 

assumptions of ANOVA are satisfied. 

 
Fig. 10.      Normal Plot 

 

 
 

Fig. 11.        Residuals vs. Predicted Plot 

 

 
Fig. 12.      Predicted vs. Actual plot 
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Fig. 13.      Residuals vs. run Plot 

 
Fig. 14.     Box-cox plot for power transformation 

5.6    Interactions 

      From the interactions graph we can determine the effect of the parameters on the response. Figure 15 

shows the single factor effect on the height performance for two factors. We can see that both factor A 

and B has negative effect on performance. As we move from low to high level, performance decreasing 

slightly. Parameter B has more detrimental effect than A. In the same way the other three factors 

interactions can be described. Figure 16 shows the two factor interaction curve of the CD and DE. It 

indicates that the height performance will reduce with the increase of C from low level to high level for 

both level of D. For low level the reduction is more rapid compared to the high level. On the other hand 

if we increase the factor D from low to high level the performance will increase for both level of E. High 

level of E has more positive effect compared to the low level. For both case interactions effect becomes 

smaller as we move from low to high. Figure 17 shows the outcome of model optimization run.  

 

 
 

Fig. 15.     Single Factor Interaction Graph 
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Fig. 16.      Two factors interaction 

 

 
 

Fig. 17.     Optimization Runs for validation 

6       MODEL OPTIMIZATION 

  The model was optimized and extra runs performed for validity check. All factors were kept in range 
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and the output obtained was fair enough to describe the model as a valid one. Figure 16 shows that for 

the certain height all factors are in their specified range and we can determine the values for each of the 

factor. Output confirms the validity of the model to find the parametric combination and their respected 

values for certain height coverage. Here factor values are given in their coded form. 
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7      CONCLUSION 

A fractional factorial design has been performed to investigate the significance of the major effects and 

their interaction. The detailed study shows the effect of major five factors (A,B,C,D and E) and the 

interaction of CD and DE is most dominant. The motor torque and repetition of rhombus stages was the 

most significant contributor for scissor lift height output. The model has a very good R-squared value of 

98.4% which signifies the models suitability. Moreover additional validation runs were performed that 

they match the optimization scheme. The model was actually made and simulated by using the 20 sim 

tool. It’s very reliable to describe the dynamic modeling of the system with the help of bond graph. For 

design optimization of scissor lift type elevating platform using the DOE methodology and fractional 

factorial design one can reduce the number of experiment and make the study more cost effective where 

result will be almost as accurate as laboratory set up. Hence the DOE methodology can be an efficient 

estimate of designing the scissor lift elevator. The DC motor based scissor elevator can also be used as 

linear actuator for parallel manipulator.  
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ABSTRACT
In the last decade, technology related to powered prosthetic legs has demonstrated solid potential towards

returning fully functional capabilities to millions of lower-limb-amputees. The remarkable advantages in
such prosthetic legs have integrated state-of-the-art mechatronic systems which are able to read bio-electric-
signals and convert them into mechanical human-like leg movements. However, replicating the inherent
complexity of human mobility is not a trivial control problem. In fact, the strategies for this application
must be capable to control prosthetic actuators efficiently (optimising energy consumption) and be clini-
cally reliable ensuring stability. In this context, the paper introduces a control approach based on General
Predictive Control (GPC) + Integral compensator. This technique is based on a prediction mechanism that
optimally minimizes the sum of the square errors between the future prediction and current measurements.
Although robustness of the optimal GPC has been widely evaluated for linear systems, this approach uses
a non-linear model of a Two-Degrees-of-Freedom prosthetic leg. A model identification algorithm esti-
mates the transfemoral device dynamic behaviour in order to design a GPC control partially decoupled in
two decentralized subsystems. An integral compensator is added to reduce the uncertainties due to residual
dynamics caused by link interaction and friction torques in the joints.

Keywords: Power Prosthetic Leg; GPC+Integral Approach; System Identification, Non-Linear Model,
Mechatronic system.

1. INTRODUCTION

Limb loss has represented one the most complex problem faced by humanity throughout history. In
order to mitigate it, prosthetic limbs emerged about 3500 years ago [1]. However, even today, the social,
psychological and economic impact is still not well addressed. For instance, the quality of life of lower-limb
amputees is dramatically reduced since secondary pathological issues are presented such as osteoarthritis,
back pain, and depression [2]. The latest technology of such devices are still far from being available,
most particularly, for people living in undeveloped countries. Most of the available technology is based
on passive devices. For lower-limbs amputees prosthetic legs have been the only choice due to the lack of
technological maturity of active (e.g., motorized) prosthetic devices. Unfortunately, even today, people who
wear the most advanced passive prosthetic limbs still find difficulty to walk on slopes, climb stairs or uneven
terrains, since the non-symmetrical gait increases the muscular effort either on residual limbs [3]. The new
generation of active prosthetic devices improves mobility in general [4]. Particularly, motorized prosthetic
legs represent the ultimate technological goal that might be able to mimic the gait of an intact person. In
this context, the hypothesis of this pilot study states the following: there must be a synergistic combination
of three fundamental tools that can be efficiently used to design cost-effective prosthetic devices that are
energy-efficient and clinically viable. These tools are 1) Bionic know-how that interfaces the biological
tissue with a mechatronic system, 2) Portable high-efficiency torque actuators and 3) Understanding of
the vast theoretical knowledge related to automatic control of biped robots. These key technological and
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theoretical components have been recently available, and the ultimate goal of this project is meant to find
this synergistic combination of them that could result in a prosthesis design with human-like capabilities.

1.1. Control Design Challenges of Motorized Prosthetic Legs
Technology related to motorized prosthetic legs has reached a level of maturity that might significantly

improve mobility of lower limb amputees patients around the world. However, there are some important
challenges in the field of automatic control due to be solved. In order to understand such challenges, a brief
introduction in this matter is presented as follows. The history of prosthetic devices started with rigid passive
legs (i.e., no actuators) and they have been the only choice for those who has suffered a leg loss [5]. Flexible
and more complex passive devices (i.e., artificial limbs) slowly emerged in the last decades [3] in order to
improve adaptability and locomotion. These artificial limbs are usually customized for every single patient.
More metabolic energy effort, less stability and slow movements than able-body locomotion is reported [6].

On the other hand, powered prosthetic legs could potentially recover all function of lower-limb am-
putees [5]. The gait cycle of these prosthetic legs is determined based on different “time periods”, better
known as gait-cycles. Each gait-cycle has its own control model [7]. Dealing with the transition between
these multiple cycles is a complex matter that mainly depends on the feedback sensors of the prosthetic
device [8]. Each control model requires the simultaneous modification of parameters such as torque, speed,
and desired impedance at the contact point [6]. A highly reliable estimation in the gait cycle, along with
the control tuning gains for every single patient, is still an open problem [4]. The current research in this
area has partially solved the problem reducing it to the minimum necessary cycles and tuning the control
parameters by an expert [6].

Reduction in the gait cycles increases the system reliability, however this reduces the mobility. The hand-
tuned procedures are not a practical option for a large number of patients, since it requires long periods of
testing.

1.2. Control prosthetic lower limbs inspired by Biped Robot strategies
Control theory has been formulated by researchers over the last centuries with rigorous mathematical

support for a wide diversity of problems. Particularly, literature on control of motorized prosthetic limbs is
a new application area with numerous challenges related to robustness, stability, and adaptability. Among
many strategies Proportional Integral Derivative (PID) control has been, by far, extensively used in many
applications related to rehabilitation, among others [4]. The core of this technique provides a control signal
based on an error (e.g., the difference between set-point(s) and output signal(s)). The regulatory effect
of PID is able to ensure control stability for many under estimate dynamic systems [9]. However, recent
applications of such technique applied to legged robots have shown unstable behaviour when high robustness
is required [7]. One common strategy to overcome such problem deals with the inclusion on the dynamic
model a desired impedance (e.g., join stiffness or viscosity) caused by the contact point on the ground. Most
of the PID family (e.g., PD, PD+G, PI, etc.) in combination with other strategies were evaluated in motorized
prosthetic prototypes, these approaches were implemented on biped locomotion algorithms. Some of these
implementations use heuristic approaches which provide the fine tuning of the controller gains, for instance:
Genetic Algorithms in [10] were used to optimize the gait sequences by tuning the gains in order to reduce
the energy consumption. Unfortunately, the high computational burden of such algorithm is impractical for
portable embedded systems [11]. Another common heuristic approach based on Artificial Neural Networks
(ANN) which is based on a learning basis. In this context, one of the most common control strategies based
on ANN used for biped robots is Back-propagation algorithm [12]. The main limitation is the memory and
processing time required to train in real-time the complex dynamic bipedal locomotion is still an undergoing
research [4]. Most of the established control approaches used in bipedal locomotion are based on quasi-
static models which can reduce mobility when they are required to implement in a motorized prosthetic
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devices [5]. Non-linear dynamic models have been used to evaluate by simulation different system control
algorithms for biped robots. Similarly prosthetic are commonly modelled as full-biped models in order to
consider the intricate dynamic interaction between the legs and the links (e.g., [7]). One of the common
control algorithms used for these non-linear models is the Sliding Mode Control (SMC) which is a powerful
approach for applications modelled as non-linear plants [13]. The variable structure of such control allows
controlling biped robots in different phases; the stability is guarantee when a Lyapunov candidate function
is chosen properly. Nevertheless, some experimental work in this field uses the criteria of Zero Moment
Point (ZMP) for modelling the upper body which may allow stability under very low speed ranges (e.g., [7])
that limits the use of SMC for such application. Also, Partial Feedback linearization approach has been
a successful technique that maintains the system stable when the dynamic model is fully determined [6].
Unfortunately, model uncertainties and structural variations can guarantee stability, so that, in practice a
PD compensator is commonly added to compensate the remaining dynamics not considered in the model.
Other control techniques have been used in prosthetic lower limb applications inspired from biped robot
designs. However, these techniques are out of the scope of this literature review. A summary of the specific
challenges to control a prosthetic device of a one leg amputee system of 2 degrees-of-freedom (DOF) is
presented in [4]. These challenges are specifically related to find a control design that can reliable enough
to switch among phases. Also the fine tuning algorithm can be a systematic process for different patients,
tasks and time-variant conditions [6].

Particularly, the problem described in this study is related to the design of a robust adaptive control
technique for a lower-limb prosthetic device capable of tracking the human-gait trajectories, in order to co-
ordinate a walking sequence with the intact leg. In this context, the paper introduces a control approach
General Predictive Control (GPC) + Integral compensator which can not only be adaptive but also compu-
tationally inexpensive. This technique includes a prediction mechanism that optimally minimizes the sum
of the square errors between the future prediction and current measurements. Although robustness of the
optimal GPC has been widely evaluated for linear systems, this approach is based on a non-linear model
of a 2 DOF prosthetic leg. A model identification algorithm is used to estimate the transfemoral device
dynamic behaviour in order to design a GPC control partially decoupled in two decentralized subsystems.
Here, an integral compensator is meant to reduce the uncertainties due to residual dynamic caused for both
links interaction and friction torques in the joints.

The paper is organized as follows, Section 2 deals with two stages for obtaining the dynamic model of the
prosthesis device using a non-linear MIMO plant and reduced to a couple of SISO linear models. Section 3
describes how to design the control based on GPC+I for the linearized plant obtained in the previous section.
Results are described in Section 4 and the following section provides conclusions to this paper.

2. MODEL IDENTIFICATION OF A 2-DOF LOWER PROSTHETIC LIMB

This section describes the dynamic system used to describe the mathematical behaviour of a 2-DOF serial
mechanism. This model represents a simplified model of both the remaining leg and the prosthetic limb,
however real parameters of this model are not easy to calculate. In fact, the fusion of a serial mechanism
along with biological tissue contains lumped parameters that are not fully understood. Instead of trying
to calculate these parameters, the proposed approach uses a standard regression model based on a least
square method to estimate time-invariant parameters. The proposed identification algorithm is divided in two
stages: 1) Identification of Multiple-Input and Multiple-Output (MIMO) dynamic model of 2-DOF serial
mechanism that considered lumped parameters (biological + mechanical) and 2) identification of a Single-
Input Single-Output (SISO) dynamic model for control purposes. The first identification stage provides the
numerical information of the full leg in order to identify (second stage) each joint independently for control
purposes. A general diagram of the prosthetic leg is shown in the Fig. 1.
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Fig. 1. Prosthetic leg configuration based on 2-DOF serial mechanism.

2.1. First stage of the Model Identification
Model system identification was originally proposed by mathematicians whose historically tried to make

system models based on statistics, regression techniques, and many other tools. This technique establishes a
model constructed by means of an appropriate input/output map where the dynamic structure of the system
is either full known or partially known. The input/output map for this application is defined in linear in
parameters in order to use a standard regressor. This regressor provides the parameters of the system such
as inertia moments, lengths of the limbs where the centre of mass is located, etc. Although the algorithm is
valid for time-invariant cases, in practice, this algorithm should identify a new set of parameters every time
the system changes. Online identification of such parameters provides adaptability if a control strategy is
combined along with this identification technique.

Based on Fig. 1, a dynamic model can be obtained by finding the energy-model of the system. The so
called Lagrange formulation (see details in [14]) is used to obtain the dynamic structure of the prosthetic leg
which is modelled as a 2-DOF serial link mechanism as:

M(q)q̈+C(q, q̇)q̇+g(q)+ f(q̇) = τ (1)

where: q is a 2×1 angular position vector, q̇ is a 2×1 angular velocity vector, q̈ is a 2×1 angular acceler-
ation vector. M(q) is a 2×2 inertia matrix whose components are described as:

M(q) =
[

m1l2
c1 +m2(l2

1 + l2
c2 +2l1lc2 cos(q2)+ I1 + I2) m2(l2

c2 + l1lc2 cos(q2)+ I2)
m2(l2

c2 + l1lc2 cos(q2)+ I2) m2l2
c2 + I2

]
(2)

C(q, q̇) is a 2×2 Coriolis matrix term:

C(q, q̇) =
[
−m2l1lc2 sin(q2)q̇2

2 −m2l1lc2 sin(q2)(q̇1 + q̇2)
m2l1lc2 sin(q2)q̇1 0

]
(3)

g(q) is a 2×1 gravity vector:

g(q) =
[

m1lc2 +m2l1gsin(q1)+m2lc2 sin(q1 +q2))
m2lc2gsin(q1 +q2)

]
(4)
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and f (q̇) is a 2×1 vector that represents both Coulomb and viscous friction torques:

f(q̇) =
[

b1q̇1 + fc1sgn(q̇1)
b2q̇2 + fc2sgn(q̇2)

]
(5)

Since the system in Equation (1) is linear in parameters, the model can be re-written as a function that
depends of positions and their derivatives. That is:

M(q)q̈+C(q, q̇)q̇+g(q)+ f(q̇) = Y(q, q̇, q̈)Φ = τ (6)

where Φ = [φ1,φ2,φ3,φ4,φ5,φ6,φ7,φ8,φ9]
T can be defined by:

Φ =



m1l2
c1 +m2l2

1 +m2l2
c2 + I1 + I2

l1m2lc2
m2l2

c2 + I2
g(lc1m1 +m2l1)

gm2lc2
b1
b2
fc1
fc2


(7)

Based on Equation (1) and the lumped parameters proposed in Equation (7), Y(q, q̇, q̈) corresponds to Equa-
tion (8) which is a 2×9 matrix:

Y(q, q̇, q̈) =
[

q̈1 3q̈1 cos(q2)+ q̇1 sin(q2)(q̇1−2q̇2) q̈1 sin(q1) sin(q1 +q2) q̇1 0 sgn(q̇1) 0
0 q̇2 cos(q2)− sin(q2)q̇2

2 2q̈2 0 sin(q1 +q2) 0 q̇2 0 sgn(q̇2)

]
(8)

The identification system is evaluated using values similar to those in [15] (see Table 1a).
An estimation of Φ can be called Φ̂ and it is calculated based on Least Mean Squares (LMS) algorithm.

Minimization of the LMS difference between the parameters Φ (obtained experimentally by the output
signals in matrix Y ) and the estimation of the model. A partial derivative of the LMS with respect the
parameters Φ equalized to zero gives the parameter estimated from Equation (9).

Φ̂ = (YT
i Yi +λ I)−1Yiτi (9)

where I is the identity matrix, λ is a constant regularization parameter (when YT
i Yi is ill-conditioned),

i = 1...NS (with NS being the number of the samples, NS = SimulationTime/SampleTime and Yi is 2i×9 and
τi is 2i×1.

The system can be described with the following model based on vector Φ:

M̂(q) =

[
φ1 +2φ2 cos(q2) φ3+φ2cos(q2)
φ3 +φ2 cos(q2) φ3

]
(10)

Ĉ(q, q̇) =

[
−2φ2 sin(q2)q̇2 −φ2 sin(q2)q̇2)

φ2 sin(q2)q̇1 0

]
(11)

ĝ(q) =

[
φ4 sin(q1)+φ5 sin(q1 +q2)

φ5 sin(q1 +q2)

]
(12)

f̂(q̇) =

[
φ6q̇1 +φ8sgn(q̇1)
φ7q̇2 +φ9sgn(q̇2)

]
(13)
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Parameter Simbol Value Units

Length link 1 l1 0.40 m
Mass link 1 m1 6 kg
Mass link 2 m2 3.5 kg
CoM Link 1 lc1 0.091 m
CoM Link 2 lc2 0.048 m
Inertia Link 1 I1 0.5 kg m2

Inertia Link 2 I2 0.1 kg m2

Viscous coeff. 1 b1 0.6 N m s
Viscous coeff. 2 b2 0.25 N m s
Coulomb coeff. 1 fc1 1 N m
Coulomb coeff. 2 fc2 0.75 N m
Gravity g 9.81 m/s2

(a) Real values suggested

Parameter Symbol Units

Mass of link m kg
Mass of link (CoM) mb kg
Length of the link l m
Arm’s moment of inertia J kg m2

Motor’s moment of inertia JM kg m2

Inertia centre gravity JL kg m2

Friction coeff. joint fL N m s
Friction coeff. motor fM N m s
Motor constants Ka N m Ohms/V

Kb s/rad
Ra Ohms

Gear Box ratio r dimensionless

(b) Parameters for each link of the mechanism

Table 1. Dynamic parameters.

2.2. Second stage of the Model Identification
The second part of the model identification algorithm is designed to find the parameters of each link

independently based on the MIMO dynamic system presented previously. The model of each link (1,2) can
be theoretically as:

(J+ml2)q̈+ fLq̇+(mblb +ml)gsin(q) = τ(1,2) (14)

In practice, and based on Euler-Lagrange equation [14], the complete dynamic model of each link combines
the expression given by Equation (14) and the internal dynamic model of the DC servomotor (i.e., the
actuator for each link), and the gear-box. Each link + actuator dynamic model is presented in the following
equation and its parameters (symbols and units can be seen in Table 2):(

Jm +
JL

r2

)
q̈+
(

fm +
fL

r2 +
KaKb

Ra

)
q̇+

kL

r2 sin(q) =
Ka

rRa
v(1,2) (15)

where: kl = g(mblb +ml)
Equation (15) can be re-written as a linear map between the input voltage and the output Y(1,2) as follows:(

Jm +
JL

r2

)
q̈+
(

fm +
fL

r2 +
KaKb

Ra

)
q̇+

kL

r2 sin(q) = Y(1,2)(q, q̇, q̈)Φ1,2 =
Ka

rRa
v(1,2) (16)

where (1,2) stands for link 1 and link 2, Φ(1,2) = [φa,φb,φc]
T can be defined by:

Φ(1,2) =

 Jm + JL
r2

fm + fL
r2 +

KaKb
Ra

kL
r2

 (17)

and Y(1,2)(q, q̇, q̈) is written based on Equation (15), so that Y1,2 is proposed as follows:

Y(1,2)(q, q̇, q̈) =
[
sin(q) q̇ q̈

]
(18)

Since the regressor in Equation (18) is still a non-linear model, it can be assumed that sin(q) ≈ q when
q ≈ 0, then the GPC control system can be designed, around this equilibrium point, as a linear system. A
simplified diagram of the two stages of the system identification can be seen in Figure 2.
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Fig. 2. Two model-identification stages for the prosthetic dynamic device. Based on real data, a 2-DOF dynamic model
is constructed. Based on this numerical data, two SISO systems represent the dynamics of each joint with reciprocal
interaction between the two.

3. CONTROL DESIGN BASED ON A GPC+I

A generalised predictive control was first presented in [16]. This type of control integrates some of
the common ideas of previous MPC control algorithms (see a survey of these previous approaches [17]).
GPC has been is widely accepted in both academia and industry since it can cope with unstable open-loop
plants and minimum phase features [18]. The GPC algorithm is based on obtaining a sequence of future
control signals in a fashion to minimise a multi-stage cost function defined over a prediction horizon. The
predictions should be generated accurately and based on a real dynamic system in order to supply a proper
output signal.

The features of GPC control have been combined with adaptive algorithms which are meant to provide
an accurate discrete model either off-line or on-line execution [19]. Description and implementation of dif-
ferent adaptive predictive control is been explored [20]. In addition, cascade configurations have also been
proposed, see the survey in [21]. While adaptive techniques may lead to fragility in the implementation [11],
cascade counterparts are not easily capable of coping with structural uncertainties. To this end, the optimiza-
tion capability combined with the simple and adaptive features make GPC a practical choice suggested in
this paper for this prosthetic system device.

Since the MIMO Dynamic model has been divided into a couple of SISO plants, the GPC strategy repre-
sents the system with an accurate CARIMA model (see details in [16] and [18]). This representation of a
SISO linear plant in z-transform is based on the discrete model of a transfer function:

A(z−1)y(t) = z−dB(z−1)u(t−1)+C(z−1)e(t) (19)

where e(t) is the white noise and

A(z−1) = 1+a1z−1 +a2z−2 + ...+anaz−na

B(z−1) = b0 +b1z−1 +b2z−2 + ...+bnbz−nb

C(z−1) = 1+ c1z−1 + c2z−2 + ...+ cncz−nc
(20)

where d is the dead time of the system.
From the functions presented in Equation (20), a so called CARIMA model can be written as follows:

A(z−1)y(t) = B(z−1)z−du(t−1)+C(z−1)
e(t)
∆

(21)
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The GPC is meant to apply a control sequence in order to minimise the multi-stage cost function of the form:

J(N1,N2,Nu) =
N2

∑
j=N1

δ ( j)[ŷ(t + j|t)]−w(t + j)]2 +
Nu

∑
j=1

λ ( j)[∆u(t + j−1)]2 (22)

where: ŷ(t + j|t) is an optimum j-step ahead prediction of the system output data up to the time t, N1
and N2 are the minimum and maximum costing horizons, Nu is the control horizon, δ ( j) and λ ( j) are the
weighting sequences and w(t + j) is the set-point. The main goal of GPC is computing the output signal
u(t),u(t + 1), . . .u(t +∆t) in order the controlled variable y(t + j) follow the set-point by minimizing the
cost function J. The solution to this minimization problem starts by using Diophantine equation:

1 = E j(z−1)Ã(z−1)+ z− jFj(z−1) (23)

where:
Ã = (1− z−1)A(z−1), E1 = 1, E j+1 = E j + f j,0z− j,
F1(z−1) = z[1− Ã(z−1)], Fj+1(z−1) = z[Fj− f j,0Ã(z−1)],
G j+1 = E j+1B(z−1), Fj(z−1) = f j,0 + f j,1z−1 + ...+ f j,naz−na,
E j(z−1) = e j,0 + e j,1z−1 + ...+ e j, j−1z−( j−1)

Based on the previous polynomials, two expressions are calculated 1) prediction and 2) free-response of
the system; the dynamic matrix G made up of nu columns of the coefficients of polynomial G j(z−1) the
shifted one single row, and P is the prediction horizon. This is similar to the procedure followed in dynamic
matrix control designs [18]. The coefficients of G j(z−1) are: g1,g2,g3, . . . ,gN2 .

According to [16], N2∆t can be chosen as large as the rise time of the system, that implies that the N2
determines the length of the prediction ŷ. N1 must be larger that d +1.

The free response of each link is calculated based on the following equation:

f j+1 = z
[
1− Ã(z−1)

]
f j +B(z−1)∆u(t−d + j) (24)

and f0 = y(t) and ∆u(t + j) = 0 for j ≥ 0.
The minimization of the cost function J in the case of white noise added and no constraints of the control

signals leads to find the control signal u which is the optimal prediction according to the features previously
described (see details in [16]). This is given by the following expression:

u = (GT G+λ I)−1GT (SP− fR) (25)

The control signal depends only on the first row of the matrix (GT G+λ I)−1GT which can be classified as
a gain term K in standard nomenclature [18], so that the control u is given by:

∆u = K(SP− fR) (26)

with:

K = k1 + k2 + ...+ kN2

∆u2(t) = (1− z−1)u2

∆u2(t) = u2(t)−u2(t−1)

∆u2(t−1) = u2(t−1)−u2(t−2)

(27)
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Fig. 3. First stage of the system identification (MIMO model) original system (solid-blue) response vs. Identified plant
(dashed-red).

The free response ( fR) in matrix form is:

fR =


g(1,nb+1)∆ut−1 f1,0yt f1,1z−1yt−1 . . . f1,naz−nayt−na

g(2,nb+1)∆ut−1 f2,0yt f2,1z−1yt−1 . . . f2,naz−nayt−na
...

...
...

...
g(N2,nb+1)∆ut−1 fN2,0yt fN2,1z−1yt−1 . . . fN2,naz−nayt−na

 (28)

Rearranging all equations to implement the control signal u yields:

u =−K( fR)+u(t−1)− k1u(t−2)+K(SP); (29)

where SP = [sp(t+1),sp(t+2), ...,sp(t+N2)]
T . The coefficients of the G matrix are calculated recursively

form given in the following algorithm, based on [16]. Note that, the discrete model is now based on a
second order system since the integral term was included, the relation between the input (voltage) and
output (angular position).

4. RESULTS

This section shows some details of the experimental simulation of the model and the control results.
The first stage of the identification collects the input-output map between the numerical values of the ma-
trix Equations (8) and the vector τ which is the excitation signal given by the following expression:

τ1 = 3.53[(1− exp−0.8t)+ sin(10.8t)+0.5sin(24.6t)+0.25sin(43.2t) (30)

τ2 = 0.81[(1− exp−0.8t)+ cos(2.2t)+0.405cos(4.44t)+0.201cos(8.88t) (31)

Equations (30) and (31) are signals that improve the conditioning of the identification matrix, these values
were similar to values chosen in [15]. Figure 3 shows the response of the identified model and the original
system, as can be seen the identified model is able to follow closely the original system. The excitation
signal still requires some adjustment in order to track more accurately the original signal, particularly for
q2.

The following values were obtained by the numerical simulation, shown in Table 2.
The second stage of the system identification algorithm is meant to predict the dynamic of each join

independently. The values obtained are Φ̂1 = [1.103,1.79,20.89] and Φ̂2 = [0.0613,0.3980,1.6677] see
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Lumped Parameter Real value Identified value

φ1 1.2178 1.2217
φ2 0.0672 0.0623
φ3 0.1081 0.0296
φ4 19.0903 18.4988
φ5 1.6481 1.5420
φ6 0.6 0.9072
φ7 0.25 0.686
φ8 1.0 1.0885
φ9 0.75 0.75

Table 2. Comparison real values vs. identified values

Fig. 4. Second stage of the system identification (numerical values of the general dynamic plant) (solid-blue) response
vs. identified plant (dashed-red).

Figure 4. Based on these parameters two SISO systems are defined to design the GPC control approach of
the following section.

The control signals u1 and u2 are obtained by Equation (29) and the parameters for the upper link are:
λ1 = 0.0001, the prediction horizon is P1 = 22, and the control horizon nu = 2. For the lower link are:
λ2 = 0.041, the prediction horizon is P2 = 17, and the control horizon nu = 2. The control structure and
plant is shown in Figure 5. The integral compensator is meant to reduce the steady-state error caused for
static forces not considered in the control model design. The gains for this compensator are obtained after a
few iterations.

A human gait reference signal is used to evaluate performance of the control strategy and it is compared
with a reference controller in order to show the efficient o the GPC+I in terms of position tracking, see
Figure 6.

The gains used for the GPC+I controller are:
KGPC1=[−8866.57,15790.30,−7117.22,−0.6758,−0.3241] (upper limb)
KGPC2=[−505.24,877.01,−386.77,−0.677,−0.32] (lower limb).
Similarly the system is compared with a set of PID independent joint controllers, the compensator formula
of this PID is KP +KITs(

1
z−1)+KD

N
1+NTs(

1
z−1 )

which gains are: KP = 200, KD = 5, KI = 2 and N = 50 (for

the upper limb joint) KP = 50, KD = 1, KI = 2 and N = 50 (for the lower limb joint).
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Fig. 5. Block diagram of the digital control system GPC+Integral compensator applied to the nonlinear MIMO plant.

Fig. 6. Tracking gait trajectories of a lower prosthetic device, a comparison response between GPC and PID control

5. CONCLUSIONS

The main focus of the paper was a pilot study of a predictive control strategy used for prosthetic motorized
artificial limbs. Due to the complexity of the different stages in the human gait tasks (e.g., walking, stand-
ing, stair climbing) an advance adaptive and robust control technique is the possible future solution. The
proposed controller and the evaluation performance of this paper introduces a combination of model iden-
tification techniques, General Predictive Control + Integral compensator for a decoupled dynamic model.
The rationale of using an advance control technique comes from biped robot techniques which are closely
compatible with the control requirements of power limb prosthetic devices. The main result of this pilot
study can conclude that GPC+I is a simple controller to be implemented since only a few gains are needed
to generate the control law. The performance of GPC for this simple experiment performs better tracking
gait trajectory in comparison with PID controller. However, further experiments and real-time experiments
may lead to more important conclusions. The GPC control strategy can be adaptive in order to auto tuning
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the system for every single patient, that may reduce the time to adjust the control features. A full dynamic
model was used to verify the performance of two separate GPC join controller and the robustness of this
approach was particularly efficient. This method can be potentially implemented in a real prosthetic device
since the optimal features of the GPC can be exploited in order to reduce the energy required to move the
limb for cost-effective applications. Additionally, another degree of freedom can be added to the system in
order to have an ankle powered by a third actuator, so far it was considered a passive component.

ACKNOWLEDGEMENTS

The authors acknowledge the financial support from the Natural Science and Engineering Research Coun-
cil of Canada (NSERC), FONACIT Venezuela, CONACYT scholarship 326912/381134 and also the SNI-
México.

REFERENCES

1. David, R. Egyptian Mummies and Modern Science. Cambridge University Press, 2008.
2. Pell, J.P., Donnan, P.T., Fowkers, F.G. and Ruckler, C.V. “Quality of life following lower limb amputation for

peripherical arterial disease.” Eur. J. Vasc. Surg., Vol. 7, No. 4, pp. 448–451, 1993.
3. Seroussi, J.P. and Gitter, A. “Mechanical work adaptations of above-knee amputee ambulation.” Arch. Phys

Med. Rehab, Vol. 77, pp. 1209–1214, 1996.
4. Samad, T. and Annaswamy, A. “The impact of control technology.” IEEE, Control Systems Society, Vol. 2, pp.

27–28, 2014.
5. Johansson, J., Sherrill, D., Riley, P., Bonato, P. and Herr, H. “A clinical comparison of variabledamping and

mechanically passive prosthetic knee devices.” American Journal of Physical Medicine & Rehabilitation, 2005.
6. Gregg, R., Lenzi, T., Hargrove, L. and Sensinger, J. “Virtual constraint control of a powered prosthetic leg:

From simulation to experiments with transfemoral amputees.” Robotics, IEEE Transactions on, Vol. 30, No. 6,
pp. 1455–1471, Dec 2014.

7. Nakanishi, J., Morimoto, J., Endo, G., Cheng, G., Schaal, S. and Kawato, M. “A framework for learning
biped locomotion with dynamical movement primitives.” In “2004 4th IEEE/RAS International Conference on
Humanoid Robots,” Vol. 2, pp. 925–940, Nov 2004.

8. El-Sayed, A.M., Hamzaid, N.A. and Osman, N.A.A. “Technology efficacy in active prosthetic knees for trans-
femoral amputees: A quantitative evaluation.” The Scientific World Journal, p. 17, 2014.

9. Nakamura, M., Goto, S. and Kyura, N. Mechatronics servo system control. Springer, 1998.
10. Kehua, M., Xiao, M. and Lincen, Z. “Adaptive control of biped robots based on gennet.” In “Computer Science

Education (ICCSE), 2012 7th International Conference on,” pp. 1018–1020, July 2012.
11. Istepanian, R. and Whidborne, J. Digital Controller Implementation and Fragility. Springer, 2001.
12. Schaal, S., Ijspeert, A., Billard, A., Vijayakumar, S. and Meyer, J. GasNets and other Evolvable Neural Networks

applied to Bipedal Locomotion. MIT Press, 2004.
13. Bartolini, G., Fridman, L., Pisano, A. and Usai, E. Modern Sliding Mode Control Theory New Perspectives and

Applications. Springer, 2008.
14. Spong, M.W., Hutchinson, S. and Vidyasagar, M. Robot Modeling and Control. 1 ed.. Wiley, 2006.
15. Reyes, F. and Kelly, R. “Experimental evaluation of identification schemes on a direct drive robot.” Robotica,

Vol. 15, No. 05, pp. 563–571, 1997.
16. Clarke, D.W., Mohtadi, C. and Tuffs, P. “Generalized predictive control, part i the basic algorithm.” Automatica,

Vol. 23, pp. 137–148, 1987.
17. Garcia, C.E., Prett, D.M. and Morari, M. “Model predictive control: Theory and practice: A survey.” Automa,

Vol. 25, pp. 335–348, 1989.
18. Camacho, E.F. and Bordons Alba, C. Model Predictive Control. Springer, 2007.
19. Rossiter, J.A. Model Based Predictive control. CRC press, 2003.
20. Awrynzuk, M. “On improving accuracy of computationally efficient nonlinear predictive control based on neural

models.” Chemical Engineering Science, Vol. 66, pp. 5253–5267, 2011.
21. Zhang, Y. Model Predictive Cascade Control. Master’s thesis, School of Electrical & Electronic Eng., 2003.

CCToMM Mechanisms, Machines, and Mechatronics (M3) Symposium, 2015 12



REFINEMENT OF EXOSKELETON DESIGN  
USING MULTIBODY MODELING: AN OVERVIEW 

Sebastian Hernandez1,2, Maxime Raison1,2, Luc Baron1, Sofiane Achiche1  
1Department of mechanical engineering, École Polytechnique de Montréal,Montreal (Qc), Canada 
2 Research Engineering Chair Applied in Pediatrics (RECAP), Marie Enfant Rehabilitation Centre (CRME), 

Research Center – Sainte-Justine UHC, Montreal (Qc), Canada 
E-mail: sebastian.hernandez@polymtl.ca 

ABSTRACT 
Designing exoskeletons presents challenges related to multibody modeling, especially to improve the 

human-robot integration by optimizing the topology, the kinematics, and the inertia effects, and to get 
real-time feedback on the effort levels applied to the human body by the exoskeleton. In this context, the 
objective of this overview is to draw a state-of-the-art of existing issues and solutions with exoskeleton 
design using multibody dynamic modeling. First, this overview reveals that the modeling of exoskeleton 
architecture largely differs from one application to another in terms of design objectives and 
performances. The applications ranging from rehabilitating injured muscles to full assistance. Secondly, 
multibody dynamic modeling is seen as a powerful tool to design exoskeletons by simulating both the 
musculoskeletal system and exoskeleton dynamics, enabling one to predict the efforts performed by the 
exoskeletons and applied to the human body. Thirdly, designing a musculoskeletal model can improve 
our understanding of both the pathology and the best design to compensate it. Today, the main challenges 
are the identification of muscle actuation in a whole body model and to design exoskeletons that can 
provide help for rehabilitating patients in their everyday life movements. 

Keywords: Exoskeletons, Design optimization, Virtual prototyping, Rehabilitation engineering 

RAFFINEMENT DE LA CONCEPTION D’EXOSQUELETTES BASÉ SUR LA 
MODÉLISATION MULTICORPS: VUE D’ENSEMBLE 

RÉSUMÉ 
Concevoir des exosquelettes est encore une tâche ardue, du point de vue modélisation multicorps, 

spécialement pour améliorer l’intégration humain-robot en optimisant la topologie, la cinématique et les 
effets d’inertie dans la conception de l’exosquelette, et pour avoir un retour en temps réel sur les efforts 
appliqués au corps humain par l’exosquelette. Dans ce contexte, l’objectif de cette vue d’ensemble est 
d’établir un état de l’art des solutions et des problèmes existants en conception d’exosquelettes en 
utilisant la modélisation multicorps dynamique. Cette vue d’ensemble révèle d’abord que la modélisation 
de l’architecture d’un exosquelette diffère grandement d’une application à une autre en terme d’objectifs 
et de performance, les applications allant de la réadaptation de muscles blessés à une pleine assistance. 
Deuxièmement, la modélisation multicorps dynamique est un outil potentiellement puissant pour 
concevoir des exosquelettes en simulant à la fois le système musculo-squelettique et la dynamique de 
l’exosquelette, permettant ainsi de prédire les efforts appliqués par l’exosquelette sur le corps humain. 
Troisièmement, la modélisation multicorps peut améliorer notre compréhension à la fois des pathologies 
et aider à une meilleure conception pour compenser celle-ci. Aujourd’hui, les principaux défis sont 
l’identification de l’actionnement musculaire dans un modèle du corps complet et la conception 
d’exosquelettes pour la réadaptation. 

Mots-clés : Exosquelettes, optimisation de la conception, prototypage virtuel, techniques de 
réadaptation. 
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1  INTRODUCTION 
The main purpose of exoskeletons has evolved since the first one was built in 1963 [2]. They were 

initially thought to empower healthy men [2], more precisely soldiers, giving them extra strength and 
allowing them to carry heavy loads. This configuration can be defined as a master/slave interface where 
the soldier is the master controlling the exoskeleton that is the slave, thus providing extra strength. Later, 
the use of exoskeletons was rethought to assist people with disabilities, including active orthoses. The 
idea remains the same, giving the users extra strength, this time to compensate the lack due to 
pathologies or injuries. Exoskeletons are now also intended to improve rehabilitation for people with 
disabilities caused by strokes [3, 4], muscle disease [5], spinal cord injury [6], etc. Dehez et al. [7] and 
Galinski et al. [1] categorized the rehabilitation exoskeletons into two groups. On the one hand, there are 
exoskeletons that align with the human joints, where actuators are placed close to the joint, e.g. Fig. 1. 
On the other hand, there are self-aligning exoskeletons that mobilize the members on both sides of the 
joints directly and the actuator is free from being aligned with the human joint. Within the scope of this 
article, we focus on the first type of exoskeletons, whether it is portative like HAL-5 [8], BLEEX [9], or 
treadmill based like the Lokomat [10] and LOPES [11].  

Safety is one of the top priorities when designing any kind of exoskeleton [6, 12, 13], as they interact 
closely with humans. One way to design and test an exoskeleton is to build two robots [14]. The first one 
is the inner robot, the master that simulates the human movements, while the second one is the 
exoskeleton that will be used by humans on the final actual world version. This was done in the past to 
find a safe way to test exoskeletons prior to their usage; if there is an unwanted dangerous torque on the 
inner robot then no human would get harmed.  

Furthermore Galinski et al [1], stated that the two main criteria when designing exoskeletons for 
rehabilitation besides safety would be: 1. Range of motion and 2. Magnitude of parasitic efforts. These 
two criteria also define the difficulties encountered when designing exoskeletons matching human 
biomechanics. It is indeed difficult to identify the axis of the human joints, to reproduce all degrees of 
freedom and to avoid the relative motion between the exoskeleton and the human due to non-optimal 
fixation during exercise [7].  

Fig. 1:  Example of Exoskeleton where actuators are placed close to the joints. 
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Nowadays, exoskeleton testing can be performed virtually, using multibody modeling as shown in 
Fig.2 [1, 15]. In this context, multibody dynamic modeling can been seen as a powerful tool to design 
exoskeletons by simulating both musculoskeletal system and exoskeleton dynamics, enabling to predict 
in a non-invasive way the efforts performed by the exoskeletons and applied to the human body. For 
example, Laitenberger et al. showed that a realistic multibody model of the upper limb is necessary for 
the quantitative assessment of its joint kinematics and dynamics [16], announcing the possible 
application to exoskeletons [17]. In the context of this paper, multibody modeling concerns studies of the 
mechanisms from a kinematic and dynamic point of views. It also includes the musculoskeletal system as 
a rigid multibody system.  

This study was carried out to assess the state-of-the-art survey on multibody dynamic modeling 
involved in the design process of exoskeletons for several projects at the “Chaire de recherche en génie 
de la réadaptation pédiatrique du Centre de réadaptation Marie Enfant, affiliated to École Polytechnique 
de Montréal [18-21]. Particularly, the specific objectives of this paper are to draw the first step into 
answering two main research questions:  

1. How multibody modeling can help design exoskeletons?
2. What are the main challenges facing the design/research community?

Fig. 2: Virtual optimization of an Exoskeleton of the shoulder, using Robotran, a multibody Software [1]. The two 
parameters that are being evaluated are the reachable workspace and the parasitic forces. 
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Fig. 43 shows the evolution of number of publications using the keywords “exoskeleton” along with 
the name of multibody software’s or tools, ADAMS© (MSC Software ,USA), Opensim© (USA) 
SimMechanics© (Mathworks USA), AnyBody ModelingTM system (Anybody technology A/S, 
Denmark), Robotran© (CEREM, Belgium), Neweul-M2© (Universität Stuttgart, Germany), MBDyn© 
(Dipartimento di Scienze e Tecnologie Aerospaziali, Italy).  

The number of studies involving multibody software to model and optimize exoskeletons has risen, 
especially over the last five years (see Fig. 3). The purpose here is not to compare the software solutions 
but to provide an overview of the evolution of multibody modeling for exoskeletons analysis. This 
evolution can be explained by the advantages that can provide multibody modeling regarding the 
exoskeleton design, presented in the next section. 

2 ISSUES AND SOLUTION IN DESIGN OF EXOSKELETONS 
2.1 Human musculoskeletal dynamics modeling for the design of exoskeletons 

In order to fulfill the objectives of the exoskeletons in terms of effective human support, great 
attention must be paid to the biomechanics of the user. The state-of-the-art for lower limb exoskeletons 
presented by Dollar and Herr [3] showed that knowing the biomechanics of walking is important to build 
an exoskeleton that can operate along with the user with minimal chances of harm and in the most 
efficient way possible. To simplify computer calculation and to obtain the most natural movement from 
the exoskeleton, inverse kinematics of both the human body and the exoskeleton must be “identical” 
[22], i.e. in their study, Kim et al. explained that they consider the human arm to have 7 DoF, therefore 
the exoskeleton has 7 DoF. Then, criterion to solve the problem of muscle redundancy, covered in the 
next section, can be evaluated. Therefore virtually designing the exo-skeleton directly on a human-
musculoskeletal model helps to constrain the exoskeleton kinematics to the human kinematics. Ferrati 
and Al [15], analyzed an existing exoskeleton by reproducing it virtually and constraining it to a human 
musculoskeletal model. Multibody modeling helped improving the kinematic design of the exoskeleton 
that was already physically improved numerous times since its creation in 1982. This framework is also 
encouraged by Agarwal and al. [23] claiming that carrying virtual design of an exoskeleton on human-
based models allow to “introduce biomechanical, morphological, and controller measures to quantify the 
performance of the device”.  
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Fig. 3: Evolution of the number of articles/year. Source: IEEE-Xplore, Keywords: 
“exoskeleton”, and the name of the software based on multibody modeling. 
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The selection of DoFs is a crucial point in the exoskeleton design process. The human body is a really 
complex multibody system with numerous DoF and simplifications must often be made in order to 
design a viable exoskeleton. Beyl et Al [12] mentioned that before considering the design of a complete 
exoskeleton, it is important to reduce as much as possible the complexity of each sub-problem, e.g. for 
the lower limb, an early step was to lock the ankle joint to focus on the knee kinematics, and in the next 
step adding the DoF previously locked, illustrated in the Fig. 4. Similar simplifications of the human 
joints are often made in order to reduce the number of DoFs. However, these simplifications tend to 
impact the biomechanics of the exoskeleton as they don’t represent fully the human articulation. This 
strategy is explained by Low [24] by the need “to achieve compact and power efficient design”. 
Modeling can help to add new DoFs to improve the performance of the exoskeleton [15].  

To control robotic devices, the classical multibody modeling of inverse kinematics is considered as a 
standard technique due to its simplicity and limited computation cost even for a high number of DoFs 
[25]. But nowadays, new optimal-control solvers of multibody systems, called Differential Dynamic 
Programming (DDP) [26], are more and more used (e.g.[27-29]) because of their simple yet efficient 
solving of direct implicit – called shooting – optimal-control problems, making it possible to control 
complex closed-loop systems, such as exo-skeletons or humanoid robots [27]. 

Design of robots that interact with the human body can be highly improved in terms of development 
time and movement effectiveness using multibody simulations. Furthermore, the multibody simulations 
can increase the knowledge about the human biomechanics. 

Fig. 4: Simplification Steps to solve the dynamics, first the ankle joint is locked (left) 
to solve the knee dynamics, then the ankle joint is added back. 
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Fig. 5: Virtual prototyping process with musculoskeletal multibody model. 

2.2 Design for rehabilitation 
Klein et al [4] reported that the rehabilitation of post-stroke patients using exoskeletons improves the 

ability to move the limbs. However, despite the encouraging results, the movement improvements 
achieved by rehabilitation exoskeletons, for patients who suffered from a stroke, are still small and do not 
match the daily movements complexity. To this effect, multibody modeling can help understand the 
human biomechanics, thus identifying the muscles that need most to be trained. For example, 
exoskeletons can be used to reinforce a specific muscle by applying forces and torques in the opposite 
direction to the patient movement thanks to a muscular limb model [30]. In their case study, Agarwal et 
al. [23] simulated the improvements of rehabilitation on a finger by testing the maximum allowable 
excitation constraint on the muscles. This means that the rehabilitation can be virtually quantified, and 
therefore several designs can be tested according to the injury. To virtually prototype exoskeletons on 
human musculoskeletal models opens the possibilities of custom exoskeletons for rehabilitation, as 
illustrated in Fig 5.  

The musculoskeletal models include models of the muscles. Therefore, the use of inverse dynamics 
can help to quantify the muscle forces [31]. An application where muscles need to be specifically 
stimulated is the functional electrical stimulation (FES). Multibody modeling allows one to know how 
many DoFs are needed to facilitate stable standing using muscle activation., e.g. it was used to reduce the 
number of DoFs from 12 to 6 in the lower limbs in order to theoretically achieve stable standing (with 
FES) in paraplegic patients without asking them using their arms [32]. This result can be extrapolated to 
exoskeletons in order to minimize the number of DoFs for specific positions or movements reducing at 
the same time the size of the exoskeleton and the power needs.  
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Exoskeletons using FES is a combination currently studied [30, 32, 33] that could provide a smoother 
transition between complete immobility to FES alone rehabilitation, as illustrated in Fig. 6. In this case 
multibody modeling would allow both muscle identification and optimization of the number of DoFs.  

3 DISCUSSION / CHALLENGES 
This section describes the challenges that lie ahead for the design of exoskeletons using multibody 

modeling. The human biomechanics and modeling such a complex multibody system can be really 
challenging. But once this will be solved the next step will be to find a solution to mimic it in a best way. 
The first problem faced when modeling the human musculoskeletal system is that in the human body there 
are more muscles than joints leading to a difficulty to specifically identify the muscles acting on a specific 
range of motion. This is a recurrent problem in modeling the muscle contributions, called muscle 
redundancy [34-36]. Gallagher et al. [30] found a way to go around this muscle redundancy problem, their 
goal was to find a relaxed method that minimized the mean errors of the individual muscles between 
expected and desired muscle activation. The authors also mentioned the muscle pathologies diagnostic 
amongst the possibilities offered by their findings [30]. Their exoskeleton is designed to follow muscle 
patterns, but if used with the human fully controlling the movement, the exoskeleton can help find muscle 
disorders. Kim et al. [22] added that “resolving the human arm redundancy is critical to safe and effective 
interactions between humans and wearable robotic systems”. 

As explained by Galinski et al [1], human joints “can rarely be considered as simple mechanical 
joints”. Agarwal et al. [23] explained that we still need to carry out experimental measurements in order to 
improve the model so it is more adapted to the user. Multibody modeling can help to understand the 
human biomechanics, but does not give directly the solution for the design of exoskeletons. We are still 
constrained by the actuators size and the need to have the lightest device possible [24].  

Finally, a last parameter to take into account when modeling the body is the global center of gravity 
[37] for example Sharma and al. globalized the upper body as a generalized walker force instead of solely 
the dynamics of the upper body. They also explained the importance of simulating the model in a 3D 
environment, e.g. ankle moment happening in the lateral direction would be ignored if the simulation is 
only considered in the sagittal plane, and hence lacking biofidelity. 

Modeling a mechanism using multibody dynamics is easier than modeling the human body, because 
joints, centers of rotation and inertial parameters are easily computed. The challenge is to improve models 
of the human body by adding realistic and exhaustive muscles models to improve biofidelity, while 
solving the muscle redundancy. Only then we can exploit the full advantages of designing exoskeletons 
that can improve our understandings of the biomechanics and improve rehabilitation.  

Fig. 6: Possible use of multibody modeling to design a combination of FES and exoskeleton as a 
transition step for FES alone rehabilitation. 
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4 CONCLUSION 
The objective of this review was to identify issues and solutions of exoskeleton design and how 

multibody modeling can support the design activity. The review showed that modeling of exoskeleton 
architecture largely differs from one application to another in terms of design objectives and 
performances, the applications ranging from rehabilitating injured muscles to fully assisting the human 
user.  

Secondly, multibody dynamic modeling can be seen as a potentially powerful tool to design 
exoskeletons by simulating both musculoskeletal system and exoskeleton dynamics, enabling to predict in 
non-invasively way the efforts performed by the exoskeletons and applied to the human body. Thirdly, 
designing a musculoskeletal model can improve our understanding of both the pathology and come up 
with the best design to compensate it.  

As a perspective, musculoskeletal models need to be improved in terms of biofidelity and muscle 
redundancy resolution in order to become a reliable basis on which the design can be built. Therefore, 
there is an actual necessity to obtain a multibody model including all the muscles involved in specific 
movements. Developing this multibody model will face muscle redundancy issues which must be faced 
together with the challenges stemming from the biofidelity goals. This would help us obtaining a complete 
human musculoskeletal model where the muscle patterns are known and better understood. Achieving this 
can support the design of exoskeletons in a seamless and safe way and can also be used for specific 
muscle training.  

Future research in exoskeletons modeling could refine muscle models allowing improving 
exoskeletons design and usage, ranging from medical rehabilitation and muscle disorder evaluation to 
sport training. 
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ABSTRACT
Small airship offer low cost alternative for long endurance flights for telecommunications, surveillance

and transport. Maneuvering in a real environment while taking into account the obstacles, the dynamical
model of the airship, the wind and the energy consumption is a complex problem. This paper will present
the dynamical model of a small airship and its experimental characterization, followed by the description of
the path planning problem formulated as an optimal control problem. The problem will then be solved using
a pseudo-spectral solver, implemented in the software PSOPT. This paper demonstrates that an optimal
control approach can be used to generate complex and very realistic trajectories for small airships.

Keywords: optimal control; airship; dirigeable; trajectory optimization; psendo-spectral method.

OPTIMIZATION DE LA TRAJECTOIRE D’UN PETIT DIRIGEABLE DANS UN FLUIDE EN
MOUVEMENT

RÉSUMÉ
Les petits dirigeables offrent une alternative à bas coût pour les vols de longue endurance pour les télé-

communications, la surveillance, et le transport. Manoeuvrer dans un environnent réel, prenant en compte
les obstacles, le modèle dynamique du véhicule, du vent, et de la consommation d’énergie est un problème
complexe. Ce document présentera le modèle dynamique d’un petit dirigeable et sa caractérisation dyna-
mique expérimentale, suivie par la description du problème d’optimisation de trajectoire présenté comme un
problème de contrôle optimal. Le problème sera ensuite résolue en utilisant une méthode pseudo-spectrale,
implémenté dans le logiciel PSOPT. Ce papier démontre qu’une approche de contrôle optimale peut être
utilisée pour générer des trajectoires complexes et très réaliste pour un petit dirigeable.

Mots-clés : Contrôle optimal, dirigeable, trajectoire optimale, méthode psendo-spectrale.
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1. INTRODUCTION

Airships use has seen a renewed interest since the beginning of the millennium. Their inherent safety,
long range and time of flight makes them ideal as mobile telecommunication, surveillance, and monitoring
units [1]. The United States army had a monitoring program involving an airship stationed at high altitude
and a prototype was built in 2011 [2]. It was designed to provide 16kW to the surveillance payload, have an
operating range of 2000 miles and stay in the air for 21 days. The long range airtime possible with airship
makes them ideal for use as telecommunication platform. During the take-off phase and for close proximity
operation, there is a need to precisely control the airship, and optimal control solver are well suited for those
operations. They have been extensively used for planning the motion of airplanes [3] and rockets [4].

2. MODELING OF THE AIRSHIP

The airship, seen in Fig. 1, is modeled as a six degrees of freedom mass in a viscous fluid, with viscous
damping in rotation and drag in its linear movements. The following assumptions are used:

1. Six degrees of freedom point mass.

2. Lift is negligible.

3. The drag is proportional to the square of the velocity.

4. Rigid body

CV

CG

Left Thruster

Right Thruster

Vertical Thruster

Lenght = Width

dCV

dT,z dT,y

x
y

z

Fig. 1. Airship model

Airships are typically modeled using Newton’s equations in a local frame of coordinate, with the axes
fixed to the body. The center of reference often chosen for modeling is the center of volume. The large
mass of air displaced by the airship, relatively to the mass of the airship itself, will create a virtual mass and
inertia [5].

The governing equations for an airship can be expressed as:

Mẍ = Fd ẋ+Aẋ+G+PU (1)
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Where M is a 6×6 matrix mass matrix, including the rotational inertial and the virtual masses, x is the
state of the vehicle, Fd ẋ is a dynamical term due to the offset between the center of axis and the center of
mass, Aẋ is the aerodynamic term, P is the propulsion matrix, and U is the control vector. The vehicles are
most often under-actuated, so the vector U will often have less than six rows.

The rotational drag terms are often ignored for large vehicle since, at high speed, the aerodynamic forces
from the control surface become relatively large. The rotational drag coefficient is often estimated by ap-
proximating the vehicle as a large cylinder, using potential flow assumption, or in wind tunnel [6]. In the
case of small airships, such as the one studied in this paper, the damping from fluid forces cannot be ne-
glected. A method for experimentally determining the viscous drag term not requiring a wind tunnel will be
presented.

The problem of finding a path for airships and planes is described with a cost function, which is generally
an integral over the path. This integral is function of the local wind vector, the time, the path local orientation
and vehicle’s properties. To explore possible paths, one approach is to discretize the search space in nodes
and segment connecting those nodes [7]. A weight based on the cost function is assigned to each segment,
and algorithm such as A* or B* can be used [8]. Although fast, those methods are limited to long paths
relative to the vehicle size, as they do not take into account the dynamical model of the vehicle.

In this article, the cost function will be minimized using the pseudo-spectral method for optimal control.
Pseudo-spectral solution solver were initially investigated for solutions to PDEs in fluid dynamics. For
example, solutions to the well known 1D burger equation as well as the 3D Euler equations were obtained
using those solvers [9].

Optimal control for trajectory optimization has historically been used in aerospace for the optimal ascent
of rockets as it takes into account all the differential constraints of the model and of the problem [10]. Since
analytical solutions are only possible in very simple and specific cases, numerical solutions are used and
will be presented here for an airship.

3. KINEMATIC EQUATIONS

The optimal control solver is independent of the method used for the pose description. A possible choice
is the use of quartenion. Since they use four variable instead of three, the number of states describing the
would increase and a degree of freedom is added, which is undesirable for solving the the problem with an
optimal control solver, as it increases the size of the matrices involved and the memory used. The Euler
angle description may cause a gimbal lock when pointing at zenith or nadir, but an airship is unlikely to
perform this kind of extreme maneuver. Two reference frames are used: the body frame of reference, fixed
to the airship and denoted with the superscript b, and an inertial frame of reference, fixed to the ground and
denoted by the superscript i. The orientation of the vehicle is represented with a three angles: φ , θ and
ψ . The convention used will be roll-pitch-yaw. Fig. 2 show the angle convention used and the frame of
reference.

We define the following rotation matrices:

Rx =

1 0 0
0 cosφ −sinφ

0 sinφ cosφ

 , Ry =

 cosθ 0 sinθ

0 1 0
−sinθ 0 cosθ

 , Rz =

cosψ −sinψ 0
sinψ cosψ 0

0 0 1

 (2)

To transform a vector vb in the inertial frame to a vector vi in the inertial frame, we apply the following
transformation:

RzRyRxvb = Sb→ivb = vi (3)
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ψ

φ

θ

xi

yi

zi

xb

yb

zb

1st rotation

2nd rotation
3rd rotation

Rotation are along the plane of the discs

Fig. 2. Angle convention


cosψ cosθ −sinψ cosφ + cosψ sinθ sinφ sinψ sinφ + cosψ sinθ cosφ

sinψ cosθ cosψ cosφ + sinψ sinθ sinφ −cosψ sinφ + sinψ sinθ cosφ

−sinθ cosθ sinφ cosθ cosφ

vb = vi (4)

The opposite transformation is done with a transpose of Si→b such that

Si→bvi = vb (5)

4. KINETIC EQUATIONS

The airship is modeled as a solid mass of mass m and of inertia I. To simplify the calculation for the
solver, the equation will be written in the body reference frame, unlike other papers on airships. The forces
acting on the vehicle are the gravity force Fg, the buoyancy for Fb, the thrust force Tf and the aerodynamic
forces Fa. The moments acting of the vehicle are the moments due to the inertia I, the drag Cr, and the thrust
forces.

The velocity change in the body reference frame is:V̇ b
x

V̇ b
y

V̇ b
z

= Fb/m−

p
q
r

 ·
V b

x
V b

y
V b

z

 (6)

The position change in the inertial frame is:ẋi
x

ẋi
y

ẋi
z

= RzRyRxV b (7)

The angular rate of change in the body frame is:ṗ
q̇
ṙ

= ω̇ = I−1(Mb−ω× Iω) (8)
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The airship angular rate of change in the body frame is found by rotating each vector of the Euler angular
rate of change in the body frame.p

q
r

=

φ̇

0
0

+
1 0 0

0 cosφ sinφ

0 sin−φ cosφ

0
θ̇

0

+
1 0 0

0 cosφ sinφ

0 sin−φ cosφ

 cosθ 0 sinθ

0 1 0
−sinθ 0 cosθ

0
0
ψ̇

 (9)

The jacobian matrix J−1, function of φ , θ and ψ , relates the rate of change of the vehicle in the body frame
and the derivative of the pose in Euler angles.p

q
r

= J−1

φ̇

θ̇

ψ̇

 (10)

The inverse of the matrix J−1 is shown in the following equation:φ̇

θ̇

ψ̇

= J

p
q
r

 , J =

1 sinφ tanθ cosφ tanθ

0 cosφ −sinφ

0 sinφ

cosθ

cosφ

cosθ

 (11)

In summary, the state space equations are Eq. (6), Eq. (7), Eq. (8) and Eq. (11).
The input forces in the body frame, Fb, and the input moments in the body frame, Mb, are both modeled

around the center of gravity. Those input forces are due to the buoyancy force, the gravity, the aerodynamic
drag and lift, as well as the thrust from the propellers.

Fb = Si→bBi +Si→bgi +Db +T b (12)

For the experimental model, the buoyancy force was canceled by the gravity force using small weights
before each experiment to make the vehicle neutrally buoyant. The drag Db, seen in Eq. (13) in the body
frame is proportional to the incoming airflow velocity Vr and the thrust is proportional to the propeller
rotational speed. The function C(φ ,θ ,ψ,Vw) is the coefficient of drag, and it depends on the angle of attack
of the airship.

Db =C(φ ,θ ,ψ,Vw)∗V b
r ∗ |V b

r |, V b
r =V b

v −Si→bV i
w (13)

The variable Vw is the wind velocity and Vv is the vehicle velocity. Fig. 3 shows visually the relationship
between the velocities; a relationship that is true in the inertial frame and in the body frame.

Vv Vw

Vr

Fig. 3. Relative velocities of the airship
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The thrust vector T is the sum of the thrust from the three thrusters on board, that are producing the thrust
T1, T2 and T3.

T = T1 +T2 +T3 (14)

The sum of moment is:
Mb = dBSi→bBi +dDDb +Mb

T (15)

Where dB is the distance between the center of gravity and the center of volume, and dD is the distance
between the center of gravity and the center of drag. The variable Mb

T is the sum of moments caused by the
thrust forces from the thrusters.

4.1. Drag Model
The drag is assumed to be perpendicular to the airflow. The drag coefficient was found experimentally,

by capturing the airship position in free fall. The vehicle was weighted for this part of the experiment. The
fall was recorded using the optical positioning system explained in the experimental section. By varying the
position of the weight, it was possible to control the orientation of the vehicle during the fall.

The equation governing this experiment is given by:

ma = Fg−Fd (16)

where m is the mass of the vehicle, Fg is the force of gravity and Fd is the drag force. The drag force is then:

Fd =Cv|v| (17)

where v is the velocity of the vehicle relative to the wind. Since the vehicle is drop with no lateral velocity,
the problem is simplified to a one dimension problem and the solution to Eq. (16) and Eq. (17) equation is:

x(t) =
m log

(
cosh

√
C
√

Fg(c1m+t)
m

)
C

+ c2 (18)

The equation was the fitted to the experimental results in Matlab. There are four unknown in this equation:
c1, c2, m and C. The value of c1 and c2 are not not important here, since they depend on the time the
experiment was started and the absolute value of the height measured. The value of C however is the drag
coefficient for the orientation measured, and m is the mass of the airship added plus the mass of the added
weight. Multiple drop test were performed to find the drag and the mass constants shown in Table 1. An
example of one of those fit can be seen in Fig. (4). The mass is experimental since it includes the added
mass from the displaced airflow. Multiple papers used an added mass equal to 50 % of the mass of the
airship. The experimental data shows that the added mass depends on the orientation of the airflow and
varies between 30 % of added mass to 110% of added mass for this particular shape.

4.2. The general optimal control problem
Mathematically, the general optimal control problem is defined as followed. The notation use will be the

same as the one used by the software PSOPT. Given the state trajectories x(t), t ⊂ [t0, t f ], the static parameter
p, and times to, t f , find the optimal control trajectory u(t), t ⊂ [t0, t f ], to minimize the following performance
index:

J = φ(x(t0),x(t f ), p, t0, t f )+
∫ t f

to
L(x(t),u(t), p, tdt (19)

subject to the differential constraints
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Fig. 4. Characterisation experiment of the airship

Table 1. Experimental value characterizing the airship

Variable Description Value unit 95 % conf.

Cx Horizontal linear drag coefficient 0.046 ±0.04
Cz Vertical linear drag coefficient 0.11 ±0.04
mex Experimental total mass of the vehicle 0.077 kg ±0.010
mez Experimental total mass of the vehicle 0.117 kg ±0.020
mb Mass of the gondola, battery and balloon 0.0357 kg ±0.005
mg Theoretical mass of the gas 0.0258 kg ±0.001
mb +mg Mass of the vehicle without virtual mass 0.0565 kg ±0.005

mex
mb+mg

Horizontal virtual mass ratio 1.4 ±0.2
mez

mb+mg
Vertical virtual mass ratio 2.1 ±0.4

Iez Experimental inertia around the z axis 2.7∗10−3 kg · m2 ±0.2∗10−3

Iex Experimental inertia around the x and the y axis 6.0∗10−3 kg · m2 ±∗10−3

Crz Rotational drag coefficient around z 2.7∗10−4 ±0.7∗10−4

Crx Rotational drag coefficient around x 9.7∗10−4 ±2∗10−4

ẋ(t) = f (x(t),u(t), p, t), t ⊂ [to, t f ] (20)

the path constraints
hL ≤ h(x(t),u(t), p, t)≤ hU , t ⊂ [to, t f ] (21)

the events
eL ≤ e(x(to),u(to),x(t f ),u(t f ), p, to, t f )≤ eU , t ⊂ [to, t f ] (22)

the bound constraints:

uL ≤ u(t)≤ uU , t ⊂ [to, t f ] xL ≤ x(t)≤ xU , t ⊂ [to, t f ]

pL ≤ p≤ pU t0L ≤ t0 ≤ t0U

t f L ≤ t f ≤ t fU

(23)

and the constraint t f − to ≥ 0. The path constraint h is a useful constrain to add obstacles, as restriction of
the states x(t), y(t) and z(t), expressed as an inequality. For example, the constraint x2(t)+ y2(t) ≥ 1 will
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exclude all the path going through a circle of radius 1 centered at the origin. The event constraint is used to
specify a range for the start and end point of the time, the states, the control input and the static parameter
of the problem.

The problem can be described in multiple phases, which is useful when discontinuities appear in the
problem or when the equations governing the system change. The phase will then be described by the
superscript i, with i = 1...Np where Np is the number of phases. Additional events are usually added to link
the phases.

The problem will be solved using a pseudo spectral solver. With this method, all the functions in the
problem are represented with orthogonal functions. For this problem. the functions used are Legendre
polynomial, which can be differentiated and integrated very quickly. The optimal control problem is then
transformed in a non-linear programming problem, where the function to optimize is the Lagrangian L, while
respecting the constraints imposed on the problem. For the trajectory problem studied, the Lagrangian is
the time, and the constraints to respect are the differential constraints and the bound constraints, such as the
maximum thrust of the vehicle. The advantages of the pseudo-spectral approach are that the convergence is
very fast (exponential) and the results follow closely the dynamical model. The solver used is implemented
in the software PSOPT, with Legendre polynomial and LGL nodes. The complete description of the method
is available in [11].

5. SIMULATION RESULTS

This section will demonstrate the results the trajectory optimization of the vehicle. Two problems will be
presented. The model used was presented in Section 2 and fully implemented in the solver.

5.1. Simulation 1
The first problem presented will starts with the vehicle at the origin and the axis oriented with the origin.
The initial and final conditions for the first problem are presented in Table 2.

Table 2. Simulation parameter for the first experiment

Time x (m) y (m) z (m) φ (rad) θ (rad) ψ (rad)

Initial 0 0 0 0 0 0
Final 1.5 0.5 0 0 0 1

ẋ (m/s) ẏ (m/s) ż (m/s) p (rad/s) q (rad/s) r (rad/s)

Initial 0 0 0 0 0 0
Final 0 0 0 0 0 0

Since the vehicle moves on a plane, the vertical axis is not shown in the results, although the full vehicle
dynamics is used for simulation. In reality, the thrusts from the left and right propeller create a torque which
makes the vehicle pitch up. The vertical thruster corrects this effect to keep the vehicle leveled.

The resulting trajectory is shown in Fig. 5. The vehicle accelerates in a straight line in the first second
of the trajectory. As seen in Fig. 6b, the vehicle points out the curve and reverses its thrust to reorient the
vehicle’s velocity vector toward the final position. The final part of the path is in a straight line, where the
airship accelerate and decelerate to finish in the position and the orientation desired. The normalized thrust
for each motor is shown in Fig. 6b. This kind of optimal maneuverer would be very difficult to generate
with traditional controllers or path planner. The dynamical model has to be taken into account to minimize
the time.
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Fig. 5. Path of the vehicle and thrust of the right (green) and left (red) motor at different positions along the path.

5.2. Second Simulation
The second simulation demonstrates how lateral movements are possible with the airship, even though it is

under-actuated. The airship will finish this simulation to the left of the starting point, in the same orientation,
but with a lateral speed. This kind of maneuver could be useful for storing the airship in a similar manner
to a parallel parking for cars. Due to the lateral movement, the path would be impossible to generate with a
traditional linear controller. The initial and final conditions for the second problem are presented in Table 3.
The trajectory generated is shown in Fig. 7, the commands send to the motor are shown in Fig. 8a and the
orientation of the vehicle as a function of time is shown in Fig. 8b.

Table 3. Simulation parameters for the second experiment

Time x (m) y (m) z (m) φ (rad) θ (rad) ψ (rad)

Initial 0 0 0 0 0 0
Final 0 0.3 0 0 0 0

ẋ (m/s) ẏ (m/s) ż (m/s) p (rad/s) q (rad/s) r (rad/s)

Initial 0 0 0 0 0 0
Final 0 0.1 0 0 0 0

In the Fig. 7, the vehicle is shown accelerating, then turning to it’s right and reversing thrust. This
maneuver causes the vehicle to gain lateral velocity. In the last part of the path, the vehicle cancels out it’s
velocity in the x direction and orients itself to 0 radians, while keeping a velocity in the y direction. The air
resistance slows down the vehicle to a rest position.
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Fig. 6. Thrust and yaw angle as a function of time for the second experiment
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Fig. 7. Path of the vehicle and thrust of the right (green) and left (red) motor at different positions along the path.

6. DISCUSSION

The optimal solver used generates very complex path locally optimal and respecting the differential equa-
tions. The time to solve is under 1 second on a modern computer. An important advantage of the optimal
solver is the flexibility it offers, as almost any dynamical equation can be used. For instance, a propeller
model taking into account the inertia and the drag of the propeller could be added by adding states and
dynamical constraints. The solver and problem formulation would not change.

The limitations of the solver are the convergence issues, that the quality of the result depends on the
accuracy and precision of the model, and that the polynomial used to represent the states and the controls
have poor performances in the presence of discontinuities.
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Fig. 8. Thrust and yaw angle as a function of time for the second experiment

Due to the very wide search space, the solution is not guaranteed to converge, especially if the initial
guess is poor. Currently, a linear interpolation between the initial and final condition is used as a guess for
every state, and the controls are initially assumed to be zero. In certain cases where the solution diverges
significantly from guess, the solver fails to converge, which is unacceptable for real time application if the
optimal solver is the only path planner used on an airship. Thus, an application on a flying vehicle would like
likely include a simple, discrete path planner that is used as the default trajectory, and the optimal controller
can be used to improve the trajectory to reduce fuel consumption or the time required to attain the objective.

The second issue is that drift in the path will occur since there are small errors in the models and a
controller still has to be used. The controller is out of the scope of this paper. Another solution is possible to
re-plan the path using the optimal solver when too much error has accumulated. The dynamical model can
be updated to better reflect the changing condition, such a wind condition, changing mass or even a broken
actuator.

Another issue with a spectral solvers is that discontinuities are approximated with large error, unlike
”smooth” solution. This issue can be tackled by using multiple phases since discontinuities are allows
between two phases.

Given the strengths and limitation of the optimal solver, the results could be used in real applications to
precalculate specific open loop maneuver. For instance, parts of the landing and take-off procedure could be
open loop, and the optimal solver could be used to generate the command. There could also be precalculated
commands to reorient the airship quickly. The optimal control solver can also be used to verify the result of
other path planner that use approximations, discretization, genetic algorithm or other.

7. CONCLUSIONS

This research described the theoretical and experimental modeling of a small airship. The optimal tra-
jectory problem was then formulated as an optimal control problem and solved using a pseudo-spectral
method. The results are showing that complex and locally optimal trajectory can be generated. The simula-
tion demonstrated that the problem can be solved very quickly, in the order of magnitude of a second, which
is fast enough from real time control of large vehicle. The path generated can be followed by a controller, or
used in open loop for short maneuver. Optimal control solvers are ideal in situations in which the dynamical
model is well known, when an optimal solution taking into account the dynamical model is needed, or to
serve as a benchmark for other path planners.
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ABSTRACT 
  
Designing Mechatronic systems is known to be both a very complex and tedious process due to the high 

number of system components, their multi-physical aspects, the couplings between the different domains 
involved in the product and the interacting design objectives. Due to this inherent complexity and the 
dynamic coupling between subsystems of mechatronic systems, a systematic and multi-objective design 
approach is crucial to replace the traditionally used sequential design methods that tend to deal with the 
different domains and their corresponding design objectives separately which usually leads to functional 
but not necessarily optimal designs solutions. In this paper, and based on an integrated and concurrent 
approach called “Design-for-Control” (DFC), a quadrotor UAV equipped with a stereo visual servoing 
system has been subjected to study for an optimal integrated design as an example for complex mechatronic 
system. After presenting the dynamics and control model of the quadrotor and its visual servoing system, 
the design process has been performed in four iterations and as expected, the control performance of the 
system has been significantly improved after finishing the final design iteration.  
 
Keywords: Mechatronics; Integrated Design; Concurrent; Quadrotor; Visual Servoing. 

 

CONCEPTION INTÉGRÉE D’UN DRONE QUADRI-ROTOR ASSERVI PAR LA VISION 
ARTIFICIELLE : UNE APPROCHE MÉCATRONIQUE  

RÉSUMÉ 
 
La conception de systèmes mécatroniques est à la fois un processus très complexe et fastidieux en raison 

du nombre élevé de composants système, leurs aspects multi-physiques, les couplages entre les différents 
domaines impliqués dans le produit et les objectifs de conception en interaction continue. En raison de 
cette complexité inhérente et le couplage dynamique entre les sous-systèmes mécatroniques, une approche 
de conception systématique et multi-objectif est essentielle pour remplacer les méthodes de design 
séquentielles traditionnellement utilisées qui ont tendance à traiter les différents domaines et leurs objectifs 
séparément, ce qui conduit généralement à des solutions fonctionnelles mais pas nécessairement optimales. 
Dans cet article, un drone de quadri-rotor équipé d'un système d’asservissement visuel stéréo a été soumis 
à l'étude pour une conception intégrée optimale basée sur une approche intégrée et simultanée appelé 
"Design-for-Control" (DFC). Le drone sert comme un exemple d’un système mécatronique complexe. 
Après avoir présenté le modèle dynamique et le contrôle de la quadri-rotor et son système d'asservissement 
visuel, le processus de conception a été réalisée en quatre itérations et les performances de commande du 
système ont été considérablement améliorées après avoir terminé la conception finale itération. 
 
Mots-clés : Mécatronique, Conception intégrée, Drone, Asservissement visuel. 
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NOMENCLATURE 
Symbol Description Unit Symbol Description Unit 
x, y, z Absolute position of CoG m Jr Rotor inertia kg.m2 
, ,  Euler angles rad Jm Motor inertia kg.m2 
m Quadrotor overall mass kg R Motor internal resistance Ohm 
l Arm length m r Gearbox reduction ratio - 
Ω  speed of propeller-i rad/s  Gearbox efficiency - 

 Motors angular speed rad/s bt Propeller Thrust factor N.s2 
 Motors torque N.m d Propeller Drag factor N.m.s2 
 Motor load N.m kp Proportional control gain - 

Ti Thrust of rotor - i N kd Derivative control gain - 
Ixx Inertia moment on x axis kg.m2 ki Integral control gain - 
Iyy Inertia moment on y axis kg.m2 ke Back-EMF constant rad/V.s 
Izz Inertia moment on z axis kg.m2 km Torque constant N.m/Amp 

1 INTRODUCTION 
Due to the large number of couplings and interdependencies between elements and components, coming 

from different disciplines with different natures, design of Mechatronic systems is considered to be a highly 
complex task on various levels [1-3]. Therefore, in order to achieve a high precision and highly robust and 
efficient product, these couplings have to be considered in an early phase of the design process [4-6]. The 
main difficulty in the process of designing Mechatronic systems is that it requires a system perspective 
during all stages of design process in such a way that system interactions are considered, and a 
comprehensive system modeling is required. Design of a large number of modern mechatronic systems 
can be mapped into at least three aspects of structure or machine body, control system, and task. This 
design process has been traditionally performed in a sequential manner where the design of the structure 
is carried out first and then the control system design is performed. In such a sequential design process, 
once a mechatronic machine is developed, the mechanical structure can be hardly altered and all the 
mechanical parameters are time-invariant. A number of efforts have demonstrated that compared to 
systems designed by a traditional sequential approach, designing the structure and control in a concurrent 
process, considerably improves the system performance and efficiency [7-9].  Accordingly, the mechanical 
system design can contribute to the controller design and on the other hand, the behavior of control system 
can be studied to further improve the mechanical design to ideally improve the system performance. 
Integrated and concurrent design methodologies have been proposed over a number of works to optimally 
relate the mechanical and control components of mechatronic systems [10]. Due to their non-convex 
nature, many difficulties rise when solving optimization problems which simultaneously involve structural 
and control variables and parameters. Thus, despite the advances in optimal control design, optimal 
integrated Mechatronic system design is still an open research area. Toward the objective of optimal 
integrated design of Mechatronic systems, several investigations have been carried out in the past decade. 
In [11], authors first specified that the control system design could be simplified by incorporating the 
machine body design. In [12], a method to reduce the control effort and increase the dynamic performance 
of an actively controlled space structure is presented. With another application, a method of a mass-
redistribution has been utilized in [13], to improve the motion tracking performance of manipulators. In 
[9] the control performance of a closed-chain machine has been improved by incorporating a PD control 
scheme along with a design approach of shaking force/shaking moment balancing.  

A more general concept called Design for Control (DFC) was proposed in [14] where the design of the 
mechanical structure has been simplified as possible such that the dynamic modeling of the system will be 
less complex. Thus, a better control performance has been achieved. In this method the physical 
understanding of the overall system is fully explored with the aim of simplification of controller design as 
well as the execution of control algorithms with less hardware-in-the-loop restrictions. In [8, 15, 16], 
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specific design methods for machine body were proposed for the DFC approach based on considering 
invariant potential energy, invariant generalized inertia and partially invariant generalized inertia. In [10], 
a concurrent design approach is proposed to find the minimum positioning time of an underactuated 
manipulator where a synergetic combination between the structural parameters and a control law has been 
considered. In this paper, the integrated optimal design of a vision-guided UAV quadrotor is studied using 
the DFC approach. In terms of system dynamics, a quadrotor is an underactuated system with six degrees 
of freedom and four inputs which is inherently unstable and difficult to control. Thus, design and control 
of this nonlinear system is a problem for both practical and theoretical interests. Integrating the sensors, 
actuators and intelligence into a lightweight vertically flying system with a decent operation time is not 
trivial. Designing an autonomous quadrotor is basically a complex task since it requires dealing with 
numerous design parameters that are originated from various disciplines and subsystems and more 
importantly they are closely linked. Taking a decision about all these parameters requires a clear 
methodology. Moreover, In order to enable the system with autonomous capabilities, a visual feedback 
control will be used which increases the parameters of the system needed to be optimized.  The rest of this 
paper is organized as follows; Section 2 of this paper recalls the dynamic model and formulations of a 
small quadrotor system. In Section 3, the control system design is presented. A formulation for image-
based stereo visual servoing system is also presented in this section. In Section 4, the DFC-based integrated 
design strategy is introduced while in section 5 this method is utilized to optimize the integrated design of 
the quadrotor system. This section also includes validations with computer simulations. Finally, the 
concluding remarks are discussed in section 6.  

2 SYSTEM MODELING AND FORMULATION 
The design of quadrotor systems is a highly complex as various engineering domains and their affecting 

factors e.g. aerodynamics, mechanics, control and intelligence are involved in the design and optimization 
processes. The model of the quadrotor should consider all the important effects such as aerodynamic, 
inertial counter torques, friction, gyroscopic and gravitational effects on the final design solution. Euler- 
Lagrange formalism and DC motor equations are used to model the Quadrotor system. The dynamic model 
developed in this section is derived based on the following assumptions; 

 The structure of the system is supposed to be rigid and symmetric. 
 The thrust and drag affecting the system are proportional to the square of propellers speed [17]. 
 The origin of the body frame and the center of gravity (COG) are located at the same position.  

Figure 1 illustrates the coordinate system for the quadrotor model in which W is the fixed world 
coordinate frame and B is the body fixed frame. The space orientation is also given by a rotation matrix R 
from frame B to W, where 3R SO .  

 
Figure 1. Quadrotor model coordinate system 

For any point expressed in the fixed world coordinate frame, we can write (with, C:cos, S:sin); 
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The corresponding velocities are obtained by differentiation of Equation (1). From the obtained 
velocities and by assuming the inertia matrix to be diagonal, the kinetic and potential energy expressions 
can be written as follows: 

 2 2 21 1 1( ) ( ) ( )
2 2 2xx yy zzT I S I C S C I S C                       (2) 

 ( )( ) ( )( ) ( )( )V xdm x gS ydm y gS C zdm z gC C            (3) 

Using the Lagrangian function and the derived formula for the equations of motion we have: 

 , ( )i
i i

d L LL T V Q
dt q q

 
   

 
  (4) 

where iq  are the generalized coordinates and iQ  are the generalized forces. Moreover, the non-
conservative torques acting on the system result, firstly from the action of the thrust differences, Thus; 

 2 2 2 2 2 2 2 2
4 2 3 1 2 4 1 3( ), ( ), ( )x t y t zb l b l d                    (5) 

From the gyroscopic effects resulting from the propellers rotation we have: 

 1 3 2 4 2 4 1 3( ), ( )x r y y r xJ w J w                    (6) 

Consequently, The quadrotor dynamic model describing the roll, pitch and yaw rotations contains then, 
three terms which are the gyroscopic effect resulting from the rigid body rotation, the gyroscopic effect 
resulting from the propeller rotation coupled with the body rotation and finally the actuators action. 
Applying small angle approximation we attain:  
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Using a Newton dynamics formulations we can also achieve:  

   1 1 1, , ( ), ( ), ( )
U U U

x y z S S C S C C S S S C g C C
m m m

           
 

       
 

     (8) 

The rotors are considered to be driven by DC-motors with the following well-known second order 
approximated equations which are linearized around an operation point 0w :  
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   (9)  

3 CONTROLLER DESIGN 
The control system of the proposed quadrotor UAV here, consists of two components of motion control 

system and visual servoing (vision-based control) system. The cooperative configuration of these control 
systems is illustrated in a single control structure in Figure 2.   

3.1 Motion Control 
In this study a PID controller is proposed for appropriate position control of the quadrotor. The dynamic 

model of the system, derived by any method, contains two gyroscopic effects. The influence of these effects 
in the present case and by considering a near-hover situation, is less important than the motor’s model. 
Thus, using motor inputs i , the rotational transfer functions can be described by: 
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Where A and B are the coefficients of the linearized rotor dynamics from Equation 10. The transfer 
function of a PID controller is found by taking the Laplace transform of the last equation; 

 
2

, ( ) ( . ) d p ii
C p d

k s k kk
PID G s k k s

s s
s



 
       (13)

 

 
Figure 2. Quadrotor control structure schematic consisting of attitude motion control and visual servoing control 

 
3.2 Visual Servoing Control 

In general it can be stated that in an image-based visual servoing system, the goal of vision-based control 
scheme is to minimize the error defined as: 

  *( )e t s s    (14)

where s and s* are the vectors of current and desired image features. In the case of a proportional controller, 
the input to the robot controller cu (camera frame velocities) is designed by lettinge e  : 

  ,c eu J e     (15)

where eJ  is the image interaction matrix which relates time variation of e and the camera velocity and eJ   
is the Moore-Penrose pseudo-inverse of interaction matrix.  In the case of moving features we have: 

  ( )c e
eu J e
t

 
  


  (16)

where the term ( / )e t   represents the time variation of e caused by the target motion which is 
considered to have a constant velocity. In our case we assume that the vision system is composed of a 
stereo vision system with two parallel cameras which are perpendicular to the baseline. The focal points 
of two cameras are apart at distance b/2 with respect to origin of sensor frame C on the baseline which 
means the origin of the camera frame, is in the center of these points. Focal distance of both cameras is  f. 
We assign L and R as the frames of the left and right images. Figure 3 illustrates the case where both 
cameras observe a 3D point CP. Using the image interaction matrices for the left and right cameras and 
also a camera projection model, the stereo image interaction matrix, Jst , can be calculated as: 
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Figure 3. Model of the parallel stereo vision system observing a 3D point 

The image interaction matrix for each camera is calculated as: 
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The stereo feature vector is defined as [ , , , ]Tl l r rs x y x y where [ , ] , [ , ]T T
l l l r r rp x y p x y   are the 

normalized image coordinates of the 3D point, observed by the left and right cameras respectively. A 
perspective camera model can be used to project observed point into left and right image planes. Thus, the 
following equations hold for 3D coordinates of the observed point: 

  ( , , ) , ,
2

l r
l

l r l r l r

x xb b bX Y Z Y y Z
x x x x x x

 
       

  (19) 

4 INTEGRATED DESIGN STRATEGY 
An engineering design process can be parametrically defined as a mapping from a requirement space 

consisting of behaviors to a structural parameter space [18]. To gain insight into the design of a mechatronic 
system, Li et al. [14] suggested dividing the requirement space into two subspaces which represent: Real-
time behaviors (RTBs) and Non-real-time behaviors (Non-RTBs). Following this division of the 
requirements, system parameters in structural space can also be divided into two subspaces as follows: 
Real-time controllable parameters (RTPs) and Nonreal-time uncontrollable parameters (Non-RTPs). Here, 
“real-time” means parameters, specifications, constraints and behaviors that may change with time after 
the machine is built. Controller gains, accuracy and speed are some examples of RTPs and RTBs. On the 
other hand, Nonreal-time parameters, constraints and specifications are the ones that should not be changed 
after the machine is built, because it would be costly to change them. Structural material, dimensions, 
weight, and workspace can be considered as Non-RTPs and Non-RTBs. Traditional methodologies for 
mechatronic systems design consisted of sequences of the real-time and non-real-time requirements rather 
than a concurrent design process. At the beginning of such a traditional design scenario, Non-RTPs are 
designed based on the Non-RTB specifications. This process itself includes designing the mechanical 
structure and then adding electrical components. The mechanical structure (e.g., configurations, 
dimensions, layout of actuators and sensors, etc.) is first determined based on the requirements in the Non-
RTB space (e.g., workspaces, maximum payloads, etc.). Subsequently, RTPs (e.g., controller algorithm 
and parameters, signal conditioning) are determined based on RTB specifications (e.g., desired trajectory, 
speed, stability, etc.) to control the already established structure. Due to recent advancements in control 
and computer engineering one may conclude that the design of the imperfections and inadequacies in 
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structure and hardware of a Mechatronic system can be compensated by some state-of-the-art control 
schemes. This thinking can be easily criticized because a perfect control response may be hardly achieved 
due to hardware limitations and dynamic interactions, regardless of the effort devoted to the design of the 
controller system. In a concurrent model for mechatronic systems design, both RTBs and Non-RTBs 
should be considered simultaneously for realization of RTPs and Non-RTPs. In a general Mechatronic 
system, the system performance which is the real-time and nonreal-time system behaviors (RTBs and Non-
RTBs) explicitly relies on the design of its control algorithm and parameters (RTPs) and the design of the 
mechanical structure (Non-RTPs). More specifically, the design specifications for controller and 
limitations should be considered in the design of the mechanical structure and in the considering the 
alternatives for the electrical hardware. In addition, unlike in a traditional design, controllability and 
programmability of RTPs should be considered as an opportunity to further improve the design after the 
machine is built. Let RX and NX be RTP and Non-RTP design vectors. We also assume there exist n RTPs 
and m NonRTPs, that is n

RX R , and m
NX R  , where the total number of design parameters is q=m+n. 

respectively, the determination of design parameters is subject to a set of constraints produced by the 
behavior requirements.  Thus, let RY and NY  denote u-RTB and v-NonRTB requirements which sums to 
p=u+v as the total number of variables in the requirement space. Thus, u

RY R , and v
NY R . Assuming

[ , ]R NY Y Y , the performance error can be defined as dE Y Y  where dY is the vector of desired behaviors. 
Accordingly, Let minS and maxS  denote the design requirements associated with a particular design problem, 
where “min” and “max” indicate the performance indices of the requirements to be minimized and 
maximized, respectively. Finally, let P denote the system actuation power. A Mechatronic system design 
problem can be described using the following mathematical models for objectives and constraints [14]: 

 
1

min
p

i R i Ni i
i

E E E 


    (20) 
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min
dof

i i
i

P p


    (21) 
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min min
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q
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2

max max
1
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q

i i
i

S S


    (23) 

 min maxI E P S S      (24) 

where , , , ,i i i i i     are weighting factors determined by the designer, ip  is the power generated by 
each actuator in the system and q1and q2 are the number of the design parameters associated with the 
minimized and maximized requirements. To optimize the overall design performance, a performance index 
(I) is introduced to integrate are introduced individual objectives in one equation. The equality and 
inequality constraints can be respectively expressed by:  

 ( , ), ( )
R N

E E E E
R R N N NY f X X Y f X    (25) 

 , , , ,( , ) ; ( )
R N

I I
R low R N R up N low N N upY f X X Y Y f X Y      (26) 

Where the superscript “I” indicates the inequality constraints and the superscript “E” indicates the equality 
constraints. From the above design constraints it can be observed that, for a Mechatronic system, the system 
dynamic performance (RTBs or RY ) depends on both the control parameters (RTPs or RX ) and the 
mechanical structure behaviors (NonRTPs or NY ). As stated before, the essence of DFC method is to design 
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the mechanical structure ( NX ) in an effort to achieve a simple dynamic model for the ease of designing the 
control system ( RX ), to ideally achieve an optimal system dynamic performance ( RY ). In a simulation-
based iterative integrated design strategy, NX  is first set for a mechanical structure based on the desired 
behaviors and requirements (associated with NY directly yet RY indirectly).Then having RX determined, the 
dynamic performance 2Y  is obtained (based on RY  explicitly and NY  implicitly). In the third step, NY  will 
be configured by comparing the desired behaviors with the measured ones. If the result is not satisfactory, 
then RX is modified to improve the control performance. Finally in the fourth step, if the control 
performance 3Y does not satisfy the requirements, RX is varied again to attain an improved performance. All 
of the aforementioned four design steps can be summarized as: 

 1 1 2 2 2 3 3 2 4 4 3( ) ( , ) ( , ) ( , ).N R N RY f X Y f Y X Y f Y X Y f Y X         (27) 

For an algorithmic implementation, the iterations can be formulated as: 

 2 1 2 1 2 2 2 2 2 1( , ) ; ( , ) for ( 1,2,..., )i i i N i i i RY f Y X Y f Y X i k        (28) 

The design procedure iterates until a final design on RX is found that enables the system to achieve a 
satisfactory performance. When an analytical system dynamic model is obtainable, the iterative design 
process described before can be carried out via simulation process. NX  can be further changed towards 
various directions along the searching path. It is quite possible to find a solution to the optimal design 
problem with the fewest constraints. Having the dynamics model, NX  can be varied until a simpler dynamic 
model can be achieved which results in facilitating the procedure of control system design.  

5 DFC-BASED DESIGN OPTIMIZATION 
Using the Design-for-Control (DFC) approach, an integrated design of a vision-guided quadrotor UAV 

is studied in this paper. The first column of Table 1 classifies all the RTPs and Non-RTPs, as the design 
parameters in the process of designing a vision-guided quadrotor drone with a PID attitude control system. 
After identifying all the parameters and behaviors, the integrated design iterations are as follows: 
5.1 Iteration 1: Deign XN Based on Non-RTBs, YN: 

The first step is to determine XN, the mechanical structure parameters, so that the specified Non-RTBs, 
YN, are satisfied. As the first requirement, the quadrotor is subjected to the following constraints; 

 0.2 0.4 ( ),l m   0.4( ),tm kg 20.006 , 0.01 ( . )xx yyI I kg m   (29) 

Where the inertia moments can be calculated from a simple physical model of the quadrotor where it 
consists of two rods as the arms, one disk at center and four concentrated mass at the end of each arm.  One 
of the major physical limitations of a quadrotor is the propeller's rotational speed which is constrained by 
the motor saturation speed. This saturation speed of the propellers should be approximately 41% higher 
than the hovering speed [19]. The propeller's rotational speed in hovering condition is obtained by:  

  1/2
/ 4H tmg b    (30) 

Thus, having the condition of 350 ( / )i rad s  and also the trust factor bt=3.15E-5 we can achieve 
an allowable total mass and payload capacity:  

 
2
,max

2

4
0.791( )

(1.41)
t ib

m kg
g


    (31) 

Having the aforementioned Non-RTB constraints the first set of Non-RTPs can be chosen as the starting 
point of the optimization problem. The design result of XN is given in the first column of Table 1. 
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5.2 Iteration 2: Deign XR Based on RTBs, YR: 
Once the initial design of the mechanical structure is completed, the motion controller and visual 

servoing system must be designed carefully such that the required dynamic and visual performances are 
satisfied. Thus, the design objective is to minimize the performance index over the entire range of motion: 

Q C
R R RI E E P     (32) 

   2 2 2 2 2 2
1 2

0 0

min ( ( ) ) ( ( ) ) ( ( ) ) ( ( ) ) ( ( ) ) ( ( ) )
f ft t

Q
R d d d d d dE X t X Y t Y Y t Z dt X t X Y t Y Y t Z dt 

 
            
 
 
         (33) 

* 2
3

0

min ( ( ( ) ) )
ft

C
RE s t s dt   (34) 

0

min( ( ) )
ft

iP T t dt    (35) 

Where Q
RE  is the minimum performance error for position and velocity tracking and C

RE  is the 
minimum performance error for the visual servoing system. P signifies the driving torque generated by the 
motion control, and ,i  are the weighting factors to be determined. Accordingly, the following RTB 
constraints (control inputs) are imposed on the controller design: 

  0   2iT mg  (36)

  0.6 , 0.6 , 0     0.01rad rad rad        (37)

For translational speed and descend rate we also have: 

 
1 1 110 . , 10 . , 5 .x m s y m s z m s         (38)

The target object which is being tracked by the vision system is moving along a circle path on x-y plane 
with the radius of 4 meters and the quadrotor is required to follow the target with the height of 2 meters 
with respect to target. The target object is travelling with the speed of 10 m/s along the circular path and 
the quadrotor is not allowed to have a translational speed more than the object. In order to simplify the 
problem no minimum time-trajectory is given. The control design problem is solved using MATLAB 
optimization toolbox. To ensure each performance characteristic (i.e. Q

RE , C
RE  and P) contributes properly 

to the performance index in an equivalent magnitude, the weighting factors are selected to be
1 2 31.0, 0.1, 0.5, 0.005       . The design result of XR is given in the second column of Table 1. 

The simulation model built in MATLAB to reflect the design process results is shown in Figure 4 (a). 
Using the control gains as a result from the aforementioned optimization solution, the tracking 
performances for both motion and vision-based control are comparatively displayed in Figures 4 and 5 and 
as it can be observed some undesired performance appears in the position tracking and the visual features 
error are also not quite satisfactory.  

5.3 Iteration 3: Redesign XN to Improve Non-RTBs, YN: 
In the third iteration the NonRTPs, XN, will be modified with the aim of simplifying the system 

dynamic model so that the controller design on XR can be facilitated. In this redesign, the following stability 
constraints are used for the modification of XN [20];  

 0,   0.
xx yy

g g
I y I x

  
 

  
 (39)  

The dynamic model can be finally simplified as: 
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 ( ), ( ), ( ).xx yy zz yy zz xx zz xx yyI I I I I I I I I                   (40)  

The redesigned values of XN is now given in the third column of Table 1.  

5.4 Iteration 4: Redesign XR based on the modified Non-RTBs, YN: 
After the redesigning the Non-RTPs, XN, the visual servoing and motion control algorithm are again 

applied for the path and trajectory tracking of the target object. In this iteration, the design objective, 
constraints, and variables are the same as those in Iteration 2. The design result of control gains, XR, is 
given in the fourth column of Table I, which is the same as the control gains used in Iteration 3. The new 
tracking performances are also displayed in Figures 4 and 5. Compared with the results of Iteration 2, it 
can be observed that the position tracking performance has been enhanced and the performance with 
regards to visual features errors has also shown better convergence characteristics.   

Table 1. DFC-based design of a vision-guided quadrotor system: results for all iterations  
Non-RTPs Descriptions Iteration 1 Iteration 2 Iteration 3 Iteration 4 

l Arm length (m) 0.25 / 0.28 / 
m Total mass (kg) 0.65 / 0.72 / 
Ixx Inertia moments on x (kg.m2) 0.009 / 0.0076 / 
Iyy Inertia moments on y (kg.m2) 0.008 / 0.0076 / 
Izz Inertia moments on z (kg.m2) 0.017 / 0.0152 / 
b Distance between cameras (m) 0.15 / 0.1 / 

RTPs      
kp Proportional control gain / 1.5 / 1.3 
kd Integral control gain / 1.0 / 0.8 
ki Derivative control gain / 0.6 / 0.4 

 Proportional gain in visual servoing / 0.5 / 0.35 
 

It can be observed that after a limited number of iterations, the obtained design variables are quite 
satisfactory and elevate the performance of the proposed system. However, this will hold only for systems 
with small number of components and consequently design variables and parameters. Using the DFC 
method for more complicated mechanisms with complex control systems is not easy to implement and will 
require the designer to set a large number of constants and this will definitely cause the whole design 
process to need more iterations, not taking into accounts the new constraints which will be introduced to 
the optimization process. This will call for some additional efforts to establish guidelines for choosing 
those constants and more importantly, a faster and more “integrated” approach, as future efforts.  

 

(a)  (b) 
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(c) (d) 
Figure 4. Position tracking performances based on results from (a) iteration 2 and (b) iteration 4, and a comparative 

graph of paths for a complete motion.     

Figure 5. Visual feature errors from (a) iteration 2 and (b) iteration 4.  

6 CONCLUSIONS 
In this paper, the problem of integrated and concurrent design of a vision-guided quadrotor UAV has 

been studied using the Design-for-Control methodology. This method suggests considering the design of 
a mechatronic system as a mapping from a requirement space to a structure space. The mechatronic design 
concept is therefore interpreted as an integrated design framework that considers both realtime and nonreal-
time requirements simultaneously and configures both real-time and nonreal-time parameters (design 
variables) concurrently. Having discussed the design approach, the concurrent design of both mechanical 
and control structures of a vision-guided quadrotor system has been accomplished in an iterative manner 
and after finalizing the last iterations, desired performances with regards to both control systems, i.e. 
motion control and visual servoing, have been achieved.  However, for systems with larger number of 
components and more complex control systems, additional efforts to establish guidelines for choosing the 
design optimization constants, hence a more “integrated” approach, is ideally required. 
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ABSTRACT 
In this study, an energy harvesting device based on a nonlinear vibration absorber is proposed to 

achieve two objectives: vibration suppression and energy harvesting in a wideband manner. The 

proposed design is described. The system modeling is addressed. The parameter characterization is 

presented. The performance of the nonlinear vibration absorber is tested by sweeping harmonic 

excitation. The testing results have shown that the device can suppress vibration and convert vibration 

energy into electric energy in a broadband manner. 

Keywords: energy harvesting; nonlinear vibration absorber; vibration suppression. 
 

RÉCUPÉRATION D'ÉNERGIE  EN UTILISANT  L'AMORTISSEUR DE VIBRATIONS NON 

LINÉAIRE 

RÉSUMÉ 
Dans cette étude, un dispositif de récupération d'énergie sur la base d'un amortisseur de vibrations non 

linéaire est proposé pour atteindre deux objectifs: la suppression des vibrations et de récolte d'énergie 

d'une manière large bande. Le design proposé est décrit. La modélisation du système est adressée. Le 

paramètre caractérisation est présenté. Les performances de l'absorbeur de vibrations non linéaire est 

testé par balayage excitation harmonique. Les résultats des tests ont montré que le dispositif peut 

supprimer les vibrations et convertir l'énergie vibratoire en énergie électrique d'une manière à haut débit. 

Mots-clés : récupération d'énergie; absorbeur de vibrations non linéaire; suppression des 

vibrations.remier mot-clé; deuxième mot-clé; troisième mot-clé. 
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1 INTRODUCTION 
Vibration absorber is a passive device for suppression of vibration. A traditional vibration absorber 

consists of mass and spring [1]. When attached to a primary system that is subjected to a harmonic 

excitation, the vibration absorber can eliminate steady state response of the primary system at the tuning 

frequency. However, the combined system has two degrees of freedom, thus two potential resonances. 

To avoid resonance, linear vibration absorbers are effective only over a very narrow band of excitation 

frequencies. By adding a damper in parallel with the absorber spring, the operating bandwidth can be 

increased while the performance at the tuning frequency is compromised.  

To overcome the narrowband problem of linear vibration absorbers, nonlinear vibration absorbers 

have been investigated for decades [2-5]. Most of these studies have shown that a nonlinear vibration 

absorber can increase operating bandwidth. The studies have also revealed that frequency-energy 

dependence is one potential limitation of nonlinear vibration absorbers.  

Energy harvesting intends to scavenge energy from ambient environments or free sources such as sun, 

wind, wasted heat, and vibration, etc. Harvested energy is especially useful in the area of wireless or 

remote networks [6], where getting power to sensor networks would be difficult or prohibitive. Vibration 

energy harvesters use the principles of a spring-mass-damper system subjected to a base excitation. 

Transduction methods such as electromagnetic inductance and piezoelectric phenomenon are employed 

to convert mechanical energy to electrical energy.  

The linear spring-mass-damper energy harvester is most efficient when it resonates with base 

excitation. In other words, its effectiveness is limited to a small region of frequencies. To address this 

problem nonlinear energy harvesters have been studied in order to gain broadband energy harvesting [7-

10].  In this study, a nonlinear vibration absorber is proposed to achieve both of the aforementioned 

objectives: wideband vibration suppression and broadband energy harvesting. The nonlinear stiffness 

spring used in the proposed absorber consists of two pairs of permanent magnets. Each of pairs is formed 

by a magnet attached to the absorber mass and a magnet fixed to the absorber base. The polarities of the 

two magnets are arranged so that they repel each other. The degree of nonlinearity can be varied by 

adjusting the gap distance between the two fixed magnets. 

The rest of the paper is organized as follows. Section 2 describes the design and modeling of the 

nonlinear vibration absorber. Section 3 presents characterization of the absorber system. Section 4 

focuses on testing. Section 5 draws the main conclusions of the study. 

2 NONLINEAR VIBRATION ABSORBER 
Figure 1 shows the developed nonlinear vibration absorber. The absorber mass consists of an 

aluminum block (1), two permanent magnets and their holders (2), and two linear bearings (3).   The 

absorber mass is supported by two precision rods (4) through the linear bearings so that it can translate 

freely. The two permanent magnets (5) are fixed in the absorber base (6). A coil (7) is mounted onto one 

of the fixed magnets. The inner diameter of the coil is slightly bigger than the oscillating magnet to allow 

it to move freely in and out. All of the four magnets are 1 inch sintered Neodymium, grade 40 with nickel 

coating. 

Figure 2 illustrates the polarity arrangements of the four magnets. Each pair of the oscillating and 

fixed magnets is in a repelling mode such that it forms a magnetic spring. As shown in the figure 1d  and 

2d  denotes the distances between the oscillating magnets and fixed magnets, respectively. If D  is the 

gap distance between the fixed magnets, h  the thickness of the absorber mass block, and ax  the 

displacement of the absorber mass,  1d  and 2d  are calculated by 

 1
2

a

D h
d x  (1) 

and 
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 2
2

a

D h
d x  (2) 

The repelling forces between the oscillating magnets and fixed magnets are defined by [11] 

 1
1 4

1 2( )

a
F

d a
 (3) 

and 

 1
2 4

2 2( )

a
F

d a
 (4) 

where 1a  and 2a  are the constants to be determined.  

 
Fig. 1. Nonlinear vibration absorber 

 
Fig. 2. Schematic of illustrating the absorber spring. 
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If 0ax  or the absorber mass’s displacement is zero, 1 2F F . If ax  is not zero, the net force on the 

absorber mass can be expressed as the following equation: 

 

2 2

1 1
14 4 4

2 2
1 2 8

a a

a a a

x q xa a
a q

q x q x x
F F

q
F  (5) 

where 

 2
2

D h
q a  (6) 

Differentiating F  with respect to ax  gives the stiffness of the absorber spring. 

 
4 2 2 4

1 5
2 2

5 10
8 a a

a

a a

d F x q x q
k a q

dx q x
 (7) 

3 CHARACTERIZATION OF THE NONLINEAR VIBRATION ABSORBER 
The absorber mass is easily found to be 1.186am  kg. To determine the absorber stiffness defined 

by Eq. (7), the constants 1a  and 2a  need to be found. Figure 3 shows a setup used to measure the 

repelling force between the two magnets. The fixed magnet is mounted on a force sensor that is fastened 

to the absorber base. By moving the oscillating magnet, the forces corresponding to various distances can 

be measured. The dots in Fig. 4 represent the measured values. Using the measured values to curve-fit 

Eq. (3) yields the constants 4
1 1.395 10a  N.m

4
 and 2

2 2.7410 10  a m. The solid line in Fig. 4 give 

the best curve fit. 

Now by specifying D , the relationship between the restoring force of the absorber spring and the 

displacement of the absorber mass can be obtained by Eq. (5). Figure 5 shows such the relationships for 

three D  values. It can be seen that the restoring forces show a typical behavior of a hardening spring. 

The smaller the gap distance D , the more hardening the spring becomes.  

 
Fig. 3. Setup to measure the force between the two magnets. 
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Fig. 4. Magnetic force vs. distance between the two magnets. 

 
Fig. 5. Restoring force of the absorber spring vs the displacement of the absorber mass. 
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The restoring force or Eq. (5) can be approximated by a cubic polynomial: 

 3

1 3F k x k x  (8) 

where 
1k  is the linear stiffness and 

3k  is the nonlinear stiffness. By curve-fitting the restoring forces 

given in Fig. 5, the values of 
1k  and 

3k  can be found and are summarized in Table 1. Figure 6 shows the 

stiffness curves defined by Eq. (8). Table 1 also lists the natural frequencies computed using 

1 2a af k m  and those identified using free responses.  

Table 1. Absorber stiffness 

 (m)D  1k  (N/m) 
3k  (N/m

3
) Computed af  (Hz) Identified af  (Hz) 

1 0.19812D  800.4 9.461×10
5
 4.134 4.208 

2 0.18542D  1311 1.921×10
6
 5.291 5.413 

3 0.17272D  2267 4.232×10
6
 6.957 6.951 

 

 
Fig. 6. Absorber stiffness vs. displacement of the absorber mass. 

 

4 TESTING 
Figure 7 shows the setup for testing. The absorber is fastened to a base plate that is supported by two 

aluminum plates. The combination of the absorber base, guide rods, and base plate forms the primary 

mass while the support plates become the primary spring. The primary mass is equal to 5.328pm  kg 

and the primary spring stiffness is equal to 10,967pk  N/m such that the natural frequency of the 

primary system is 7.22pf   Hz. To excite the primary mass, an electromagnet is used. When the 

harmonic current is applied to the electromagnet, the generated varying flux interacts to a small 

permanent magnet glued on the primary mass so that an approximate harmonic force is generated. 

Vibration of the primary mass is measured by an accelerometer. A PC computer equipped with B & K 

Pulse data acquisition system is used to convert the acceleration signal into the digital signal and convert 

the digital exciting signal to the analogue exciting signal for driving the electromagnet.  
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Fig. 7. Setup of the testing system. 

The energy harvesting circuit consists of the coil, a variable resister used as a load resistor, and a 

switch. The width of the coil is about 1 inch wide, and it has 7 layers of AWG28 wire. The resistance of 

the coil is 15 Ohms. The resistance of the load resistor is set to be 15 Ohms as well. The circuit can be 

switched to open or closed manually. The coil is attached to a holder that can tightly fit to the fixed 

magnet. The coil is positioned such that the head of the oscillating magnet is in the middle of the coil so 

to maximize the power generation. Figure 8 shows the coil attachment. 

 
Fig. 8. Photo of the testing setup. 

The performance of energy harvesting is tested by sweeping excitation. The electromagnet is driven 

by a harmonically varying current provided by a power amplifier which receives a harmonic voltage 

signal generated by Pulse system. The steady state response is recorded. The process is repeated by 

increasing the exciting frequency 0.25 Hz. As shown in Table 1, the natural frequency with the gap 
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distance of 3D  is closest to the natural frequency of the primary system. Therefore, the nonlinear 

vibration absorber with 3D  is strongly coupled with the primary system. Thus, only the results with the 

setup of 3D  is reported here. Figure 9 shows the root mean square (RMS) value of the acceleration signal 

vs. the exciting frequency. It can be seen that damping due to energy harvesting is beneficial at 

suppression of the amplitude at resonances. Figure 10 compares the coil output voltages for open circuit 

and closed circuit. Apparently the energy harvester is most effective at resonances. Table 2 lists the 

output voltages and calculated powers using 2P V R . 

 
Fig. 9. Root mean square (RMS) value of acceleration signal vs. the exciting frequency. 

 
Fig. 10. Coil closed and open circuit reading. 

Table 2. Coil voltage and power generation 

Exciting frequency f (Hz) Open circuit  Closed circuit 

Voltage (V) Power (mW) Voltage (V) Power (mW) 

5.75 0.880 -- 0.299 5.96 

9.00 0.349 -- 0.0613 0.251 

7.25 0.127 -- 0.00294 0.000576 
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5 CONCLUSIONS 
An energy harvesting device based on a nonlinear vibration absorber has been developed. Two pairs 

of oscillating and fixed permanent magnets have been used to form a nonlinear absorber spring. The 

vibration absorber has been designed so that it has a minimum mechanical damping. The nonlinear 

stiffness model has been developed. It is shown that the nonlinearity of the absorber spring can be varied 

by adjusting the gap distance of the two fixed magnets. The experimental identification has been used to 

determine the system parameters. By attaching the device to a primary system, seeping harmonic 

excitation has been conducted to test performance. The testing results have shown that the device can 

realize two intended objectives: vibration suppression and energy harvesting in a broadband manner. 
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ABSTRACT
We present a specialized Single degree-of-freedom (DOF) Equivalent Kinematic (SEK) joint that con-

strains motion to a spatial path. The SEK joint is intended tobe used for 1) the model reduction of 1-DOF
systems; and 2) modelling systems with complex 1-DOF kinematics that cannot be accurately or easily
represented using conventional modelling techniques. Thejoint is implemented in the graph-theoretic sym-
bolic multibody modeling environment of MapleSim and is formulated in such a way that a single ordinary
differential equation is used to describe the resulting kinematic pair. The joint can be extended to model
compliance as well as 2-DOF motion along a surface using the Double-DOF Equivalent Kinematic (DEK)
joint. Example applications of the joint are: the reductionof vehicle suspension systems, or the representa-
tion of biological joints.

Keywords: multibody dynamics; path following joint; vehicle dynamics.
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Fig. 1. General kinematics of SEK joint

1. EXTENDED ABSTRACT

We present a specialized Single degree-of-freedom (DOF) Equivalent Kinematic (SEK) joint that con-
strains motion to a spatial path. The SEK joint is intended tobe used for 1) the model reduction of 1-DOF
systems; and 2) modelling systems with complex 1-DOF kinematics that cannot be accurately or easily
represented using conventional modelling techniques. Thejoint is implemented in the graph-theoretic sym-
bolic multibody modeling environment of MapleSim and is formulated in such a way that a single ordinary
differential equation is used to describe the resulting kinematic pair. The joint can be extended to model
compliance. This adds extra mathematical complexity, but it can be a desired trade-off when modelling
systems in which the compliant properties can have a significant impact on their behaviour [1, 2]. A second
extension of the SEK joint is to add an additional translational DOF, so that one body is constrained to move
along a surface, rather than a spatial curve, relative to another body. This results in a 2-DOF joint that is
called the Double-DOF Equivalent Kinematic (DEK) joint. Inthis joint, 2 ODEs are used to represent the
kinematic pair.

The goal of the SEK joint is to constrain one body to move alonga reference path, relative to another body
(Figure 1). To achieve the desired mathematical simplicity, namely representing the resulting kinematic pair
with a single ODE, the definition of the reference path must bechosen correctly. The distance along the
reference path, the path-length (s), is chosen as the independent coordinate for the joint. Doing so allows
the components of the position vector from bodyI to bodyJ (~r – i.e. the reference path) and the three Euler
angles (θ ,φ ,ψ) used to orient bodyJ relative to bodyI to be expressed as independent functions ofs:

~r(s) = rx(s)ı̂+ ry(s)ĵ + rz(s)k̂ (1)

{θ(s),φ(s),ψ(s)} = {Sθ (s),Sφ (s),Sψ(s)}. (2)

The translational and rotational motion (M ) and reaction (F ) spaces of the joint are expressed using the
tangential (̂u), normal (̂n), and binormal (̂b) unit vectors that are computed using the Frenet-Serret equa-
tions [3].

MT = û(s) (3)

FT = 〈n̂(s), b̂(s)〉 (4)

MR = /0 (5)

FR = 〈ı̂, ĵ , k̂〉 (6)
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To ensure the dynamics of the joint are correct, the rotational dynamics must be coupled to the transla-
tional dynamics. This is required because the joint is defined as having a single translational DOF which
means that the rotational dynamics do not appear in the generated equations of motion. A torque projection
force is calculated using

FTP = ∑~Tnet ·~p(s) (7)

and is applied along the motion space (û) of the joint. In (7),~Tnet is the net torque in the joint and~p(s) is the
change in the relative orientation of the two constrained bodies with respect tos.

To introduce compliance to the SEK joint, the DOF is increased from one to six. The five additional coor-
dinates that represent the small displacements about the specified path are: 1)n, the translational deflection
in the n̂ direction; 2)b, the translational deflection in thêb direction; 3)θd , the rotational deflection about
the first body-fixed Euler rotation axis; 4)φd , the rotational deflection about the second body-fixed Euler
rotation axis; and 5)ψd , the rotational deflection about the third body-fixed Euler rotation axis.

The position vector of the SEK joint,~r, from (1) is renamed to~rideal , andn andb are incorporated into a
revised joint displacement vector:

~r =~rideal(s)+nn̂+bb̂. (8)

Similarly, the joint orientations from (2) are rewritten toinclude the new coordinates:

{θ(s),φ(s),ψ(s)} = {Sθ (s)+θd ,Sφ (s)+φd ,Sψ(s)+ψd}. (9)

The definition of the DEK joint is similar to the SEK joint, buttwo coordinates are used in the joint. The
position vector is defined as:

~r(s1,s2) = rx(s1,s2)ı̂+ ry(s1,s2)ĵ + rz(s1,s2)k̂ (10)

The motion and reaction spaces are adjusted accordingly to represent the additional DOF:

MT = 〈û1, û2〉 (11)

FT = n̂ (12)

whereû1 andû2 are two vectors tangential to the surface. The torque projection for the SEK joint is extended
in a similar fashion to represent the additional DOF.

A full vehicle model can be constructed using SEK joints to represent an unsteered rear MacPherson
suspension, and DEK joints to model a steered front MacPherson suspension. An equivalent high-fidelity
model is created in MapleSim using conventional modeling techniques to demonstrate the accuracy of the
SEK joint as well as the simulation time improvements. The two models are driven through a double lane
change maneuver. The reduced model constructed using the SEK and DEK joints simulates 2.4 times faster
than the high-fidelity model. For the steering input in Figure 2a it can be seen that the response between the
two models is within 1%, Figure 2b.
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(a) Steering rack displacement versus time
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Fig. 2. Steering rack displacement and resulting lateral displacement comparison for high-fidelity and reduced vehicle
models during a double lane change maneuver
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