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Abstract. Sharing information allows businesses to take advantage of
hidden knowledge, improve work processes and cooperation both within
and across organisations. Thus there is a need for improved informa-
tion protection capable of restricting how information is used, as op-
posed to only accessed. Usage Control has been proposed to achieve this
by combining and extending traditional access control, Digital Rights
Management and various encryption schemes. Advances in usage control
enforcement has received considerable attention from the research com-
munity and we therefore believe there is a need to synthesise these efforts
to minimise the potential for overlap. This paper surveys the previous
efforts on providing usage control enforcement and analyses the general
strengths and weaknesses of these approaches. In this paper we demon-
strate that there are several promising mechanisms for enforcing usage
control, but that reliable empirical evidence is required in order to ensure
the appropriateness and usability of the enforcement mechanisms.

1 Introduction

Despite almost daily reports of security flaws and breached security, Internet
users continue to share information at an increasing rate. Basically about any-
thing from personal habits to sensitive corporate secrets, using a wide variety
of communication channels. The fundamental problem is however that current
security systems are unable to enforce any restrictions on the access, use or dis-
tribution of information once it has been transferred from one system to another.
Hence, the sender involuntarily looses any control of the information and must
resort to trusting the receiver to not misuse information. It is this problem that
has lead to serious concerns about users privacy on the Internet, and the music
and film industry’s concern about intellectual property rights violations, and
corporations concern about sensitive information misuse.

Usage control have been proposed as a means to remedy this problem by ex-
tending common security mechanisms beyond single systems such as PCs, servers
or entire corporate systems. The idea is to provide a model for expressing and
enforcing restrictions on how the information is to be used . Current mechanisms
such as access control, Digital Rights Management, confidentiality and privacy
protection all attempt to restrict information in one way or the other. The focus



of usage control is to create an holistic approach to restricting information, such
that it may be used for any of the purposes listed above.

The purpose of this review is to identify and analyse existing mechanisms
for usage control enforcement in order to identify shortcomings and possible
improvements.

The remaining parts of the paper is organised as follows. First, in Section
2 the research method employed is outlined and discussed. Next, in section 3
we provide a brief introduction to usage control. We review enforcement mech-
anisms in Section 4 and in Section 5 we report on the testing and evaluation
that has been conducted . Section 6 includes our analysis and discussion of the
enforcement mechanisms. Related work is outlined in Section 7, before our final
conclusions are given in Section 8.

2 Research Method

The research method employed in this review is inspired by the recommenda-
tions by Kitchenham and Charters [15] regarding systematic literature reviews
in software engineering, however with softer requirements regarding rigour.

This review will address the following research questions:

RQ1. What usage control enforcement mechanisms have been proposed and
how do they relate to each other?

RQ2. What evidence exists supporting their appropriateness?

The purpose of this review is therefore to synthesise the previous research
efforts on usage control and distributed enforcement strategies to identify open
issues and prevent duplication of work. To this end, we also investigate the
supporting evidence of appropriateness.

The papers subject to the review were selected based on search through the
main online portals of scientific publications. These portals were: IEEE Xplore,
ACM Digital Library, Scopusand SpringerLink. Potential papers were selected
based on a search for “usage control” and “enforcement” in title, keywords and
abstracts, for each of the portals listed above. The search capabilities of these
portals vary considerably, hence minor modifications have been conducted. Most
notably for SpringerLink, the amount of results returned made it necessary to
conduct a nested search of the two phrases.

The search strategy clearly results in several irrelevant papers being potential
subject to the review. Additional criteria were therefore specified to ensure only
relevant papers be included in the actual review. These criteria are referred to
as inclusion and exclusion criteria, indicating both a positive definition and a
negative definition of what the review should and should not contain. Published
peer-reviewed papers were included in the review if meeting any of the following
criteria:

– Papers presenting mechanisms for enforcement of usage control models.
– Papers reporting on testing and experience of use with such mechanisms.



The criteria may be met by only parts of the paper, thus it need not be the
main focus of the paper to be included. Papers meeting one or more of the of
the following criteria were excluded:

– Position papers identifying threats and challenges to usage control.
– Papers focusing solely on subsets of usage control, such as access control and

digital rights management.

Note that inclusion criteria was given a higher order than exclusion criteria, such
that any paper satisfying both were included in the review.

From each of the included papers, the following content was extracted and
analysed:

– The main idea of the model (RQ1.).
– The main strengths and limitations of the approach (RQ1.).
– The supportive evidence of its appropriateness (RQ2.).

While the data extraction part is mainly about documenting previous efforts,
the analysis part was intended to look beyond specific claims to make more
general assessments of the quality and usability of the proposed enforcement
mechanisms.

3 Usage control

The UCON (Usage Control) model was proposed by Park and Sandhu [27] to
alleviate many of the shortcomings of existing access control mechanisms, par-
ticularly for distributed assets. The authors focus on three important parts of
the model, which are Authorizations, oBligations and Conditions, resulting in
what they denote the UCONABC model. The main elements of this model are

Subject an entity with a set of attributes (subject attributes) either holding or
exercising rights on an object.

Object an entity with a set of attributes (object attributes) that a subject hold
or exercise a right on.

Right a privilege held by a subject to perform certain functions on an object.
Authorization a functional predicate to be evaluated in order to decide whether

the subject is allowed to perform the requested rights on the object.
oBligation a functional predicate to verify requirements a subject has to per-

form before or during a usage exercise.
Condition a functional predicate to verify the requirements for the environment

or system to be present before or during a usage exercise.

The family of models have later been expanded and detailed using various
formalisms. A survey by Lazouski et al. [20] provide a good overview of these
efforts. One of the main concepts of UCON is the view on continuous enforcement
(see Figure 1). Contrary to common access control mechanisms, UCON assumes
authorisations to be an ongoing activity such that misbehaviour may result in
real-time revocation of rights. Park and Sandhu defined 16 basic UCON models
based on the different steps in Figure 1.



5.1 Attributes and States
As in TLA, a state is an assignment of values to variables. In

UCON, there are three different kinds of variables: subject at-
tributes, object attributes, and system attributes.
UCON is an attribute-based access control model. The autho-

rization policies are determined by subjects attributes, objects at-
tributes, and rights4. A subject or object attribute is a variable of a
specific datatype, which includes a set of possible values and op-
erators to manipulate them. A state of a subject or an object is an
assignment of values to attribute(s). The datatype of an attribute
depends on what kind of attribute it is, such as group membership,
role, security clearance, credit amount, etc.
System attributes are variables that are not related to a subject or

an object directly, such as system clock, location, etc. We define a
special system state to specify the status of a single access process
(s, o, r). Specifically, the function state(s, o, r) is a mapping from
{(s, o, r)} to {initial, requesting, denied, accessing, revoked,
end}. The semantics of the initial state is that the access (s, o, r)
has not been generated, while requesting means the access has
been generated and is waiting for the system’s decision; denied
means that the system has denied the access request according to
the authorization policies before usage; accessing means that the
system has permitted the access and the subject has been accessing
the object immediately after that. An access will go to revoked
state when its ongoing-access is revoked by the system, or it will
go to an end state when a subject finishes the usage. We believe
that this set of values is minimal and complete to specify the states
during a usage process.
The attributes of subjects, objects, and the system, as well as the

constants comprise the basic terms of our logical model in UCON.

5.2 Predicates
A predicate is a boolean expression built from variables and con-

stants, including subject attributes, object attributes, and system at-
tributes. According to different forms of the attributes, we define
four types of predicates in UCON:

• Unary predicate of a subject or object attribute: p(sa) or
p(oa).
e.g.: Alice.credit ≥ $100.00
file1.clearance = ‘supersecure′

• Binary predicate between a subject attribute and an object at-
tribute: p(sa, oa).
e.g.: dominate(Alice.cleareance, file1.classification),
dominate(Alice.credit, ebook.value).

• Binary predicate in(a1, a2) between attributes, where the a2

is a set of possible values of a1.
e.g.: in(Alice.ID, file1.acl), where ID is a subject iden-
tification, file1.acl is a set of subject IDs as file1’s access
control list.

• Ternary predicate permit(s, o, r), which is true if a subject
s can access an object o with r. This predicate is the result
of an authorization decision by the system.

5.3 Actions
Aswe have mentioned, there are three types of variables in UCON:

subject attributes, object attributes, and system attributes. We de-
fine different actions to change the states of these variables.
4Right attributes were not explored in the original UCON model,
and we also do not consider it in this paper

requesting accesing end

denied revocked

denyaccess
and

preupdate

revokeaccess
and

postupdate

preupdate
and

permitaccess

endaccess
and

postupdate

onupdate

initial
state

tryaccess

Figure 3: State transition with actions in a usage process

There are three actions defined in UCON that change the state
of a subject or object: preupdate, onupdate, and postupdate.
These actions are performed by the security system before, dur-
ing, or after the access process. If the system performs the action
successfully, the attribute value must be changed to a new value,
and the action is true5, otherwise, it is false. Note that in our
specification we do not consider the time delay of an action. We
assume that an action is always performed instantly. In a real im-
plementation there is mechanism to monitor the process and audit
the update, so that the system can recover if any failure happens.
For system states, we define a series of actions that change the

status of an access (s, o, r). As mentioned before, there are six dif-
ferent possible values of state(s, o, r) during a process life cycle.
The transition from a state to another state is an action, as shown in
Fig. 3.
Fig. 4 shows the actions that are performed by the system and by

a subject during a usage. These actions are briefly explained below.
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Figure 4: Subject and system actions

1. tryaccess(s, o, r): generates a new access request (s, o, r),
performed by a subject.

2. permitaccess(s, o, r): grants an access request of (s, o, r),
performed by the system.

3. denyaccess(s, o, r): rejects an access request of (s, o, r),
performed by the system.

4. revokeaccess(s, o, r): revokes an ongoing access (s, o, r),
performed by the system.

5Semantically, the action is a transition step from the original state
with old value to new state with updated value. Here we simply say
the action is true.

5

Fig. 1. UCON model with continuity of enforcement and mutability of properties[32]

4 Enforcement mechanisms

In this section we describe the identified usage controlled enforcement mecha-
nisms. We have separated them into three main categories which are proactive
enforcement, reactive enforcement and trust-based enforcement. Although these
categories are not mutually exclusive, they are often treated separately.

4.1 Proactive enforcement

In this section we elaborate on the mechanisms that are mainly focused on pre-
venting policy violation through proactive security measures. We categorise the
mechanisms into three groups of client-side enforcement: trusted computing-
based enforcement, hardware-based enforcement and software-based enforce-
ment. Finally we also provide a category for server-side enforcement. Note that
some of the approaches falls into several categories, but are placed in the one
that best describe the focus of the mechanism.

Trusted computing Trusted computing has been introduced as one of the main
building blocks to enforce usage control policies on remote client devices. Al-
though there are many that assume the use of trusted computing or a trusted
platform, we include here only the approaches where trusted computing is es-
sential to the mechanism.

Sandhu et al. propose a Trusted Reference Monitor (TRM) residing in user
space to enforce policies [31, 33]. A hardware-based Trusted Platform Module
(TPM) is envisioned to provide a root of trust that together with a Public Key
Infrastructure (PKI) may be used to attest cooperating platforms. The protocol
between applications and TRM, as well as between different TRMs is based on
challenge-response. Any request is followed by a challenge from the receiver. The
requester subsequently attest the platform, application or environment through
the means of a digital signature. Abie et al. propose a somewhat similar strategy
based on a TPM to enforce usage policies on digital objects [1, 2]. Self-enforcing
objects (SEOs) are used as a secure container to transfer objects and policies and



are also capable of enforcing the attached policy autonomously on any trusted
platform.

A practical example of such an enforcement mechanism is given by Kyle and
Brustolini [19]. UCLinux is a Linux Security Module that provides attestation,
sealing and usage control support. Applications is provided access to the file
if they are part of the trusted computing base and the file metadata contain a
hash of the application. If the application is deemed trusted, UCLinux will handle
any usage control enforcement to the application itself. Untrusted applications
will however not be able to read nor write to the file. Alam et al. propose a
similar enforcement mechanism [3] but also describe the concept of platform
attestation [4]. Prior to releasing information to an authorised requester, the
system verifies through a WS-Attestation procedure that the receiving platform
will behave properly. A prototype implementation indicates an introduced delay
of approximately five seconds, compared to not having such attestation.

Hardware enforcement Hardware UCON Engine (HUE) [25] is another enforce-
ment mechanism based on trusted computing that unlike most mechanisms does
not rely on a built-in Trusted Platform Module (TPM). Instead, HUE is de-
signed as a secure co-processor with a designated software stack to provide in-
tegration with the operating system. While obviously more flexible and efficient
than TPM-based systems, the downside is that it the tailor-made hardware is
not commercially available.

Software-based enforcement The RightsEnforcer [24] is a product for enforcing
simple usage control restrictions such as limiting the ability to view, print, copy
and store. The mechanism is integrated in an e-mail client such that whenever
a usage controlled object is sent to a receiver, the RightsEnforcer encrypts the
content and sends the terms of use to a centralised RightsServer. The receiver is
forced to use the RightsEnforcer to be able to decrypt the content and therefore
the policy is always enforced.

Brustolini et al. propose a simplified version where policies are specified
through allowing or denying specific operations (open, copy, print, etc.) on digital
objects [6, 9]. The system comprises a kernel level security module for SELinux,
a web browser plugin and a modified web server that offers the ability to post
information objects to a web service. Upon uploading documents, users are given
the option to specify any usage restrictions. When downloading content from the
service, the client warns the user of unacceptable policies.

A somewhat similar strategy is employed by Kumari et al. to provide usage
control enforcement for web applications [18]. The solution is based on a web
browser plugin that intercepts requests for enforcement enabled web applications
and subsequently enforces the obtained policy. They demonstrate the feasibility
of the approach through a modified social network application that generates
policies whenever a content request is made by a user. Users can tag friends
with a trust level in intervals from 0 to 1 and similarly tag content with a
sensitivity on the same scale. A permission p is then computed as the product
p(t, s) = t(1 − s) where t is the trust value of the subject and s the sensitivity



of the content. These permissions are grouped into permission classes in five
intervals such that the users may define which permission classes are allowed to
perform events such as ”view”, ”copy”, etc. Any request not originating from the
browser plugin is treated as permission class 0 (minimum permissions). Although
currently not implemented, the authors argue that to prevent users from evading
enforcement, some TPM based mechanism should be in place to guarantee that
the browser plugin is not hijacked by other malicious plugins.

Server-side An enforcement architecture for server-side enforcement is given in
[14]. The focus of the approach is to enforce post usage obligations on possibly
remote systems. Obligations may be placed on the system or on the subject (of
usage) and relates to either controllable or uncontrollable objects as seen by the
system. Katt et al. argue that system obligations on controllable objects, denoted
trusted obligations, do not need a fulfilment check, since the system is assumed
to be trusted. However for any other untrusted obligations, the system translates
the obligations into a sequence of system operations including a condition at the
end. Thus, if the condition holds, the obligation is assumed to be fulfilled. In the
event that the obligation is not fulfilled (e.g. a file is not deleted), the system
will issue any necessary compensating action as specified in the policy.

Layered UCON (L-UCON) provides partial (or layered) usage of resources.
Since digital resources often are provided in a layered fashion (e.g. the varying
pixel resolution of images), L-UCON provides the user with the ability to negoti-
ate both content and policies with the content owner. Hence, the content owner
may adjust a policy based on for example the usage purpose stated by the user.

Gheorghe et al. [11] utilise the Message Service Bus of Service-Oriented Ar-
chitectures (SOA) to enforce business and regulatory usage control policies on
messages exchanged between services. Since all messages are placed on the ser-
vice bus, messages may easily be intercepted and validated for compliance with
stated policies. However, policies are assumed to be fairly static and message
level usage policies are not handled by the architecture.

4.2 Reactive enforcement

Reactive security measures may be seen as an acceptance of failure, since security
breaches cannot be prevented, penalties are our only options. While they do
seem weaker at first glance, the main reason for utilising reactive measures is
lack of control. It is difficult to prevent policy violations from occurring when
the enforcer has no or limited control over the target device. Since detecting
such violations after the fact are in many cases easier, reactive enforcement may
provide a powerful complement to any proactive enforcement. In the following
we survey some of the main efforts on reactive enforcement of usage control
policies.

Audit-based enforcement The approach taken by Corin et al. is not to prevent
policy violation but to ensure that users are held accountable for their actions
through a proper auditing process [8]. Time stamping and signature mechanisms



are used to establish evidence of communication and to bind a usage policy to the
communicated objects. Then, whenever an auditing process is started by any of
the communicating parties, the other parties are obliged to provide evidence that
their usage is in accordance with the policies agreed upon. The communication
protocol with timestamps assures that honest parties do have such evidence.

Pretschner et al. [28] argue that many high-level obligations may not be
controllable by the content provider. They therefore separate between control-
lable and uncontrollable obligations, and further introduce the weaker notion
of observable obligations. Unobservable obligations are weakened and adapted
until they become observable, and hence subject to monitoring and auditing.
Therefore, rather than controlling obligations fulfilment, the content owner can
observe (indications of) policy violations. Examples include watermarking con-
tent to detect unauthorised redistribution. Pretschener et al. [28] lets the server
(content provider) employ traditional access control first to determine applicable
rules and authorisations. In the next step, the consumer is provided with the set
of provisional actions that must be taken prior to access and the obligations that
must be fulfilled during or after usage of the content. Subsequently the consumer
must provide evidence that the provisional actions have been taken and that he
has committed himself to the obligations and compensations. Compensations,
or sanctions as they are termed, is also proposed formally in [5]. The authors
show how a system may violate certain rules in a policy and still be compliant
with the policy through fulfilling a set of sanctions. The sanctions are specified
for a rule in the policy and therefore also known to the user prior to a pol-
icy violation. APPLE (A Posteriori PoLicy Enforcement) is based on the same
principles but utilises Auditing Authorities to automatically check the policy ad-
herence of users [10]. The Authorities either selects documents or objects they
have become aware of, or selects one randomly. While some policy violations
may go undetected, the authors argue that the possibility of being caught and
held accountable will in some cases deter significant violations [10].

Cederquist et al. [7] attempt to handle the problem of administrative policies
in usage control. That is, who is authorised to specify and change the policy
guarding a specific piece of information. In a fully decentralised system based
on discretionary policies this is next to impossible, especially since it may be
difficult to assess who is the owner of data after multiple changes by others. The
solution by Cederquist et al. is to require that users are accountable for their
actions. Such that if Alice changes a policy regarding a document before sending
it to Bob, then Alice is held accountable for the change. In the event that the
change is unauthorised, Bob will be able to prove that he is not to blame for
the unauthorised change. Thus, the basic action required on the receiver side is
to ensure that the sender is accountable. The authors also point out that as a
consequence, users may perform deliberate policy infringements while accepting
full responsibility for it.

Monitoring Hilty et al. [12, 30] propose an active monitoring approach where
the client-side monitoring component signals to a server-side enforcement mech-
anism whenever obligations have been fulfilled. Hence, if information some infor-



mation should be deleted within 30 days, the monitoring component signals to
the provider at time of deletion and ends the monitoring of the information ob-
ject. In the event that the information is not deleted, the monitoring component
signals a policy violation to the provider.

4.3 Trust-based enforcement

Trust has been extensively studied in computer science and have numerous ap-
plication areas. Here we describe how trust assessments may be used for enforce-
ment purposes.

Krautsevich et al. proposes to use trust management as means to grant us-
age privileges to users [17]. The idea is to utilise trust relationships and trust
propagation between users and content providers to determine a usage control
decision between parties that are mutually untrusted. Hence a user A with a
credential issued by some other user or provider B may be given usage rights to
a resource controlled by C if C trusts B.

Nyre and Jaatun also propose a trust-based enforcement strategy, but in
their case the trust denotes whether the content receiver may be trusted to
adhere to the usage policy [26]. Further, they specify a method to compute the
probability that the receiver will enforce the policy and use this probability for
content dissemination decisions.

5 Testing and evaluation

To answer the second research question, we aimed to determine what evidence
are provided to support the appropriateness of the proposed enforcement mech-
anisms. Here we describe the quantitative testing and evaluation of the en-
forcement mechanisms we have described. We do not consider qualitative self-
assessments as evidence of appropriateness.

Performance analysis Performance analysis is the predominant form of testing
strategy employed and primarily aimed at identifying latency introduced by the
enforcement mechanisms.

In [11] the introduced round-trip latency said to be around 5000 µm of which
the policy decision takes about 22 µm. Although the policy decision time is
insignificant compared to the round-trip time, the lack of a neutral benchmark
makes it difficult to assess wether the entire round-trip time is acceptable or
not. Similar shortcomings are found in [13] where the read and write speeds
are analysed for files of varying sizes and in [4] where the attestation request is
said to introduce a a latency of about five seconds. Since these values are not
benchmarked to a system without the implemented enforcement mechanism, it
is difficult to assess the appropriateness.

Djalaliev et al. do provide a benchmark of regular HTTP and TLS traffic and
show that the modified TLS used for attestation only introduces an increase in
CPU usage of about 20% [9]. The latency analysis demonstrates that usage



controlled file retrieval introduces a penalty varying from 100% to 30% with
increasing file sizes.

The UCLinux implementation in [19] is analysed to find the system boot
latency and general usage latency. General usage latency was simulated through
measuring the time needed to compile a Linux kernel since this involves several
different file operations. The tests show that the boot process takes 9% longer
to complete on UCLinux compared to regular Linux, whereas the file operations
require some 10% more time to complete.

Usability testing Brustoloni et al. [6] conduct an end-user test of their proposed
system. The test seems to support their claim that performance is not signifi-
cantly affected and that user awareness of unacceptable policies are considerably
improved. However, there are only ten participants in the test all of which are
students and only 50% have a computer science or engineering background de-
spite the fact that the test has been designed with such professionals in mind.
Further, the test seems to have no reference group and hence comparison of
awareness is only done with the test group, something which could potentially
bias the result. Although there is nothing to suggest that the enforcement mech-
anism is inappropriate, we find the low participation and the limited procedure
not convincing enough for the mechanism to be deemed appropriate.

6 Analysis and discussion

In this section we attempt to analyse and generalise the strengths and limitations
of the enforcement mechanisms we have described so far since space limitations
prevent us from dwelling into the details of each solution.

Virtually all mechanisms for usage control assume the existence of a trusted
module to ensure that enforcement cannot be evaded, yet none have discussed
to any extent the practical problems of establishing and maintaining a trust
infrastructure based on Trusted Computing Modules. Particularly since other
considerably less complex security infrastructures, such as Public Key Infras-
tructures, have experienced only limited success [22]. Although the benefit of
usage control may be easier to identify, most of the reasons for PKI failure
described in [22] also apply to Trusted Computing. Perhaps a property-based
approach to Trusted Platform Module could alleviate some of the complexity
of using binary hashes of applications [16]. We do however agree that TPMs
and Trusted Computing-based approaches are the only means of guaranteeing
enforcement on remote devices.

There are cases in which enforcement guarantees are not necessarily required,
particularly in closed systems such as business environments where the predom-
inant threat is end-users’ lack of awareness. In such circumstances, perhaps a
more lightweight approach could be adopted that is technically infeasible for
the average user to circumvent, but without the cost of a hardware-based trust
infrastructure. It seems that the RightsEnforcer [24] is the only approach inves-
tigating along these lines.



Allowing policy violation may seem like a contradiction for a policy enforcer.
Massacci [23] argues that enforcement should be reasonable, and therefore should
allowed to be circumvented in cases where there is a just cause. If users are ac-
countable for their action, they may only be required to justify why the violation
(e.g. authorisation given orally) such that penalties may be given in retrospect.
Most of the audit-based approaches do offer the violation capability, but at the
same time rely on previously described compensations to be carried out. Which
in essence means that only exceptions that are identified in the policy are han-
dled by the enforcer, and therefore the rigour of the policy is not reduced.

The perhaps most striking issue we have come across is the lack of empirical
evidence of the enforcement mechanisms’ appropriateness. This may be due to
the fact that usage control enforcement is a relatively new research field and
that formal models and prototypes showing technical feasibility is a prerequisite
to be able to perform proper end-user tests. However, from the effort listed here
we conclude that the formal and technical basis should be well in place to allow
for more user centric enforcement strategies that properly balance the usability
and the security provided.

7 Related work

There have been some reviews conducted previously. From the digital rights
management perspective, Liu et al. [21] have conducted a survey on DRM tech-
nology but does not treat the more general case of usage control. The review
by Pretschner et al. [29] is also on DRM technology, but is more focused on
alternative use of such technology including privacy and business information
protection. Four different DRM technologies are analysed and compared to a
set of general usage control enforcement capabilities. The idea is to see whether
DRM can be used for all regular consumer side enforcement. While the evaluated
systems do vary to some degree, their main limitation is the lack of enforcement
after rendering. In this paper, we consider enforcement of much more expressive
policies than the simple content protection mechanisms of most commercially
available products and services.

A recent survey by Lazouski et al. [20] does however target usage control in
general. The centre of gravity is the UCON model proposed by Park and Sandhu
[27] such that other initiatives are described based on how they relate to this
model. Formal models, architectures, enforcement strategies and implementa-
tions are discussed and some of the open challenges outlined. Contrary to this
paper, enforcement is not considered throughly.

8 Conclusion

This paper has identified existing approaches to usage control enforcement as
identified in research question RQ1. Despite the relatively short period of time
since the term and concept of Usage Control was coined, there has been con-
siderable efforts in establishing proper enforcement mechanisms. While formal



models and prototype implementations have been, and still are necessary to
demonstrate the technical feasibility of usage control enforcement, more effort is
required in obtaining reliable empirical data on the usefulness and usability of
these approaches. Therefore we are currently unable properly address research
question RQ2 to judge particular approaches as more appropriate than others.
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