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Abstract

In this paper, we define and study Menger weakly and strongly P-
convergent sequences and then Menger probabilistic continuity. We
also display Fréchet differentiation of nonlinear operators between
Menger probabilistic normed spaces.
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1. Introduction

The notion of probabilistic metric spaces was introduced by Menger [7].
Menger proposed transferring the probabilistic notions of quantum me-
chanic from physics to the underlying geometry. Probabilistic normed
spaces are real linear spaces in which the norm of each vector is an appropri-
ate probability distribution function rather than a number. The theory of
probabilistic normed spaces was introduced by Šerstnev in 1963 [9]. In [1]
Alsina, Schweizer and Sklar gave a new definition of probabilistic normed
spaces which includes Šerstnev’s as a special case and leads naturally to
the identification of the principle class of probabilistic normed spaces, the
Menger spaces.

The idea of Menger was to use distribution function instead of nonneg-
ative real numbers as values of the metric. It corresponds to the situation
when we do not know exactly the distance between two points, we know
only probabilities of possible values of this distance. The probabilistic gen-
eralization of metric spaces appears to be well adapted for the investigation
of quantum particle physics particulary in connections with both string and
ε∞ theory which were given and studied by El-Naschie [5,6].

Mursaleen and Mohiuddine [8], introduced Fréchet differentiation of
nonlinear operators between intuitionistic fuzzy normed spaces. The in-
vestigation of nonlinear phenomenons in nature leads to many challenging
problems such as; surface waves of fluids, behavior of plastic materials,
spreading of bacteria in epidemics, scattering processes of elementary par-
ticles and interactions of quantum fields in quantum field theory. In [9]
Mursaleen and Mohiuddine studied the ideal convergence of double se-
quences in probabilistic normed spaces. In 2011, Mursaleen and Lohani
introduced and studied statistical limit superior and limit inferior in prob-
abilistic normed spaces [8].

In this paper, we develop classical techniques of nonlinear functional
analysis of operators along with Fréchet derivative in Menger probabilistic
normed spaces.

2. Preliminaries

For reader’s convenience, in this section we briefly recall some concepts and
results from probabilistic metric spaces theory used in the paper.

Definition 2.1. A function F : R → [0, 1] is called a distribution func-
tion if it is nondecreasing and left-continuous, with supt∈RF (t) = 1 and
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inft∈RF (t) = 0.
The class of all distribution functions F with F (0) = 0 is denoted by

D+. ε0 is the element of D+ defined by

ε0 =

(
1, t > 0;
0, t ≤ 0.

Definition 2.2. A binary operation ∗ : [0, 1]× [0, 1] → [0, 1] is said to be
a t-norm, if it satisfies the following conditions:

(1) ∗ is commutative and associative,
(2) ∗ is continuous,
(3) a ∗ 1 = a for all a ∈ [0, 1],
(4) a ∗ b ≤ c ∗ d whenever a ≤ c and b ≤ d for each a, b, c, d ∈ [0, 1].

Definition 2.3 (4). . Let X be a real vector space, F a mapping from X
to D+ (for any x ∈ X, F (x) is denoted by Fx) and ∗ a t-norm. The triple
(X,F, ∗) is called a Menger probabilistic normed space (briefly Menger PN-
space) if the following conditions are satisfied:

1) Fx(0) = 0, for all x ∈ X;

2) Fx = ε0 iff x = θ;

3) Fαx(t) = Fx(
t
|α|) for all α ∈ R, α 6= 0 and x ∈ X;

4) Fx+y(t1 + t2) ≥ Fx(t1) ∗ Fy(t2), for all x, y ∈ X and t1, t2 > 0.

Definition 2.4. Let (X,F, ∗) be a Menger PN-space and let {xn} be a
sequence in X. Then {xn} is said to be convergent if there exists x ∈ X
such that

limn→∞Fxn−x(t) = 1

for all t > 0. In this case x is called the limit of {xn}.

Definition 2.5. The sequence {xn} in Menger PN-space (X,F, ∗) is called
Cauchy if for each > 0 and t > 0, there exists some n0 such that
Fxn−xm(t) > 1− for all m,n ≥ n0.

Clearly, every convergent sequence in Menger PN-space is Cauchy. If
each Cauchy sequence is convergent sequence in a Menger PN-space (X,F, ∗),
then (X,F, ∗) is called Menger probabilistic Banach space (briefly, Menger
PB-space).
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3. Strongly and weakly Menger probabilistic limits

In this section, we define strongly and weakly Menger probabilistic limits
and then we consider their continuity.

Definition 3.1. Let (X,F, ∗) be a Menger PN-space and U ⊂ X. U is said
to be MP-open if for each x ∈ U there exist some t > 0 and some α ∈ (0, 1)
such that B(x,α, t) ⊆ U where B(x, α, t) = {y : Fx−y(t) > 1− α}.

Theorem 3.2. Let (X,F, ∗) be a Menger PN-space with the condition

Fx(t) > 0 for all t > 0, implies that x = 0.(3.1)

Let ||x||α = inf{t > 0 : Fx(t) ≥ α}, for each α ∈ (0, 1). Then {||.||α :
α ∈ (0, 1)} is an ascending family of norms on X. These norms are called
α-norms on X corresponding to Menger probabilistic norm.

Proof. We only show that:

||x||α + ||y||α = inf{s : Fx(s) ≥ α}+ inf{t : Fy(t) ≥ α} = inf{s+ t :
Fx(s) ≥ α,Fy(t) ≥ α} = inf{s+ t : Fx(s) ∗ Fy(t) ≥ α ∗ α} ≥ inf{s+ t :

Fx+y(s+ t) ≥ α} = ||x+ y||α.

Now, let 0 < α1 < α2 < 1. ||x||α1 = inf{t : Fx(t) ≥ α1} and ||x||α2 =
inf{t : Fx(t) ≥ α2}. Since α1 < α2, {t : Fx(t) ≥ α2} ⊆ {t : Fx(t) ≥ α1}.
So ||x||α2 ≥ ||x||α1 . Thus, we see that {||x||α : α ∈ (0, 1)} is an ascending
family of norms on X. 2

Definition 3.3. Let {xn} be a sequence in a Menger PN-space (X,F, ∗).
Then

1) It is said to be weakly Menger P-convergent, briefly, WMP-convergent,
to x ∈ X and is denoted by xn → (wmp)x iff, for every α ∈ (0, 1) and ε > 0,
there exists some n0 = n0(α, ε) such that n ≥ n0 implies Fxn−x(ε) ≥ 1−α.

2) It is said to be strongly Menger P-convergent, briefly, SMP-convergent,
to x ∈ X and denoted by xn → (smp)x iff, for every α ∈ (0, 1), there exists
some n0 = n0(α) such that n ≥ n0 implies Fxn−x(t) ≥ 1− α, for all t > 0.

Hence we can derive the definition of the SMP(WMP)-Cauchy sequence
and SMP(WMP)-complete Menger PN-space from the above definition as
is in the classical cases.
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Proposition 3.4. Let {xn} be a sequence in a Menger PN-space (X,F, ∗)
satisfying the condition (3.1). Then

1) xn → (wmp)x if and only if, for each α ∈ (0, 1), limn→∞||xn−x||α =
0.

2) xn → (smp)x if and only if, for each α ∈ (0, 1), limn→∞||xn−x||α = 0
uniformly in α ∈ (0, 1).

Proof. 1) Suppose that xn → (wmp)x. Choose α ∈ (0, 1) and t > 0.
There exists k ∈N such that Fxn−x(t) > 1−α, for all n ≥ k. It follows that
||xn− x||1−α → 0. Conversely, let ||xn − x||α → 0, for every α ∈ (0, 1). Fix
α ∈ (0, 1) and t > 0. There exists k ∈ N such that inf{r > 0 : Fxn−x(r) ≥
1 − α} < t, for all n ≥ k. It implies that Fxn−x(t) ≥ 1 − α, for all n ≥ k,
i.e., xn → (wmp)x.

2) Similarly, with the same method we can prove (2). 2

Theorem 3.5. If a sequence {xn} is SMP-convergent, then it is WMP-
convergent to the same limit, but not conversely.

Proof. It is obvious that SMP-convergence implies WMP-convergence.
But the converse of this assertion may not be true as the next example
shows. 2

Example 3.6. Let X be a normed space and define

Fx(t) =

(
t−||x||
t+||x|| , t > ||x||;
0, t ≤ ||x||.

on X, and suppose that a ∗ b = ab. It is easy to denote that F is Menger
probabilistic norm on X. We can find the α-norm of F since it satisfies
the condition (3.1). Thus, Fx(t) ≥ α ⇔ t−||x||

t+||x|| ≥ α ⇔ 1+α
1−α ||x|| ≤ t.

This shows that ||x||α = inf{t > 0 : Fx(t) ≥ α} ≤ 1+α
1−α ||x||. Moreover,

Fx(
1+α
1−α ||x||) = α, whence 1+α

1−α ||x|| ∈ {t > 0 : Fx(t) ≥ α}. This means
||x||α = 1+α

1−α ||x||. Let y ∈ SX = {x ∈ X : ||x|| = 1} be fixed and define the
sequence {xn} = {y/n}. We now show that the sequence {xn} = {y/n} is
WMP-convergent to 0. This is easy, since for each α ∈ (0, 1),

||xn − 0||α = (1+α1−α)
||y||
n → 0, as n→∞.

However, this convergence is not uniform in α. Indeed, for given ε > 0,
||x||α = (1+α1−α)

||y||
n < ε ⇔ 1+α

(1−α)ε < n, whence, we can not find desired n.

Since 1+α
(1−α)ε →∞ as α→ 1.
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Definition 3.7. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces and
f : X → Y be a mapping.

1) f is called weakly Menger probabilistic continuous at x0 ∈ X if for
given ε > 0 and α ∈ (0, 1), there exists some δ = δ(ε, α) > 0 such that, for
all x ∈ X

Fx−x0(δ) ≥ α implies Gf(x)−f(x0)(ε) ≥ α.

2) f is called strongly Menger probabilistic continuous at x0 ∈ X if for
given ε > 0, there exists some δ = δ(ε) > 0 such that, for all x ∈ X

Gf(x)−f(x0)(ε) ≥ Fx−x0(δ).

3) Let f be linear. Then f is called weakly Menger probabilistic bounded
on X if for every α ∈ (0, 1), there exists some mα > 0 such that, for all
x ∈ X

Fx(
t

mα
) ≥ α implies Gf(x)(t) ≥ α,∀t > 0.

The set of all these operators is denoted by F 0(X,Y ) and it is a vector
space.

4) Let f be linear. Then f is called strongly Menger probabilistic
bounded on X if for every α ∈ (0, 1), there exists some M > 0 such that,
for all x ∈ X

Gf(x)(t) ≥ Fx(
t
M ),∀t > 0.

The set of all these operators is denoted by F (X,Y ) and it is a vector
space.

Theorem 3.8. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces and
f : X → Y be a linear mapping. Then, f is strongly (weakly) Menger
probabilistic continuous if and only if it is strongly (weakly) Menger prob-
abilistic bounded.

Proof. First we suppose that f is strongly Menger probabilistic bounded.
Thus there exists M > 0 such that

Gf(x)(t) ≥ Fx(
t
M ) ∀x ∈ X,∀t > 0,

so

Gf(x)−f(0)(t) ≥ Fx−0(
t
M ),
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hence

Gf(x)−f(0)(t) ≥ Fx−0(δ) where δ =
ε
M .

This implies that f is strongly Menger probabilistic continuous at 0 and
hence it is strongly Menger probabilistic continuous on X. Using strong
continuity of f at x = 0, for ε = 1, there exists δ > 0 such that

Gf(x)−f(0)(1) ≥ Fx−0(δ) ∀x ∈ X.

Suppose that x 6= 0 and t > 0. Putting u = x/t then

Gf(x)(t) = Gtf(u)(t) = Gf(u)(1) ≥ Fu(δ) = Fx/t(δ) = Fx(t/M) where
M = 1/δ.

So Gf(x)(t) ≥ Fx(t/M). If x 6= 0 and t ≤ 0 then Gf(x)(t) = 0 =
Fx(t/M). If x = 0 and t ∈ R then f(0) = 0 and

G0(t) = F0(t/M) = 1 if t > 0,

G0(t) = F0(t/M) = 0 if t ≤ 0.

From the above discussion it follows that, f is strongly Menger proba-
bilistic bounded. 2

Theorem 3.9. Let (X,F, ∗) be a Menger PN-space satisfying (3.1) and
the condition

For x 6= 0, Fx(.) is continuous on R and strictly increasing on(3.2)

{t : 0 < Fx(t) < 1}.

Also suppose that {||.|| : α ∈ (0, 1)} be the family of corresponding
α-norms of F on X defined by ||x||α = inf{t : Fx(t) ≥ α}, α ∈ (0, 1). Then
for any increasing (or decreasing) sequence {αn} in (0, 1), αn → α implies
||x||αn → ||x||α ∀x ∈ X.

Proof. For x = 0, it is clear that αn → α ⇒ ||x||αn → ||x||α. Suppose
x 6= 0. From Lemma (1.2) [2], for x 6= 0, α ∈ (0, 1) and t0 > 0 we have
||x||α = t0 iff Fx(t

0) = α. Let {αn} be an increasing sequence in (0, 1) such
that αn → α ∈ (0, 1). Let ||X||αn = tn and ||x||α = t. Then

Fx(tn) = αn and Fx(t) = α.(3.3)
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We know the sequence {tn} is an increasing sequence of real numbers and
it is bounded above by t. Hence {tn} is convergent. Thus

Fx(limn→∞tn) = α.(3.4)

From (3.3) and (3.4) we have Fx(limn→∞(tn)) = Fx(t) so by (3.2) we
have limn→∞tn = t. Therefore, limn→∞||x||αn = ||x||α. Similarly, if {αn}
is a decreasing sequence, we can prove the theorem. 2

Theorem 3.10. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces sat-
isfying (3.1) and (3.2) and suppose that f : X → Y be a linear mapping.
Then

1) f is weakly Menger probabilistic bounded if and only if it is bounded
with respect to α-norms of F and G, for each α ∈ (0, 1).

2) f is strongly Menger probabilistic bounded if and only if it is uni-
formly bounded with respect to α-norms of F and G.

Proof. 1) First we suppose that f is weakly Menger probabilistic
bounded. Thus for every α ∈ (0, 1) there exists mα > 0 such that for
all x ∈ X and t ∈ R we have Fx(

t
mα
) ≥ α and then Gf(x)(t) ≥ α. Hence

sup{β ∈ (0, 1) : ||mαx||1β ≤ t} ≥ α ⇒ sup{β ∈ (0, 1) : ||f(x)||2β ≤ t} ≥ α.
Now we show that,

sup{β ∈ (0, 1) : ||mαx||1β ≤ t} ≥ α⇔ ||mαx||1α ≤ t.

If x = 0 then the relation is obvious. Suppose x 6= 0.

Now if sup{β ∈ (0, 1) : ||mαx||1β ≤ t} > α then ||mαx||1α ≤ t.(3.5)

If sup{β ∈ (0, 1) : ||mαx||1β ≤ t} = α, then there exists an increasing

sequence {αn} such that αn → α and ||mαx||1αn ≤ t. Then by Theorem
(3.9) we have

||mαx||1α ≤ t.(3.6)

Thus from (3.5) and (3.6) we get, sup{β ∈ (0, 1) : ||mαx||β ≤ t} ≥ α⇒
||mαx||1α ≤ t. Next we suppose that

||mαx||1α ≤ t.(3.7)

If ||mαx||1α < t then Fmαx(t) ≥ α. So

sup{β ∈ (0, 1) : ||Mαx||1β ≤ t} ≥ α.(3.8)
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If ||mαx||1α = t, then there exists a decreasing sequence {sn} in R such
that sn → t and Fmαx(sn) ≥ α⇒ Fmαx(limn→∞sn) ≥ α so by (3.2) we get
Fmαx(t) ≥ α. Hence

sup{β ∈ (0, 1) : ||mαx||1β ≤ t} ≥ α.(3.9)

From (3.8) and (3.9) it follows that,

||mαx||α ≤ t⇒ sup{β ∈ (0, 1) : ||mαx||1β ≤ t} ≥ α.(3.10)

Hence from (3.7) and (3.10) we have

sup{β ∈ (0, 1) : ||mαx||β ≤ t} ≥ α⇔ ||mαx||1α ≤ t.(3.11)

In a similar way we can show that,

sup{β ∈ (0, 1) : ||f(x)||2β ≤ t} ≥ α⇔ ||f(x)||2α ≤ t.(3.12)

Therefore from (3.11) and (3.12) we have Fmαx(t) ≥ α⇒ Gf(x)(t) ≥ α
then ||mαx||1α ≤ t⇒ ||f(x)||2α ≤ t. This implies that ||f(x)||2α ≤ mα||x||1α.

Conversely suppose that for every α ∈ (0, 1), there exists mα > 0 such
that ||f(x)||2α ≤ mα||x||1α. Then for x 6= 0, inf{s : Fmαx(s) ≥ α} ≤ t ⇒
inf{s : Gf(x)(s) ≥ α} ≤ t.

In a similar way as above we can show that inf{s : Fmαx(s) ≥ α} ≤
t⇔ Fmαx(t) ≥ α and inf{s : Gf(x)(s) ≥ α} ≤ t⇔ Gf(x)(t) ≥ α. Thus we
have Fx(

t
mα
) ≥ α ⇒ Gf(x)(t) ≥ α. If x 6= 0, t ≤ 0 and x = 0, t > 0 then

the above relation is obvious. Hence the Theorem follows.

2) Let ||.||1α and ||.||2α be the α-norms of F and G respectively. First
we suppose that f is strongly Menger probabilistic bounded. Thus, there
exists M > 0 such that for all x ∈ X and s ∈ R we have Gf(x(s) ≥ Fx(

s
M ).

So

Gf(x)(s) ≥ FMx(s).

Now ||Mx||1α < t⇒ inf{s : FMx(s) ≥ α} < t

⇒ ∃s0 < t such that FMx(s0) ≥ α

⇒ ∃s0 < t such that Gf(x)(s0) ≥ α

⇒ ||f(x)||2α ≤ s0 < t.



424 N. Eghbali

Hence ||f(x)||2α ≤ ||Mx||1α = M ||x||1α. This implies that T is uniformly
bounded with respect to α-norms.

Conversely suppose that, there exists M > 0 such that ||f(x)||2α ≤
M ||x||1α holds for all α ∈ (0, 1) and x ∈ X. Now r < FMx(s)

⇒ r < sup{α ∈ (0, 1) : ||Mx||1α ≤ s}

⇒ ∃α0 ∈ (0, 1) such that r < α0 and ||Mx||1α0 ≤ s

Gf(x)(s) ≥ FMx(s) = Fx(
s
M ).

So f is strongly Menger probabilistic bounded and hence the theorem
follows. 2

Definition 3.11. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces sat-
isfying (3.1) and (3.2) and f : X → Y be a linear mapping. Then,

1) L is said to be strong Menger probabilistic limit of f at some x0 ∈ X
iff given ε > 0, there exists some δ = δ(ε) > 0 such that

Gf(x)−L(ε) ≥ Fx−x0(δ).

In this case, we use the symbol sf − limx→x0f(x) = L.
2) L is said to be weak Menger probabilistic limit of f at some x0 ∈ X

iff for given ε > 0 and α ∈ (0, 1), there exists some δ = δ(ε, α) > 0 such
that

Fx−x0(δ) ≥ α implies Gf(x)−L(ε) ≥ α.

In this case, we use the symbol wf − limx→x0f(x) = L.

Proposition 3.12. sf − lim implies wf − lim but not conversely, in gen-
eral. Further, sf − lim = wf − lim whenever sf − lim exists.

Proof. The implication easily can be seen from the definition. Now let
sf − limx→x0f(x) = L and wf − limx→x0f(x) = L1. Then

GL1−L(2t) = GL1−f(x)+f(x)−L(2t) ≥ min{Gf(x)−L1(t),Gf(x)−L(t)}

for every t > 0. Hence we get GL1−L(2t) = 1, by passing the sf and
wf -limits as Fx−x0(t) → 1. So L1 = L from the definition of Menger
probabilistic norm. 2

Now let us show the implication may be strict.
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Example 3.13. Let X = Y = R,

Fx(t) =

(
t

t+|x| , t > 0;

0, t ≤ 0.

and

Gx(t) =

(
1, t > |x|;
0, t ≤ |x|.

Also we define a∗b = ab. Consider the function f(x) = x from (R, F, ∗)
onto (R,G, ∗). Then wf− limx→0f(x) = 0. Indeed let ε > 0 and α ∈ (0, 1)
be given. Gf(x)−L(ε) = Gx(ε) ≥ α implies ε > |x|. So if we take δ = αε

1−α >
0 then

Fx−x0(δ) = Fx(δ) =
αε
1−α .

1−α
αε+(1−α)|x| ≥

αε
αε+(1−α)ε = α.

However, sf − limx→0f(x) does not exist. Because, for |x| = ε, there is no
δ > 0 satisfying the condition

Gx(ε) = 0 ≥ Fx(δ) =
δ

δ+|x| =
δ

δ+ε .

By above definitions we can redefine the strongly and weakly Menger
probabilistic continuity of mappings between Menger probabilistic normed
spaces.

Definition 3.14. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces and
f : X → Y be a mapping.

1) f is said to be strongly Menger probabilistic continuous at some
x0 ∈ X iff sf − limx→x0f(x) = f(x0).

2) f is said to be weakly Menger probabilistic continuous at some x0 ∈
X iff wf − limx→x0f(x) = f(x0).

Proposition 3.15. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces
satisfying (3.1) and f : X → Y be a mapping. Then

1) wf−limx→x0f(x) = L if and only if, for each α ∈ (0, 1), lim||x−x0||1α→0||f(x)−
L||2α = 0.

2) sf − limx→x0f(x) = L if and only if lim||x−x0||1α→0||f(x)− L||2α = 0
uniformly in α.

Where ||.||1α and ||.||2α are α-norms of the Menger probabilistic norms F
and G, respectively.
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Proof. Since first one is easier than the second, let us prove only the
second part. Suppose sf − limx→x0f(x) = L, that is, given ε > 0, there
exists some δ = δ(ε) > 0 such that for every x ∈ X,

Gf(x)−L(ε) ≥ Fx−x0(δ).

Now, for each α ∈ (0, 1), if

||x− x0||1α = inf{t > 0 : Fx−x0(δ) ≥ α} ≤ δ

then Fx−x0(δ) ≥ α. Hence Gf(x)−L(ε) ≥ α by the hypothesis, so that
||f(x)− L||2α ≤ ε. Since δ does not depend on α this shows that

lim||x−x0||1α→0||f(x)− L||2α = 0 uniformly in α.

Conversely, let lim||x−x0||1α→0||f(x) − L||2α = 0 uniformly in α ∈ (0, 1).
For given ε > 0, there exists some δ = δ(ε) > 0 such that for every x ∈ X,

||x− x0||1α ≤ δ implies ||f(x)− L||2α ≤ ε.

Consider some λ < Fx−x0(δ). Since

Fx−x0(δ) = sup{α ∈ (0, 1) : ||x− x0||1α ≤ δ},

there exists some α0 ∈ (0, 1) such that λ < α0 and ||x− x0||1α ≤ δ. Hence
||f(x)−L||2α ≤ ε by the hypothesis. So, we can get Gf(x)−L(ε) ≥ Fx−x0(δ).
2

4. Differentiation of nonlinear operators in Menger proba-
bilistic normed spaces

In this section we define the Menger probabilistic Fréchet differentiation and
then we investigate this definition in Menger probabilistic normed spaces.

Definition 4.1. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces, U ⊆
X be a Menger probabilistic open subset and f : U → Y ba a mapping,
probably nonlinear. Then f is called strong(weak) Menger probabilistic
Fréchet differentiation at x0 ∈ U if there exists a strongly(weakly) Menger
probabilistic bounded linear operator T from (X,F, ∗) to (Y,G, ∗) such that

limFh(t)→1G f(x0+h)−f(x0)−Th
1−Fh(t)

(t) = 1(sf(wf)), ∀t > 0.
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The operator T is called strong(weak) Menger probabilistic, or briefly,
sf(wf)-Fréchet, derivative of f at x0 and is denoted by dsf(wf)f [x0]. f is
called sf(wf)-Fréchet differentiable on U if it is sf(wf)-Fréchet differentiable
at every point of U . In this case, x → dsf(wf)f [x] is a function from U to
F (X,Y ) (F 0(X,Y )) which we denote it by dsf(wf)f .

Theorem 4.2. A strongly(weakly) Menger probabilistic bounded linear
operatorA is sf(wf)-Fréchet differentiable at every point x0 and dsf(wf)A[x0] =
A.

Proof. This is obvious sinceGA(x0+h)−A(x0)−Ah
1−Fh(t)

(t) = G0(t) = 1, ∀t > 0.
2

Proposition 4.3. If f is sf(wf)-Fréchet differentiable at x0 ∈ U , then it is
strongly (weakly) Menger probabilistic continuous at x0.

Proof. This can be easily proved as in the classical case by considering
following inequalities and by definitions. For every t > 0

Gf(x)−f(x0)(t) = Gf(x)−f(x0)−Th+Th(t) ≥ min{Gf(x)−f(x0)−Th(t(1−
Fh(t))), GTh(tFh(t))} = min{G f(x)−f(x0)−Th

1−Fh(t)
(t), G Th

Fh(t)
(t)}

where T = dsf(wf)f [x0] and remember that it is strongly(weakly) Menger
probabilistic continuous. 2

Theorem 4.4. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces, U ⊆
X be a Menger probabilistic open subset and f : U → Y ba a mapping. If f
is sf-Fréchet differentiable at some x0 ∈ U then it is wf-Fréchet differentiable
at x0 with the same derivative but not conversely.

Proof. The proof is directly comes from the Proposition (3.12). For the
counterexample let us consider the following example. 2

Example 4.5. Let X = Y = c0, the Banach space of all sequences con-
verging to 0 with the supnorm ||x||∞ = supn|xn|, where x = {xn}∞n=1.
Define the functions

Fx(t) =

(
t2

t2+2||x||∞ , t > 0;

0, t ≤ 0.
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and

Gx(t) =

(
1, t > 0 and t2 > ||x||∞;
0, t < 0 or t2 ≤ ||x||∞.

Also suppose that a ∗ b = ab. It is not hard to show that F and G
are Menger probabilistic norms on c0. Consider the shift operator S(x) =
S({x1, x2, ...}) = {0, x1, x2, ...} on c0. Let us show that linear operator S is
weakly bounded hence is weakly continuous from (c0, F, ∗) into (c0, G, ∗).
Let α ∈ (0, 1) be given. For every x ∈ c0,

Fmαx(t) ≥ α⇒ t2

t2+2mα||x||∞ ≥ α⇔ t2 ≥ 2αmα||x||∞
1−α = 2αmα||S(x)||∞

1−α .

Hence if we take mα > 1−α
2α ,

Fmαx(t) ≥ α⇒ t2 > ||S(x)||∞ ⇔ GS(x)(t) = 1 > α.

This proves S is weakly bounded. However, for x ∈ c0 such that t
2 ≤

||x||∞, GS(x)(t) = 0, hence we can not find any M > 0 such that

∀x ∈ c0 and ∀t ∈ R, GS(x)(t) ≥ Fx(t/M).

This implies that S can not be strongly continuous. Since S is linear we
get from Theorem (4.2) that S = dwfS[x] for every x ∈ c0, while dsfS[x]
does not exist.

Theorem 4.6. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces sat-
isfying (3.1), U ⊆ X be a Menger probabilistic open subset and f : U → Y
ba a mapping. Then,

1) f is sf-Fréchet differentiable at some x0 ∈ U with T = dsff [x0] if
and only if, for each α ∈ (0, 1),

lim||h||1α→0
||f(x0+h)−f(x0)−Th||Gα

||h||Fα
= 0

2) f is wf-Fréchet differentiable at some x0 ∈ U with T = dwff [x0] if
and only if

lim||h||1α→0
||f(x0+h)−f(x0)−Th||Gα

||h||Fα
= 0 uniformly in α,

where ||.||Fα and ||.||Gα are α-norms of the Menger PN-spaces, respectively.



Fréchet differentiation between Menger probabilistic ... 429

Proof. The proof of the Theorem directly comes from Proposition
(3.15). 2

Theorem 4.7. Let (X,F, ∗), (Y,G, ∗) and (Z,H, ∗) Menger PN-spaces,
U ⊆ X and V ⊆ Y be a Menger probabilistic open subsets.

1) Let f, g : U → Y be a mapping and dsf(wf)f [x0], dsf(wf)g[x0] ex-
ist. Then dsf(wf)(f + g)[x0] exists and dsf(wf)(f + g)[x0] = dsf(wf)f [x0] +
dsf(wf)g[x0].

2) Suppose that f : U → Y and g : V → Z are such that g ◦ f : U → Z
is defined, dsf(wf)f [x0] and dsf(wf)g[f(x0)] exist. Then dsf(wf)(g ◦ f)[x0]
exists and

dsf(wf)(g ◦ f)[x0] = dsf(wf)g[f(x0)] ◦ dsf(wf)f [x0].

Proof. Since proof of the first part is elementary, let us prove the second.
Suppose Fh(t) 6= 1. Let us say Λ(x0, h) = g(f(x0 + h)) − g(f(x0)), A =
dsf(wf)g[f(x0)] and B = dsf(wf)f [x0]. So, g(f(x0) + f(x0 + h) − f(x0)) −
g(f(x0)) = Λ(x0, h) and for every t > 0,

HΛ(x0,h)−(A(f(x0+h)−f(x0)))
1−Gf(x0+h)−f(x0)(t)

(t)→ 1(sf(wf)),

as G(f(x0+h)−f(x0)(t)→ 1. But

HΛ(x0,h)−(A(f(x0+h)−f(x0)))
1−Fh(t)

(t)→ 1(sf(wf))

as Fh(t) → 1, since f is strongly (weakly) continuous at x0. Let us show
this assertion for strongly continuity, at least. Given ε > 0, there exists
some δ1(ε) > 0 such that

HΛ(x0,h)−(A(f(x0+h)−f(x0)))
1−Gf(x0+h)−f(x0)(t)

(ε) ≥ Gf(x0+h)−f(x0)(δ1).

We can also find another δ = δ(δ1) > 0 such that

Gf(x0+h)−f(x0)(δ1) ≥ Fh(δ),

by the strongly continuity of f . So, this proves the assertion. Now, remem-
ber that

G f(x0+h)−f(x0)−Bh
1−Fh(t)

(t)→ 1(sf(wf))

as Fh(t)→ 1. Hence
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Λ(x0,h)−A(Bh)
1−Fh(t) = Λ(x0,h)−A{f(x0+h)−f(x0)−Bh−(f(x0+h)−f(x0))}

1−Fh(t) =
Λ(x0,h)−A(f(x0+h)−f(x0))

1−Fh(t) −A(f(x0+h)−f(x0)−Bh1−Fh(t) ).

If P = Λ(x0,h)−A(f(x0+h)−f(x0))
1−Fh(t) and Q = A(f(x0+h)−f(x0)−Bh1−Fh(t) ) then

HΛ(x0,h)−A(Bh)
1−Fh(t)

(t) = HP+Q(t) ≥ min{HP (t/2),HQ(t/2)}→ 1(sf(wf))

since each term in min tends to 1(sf(wf)) as Fh(t)→ 1. 2

Theorem 4.8. Let (X,F, ∗) and (Y,G, ∗) be two Menger PB-spaces satis-
fying (3.1) and (3.2), U ⊆ X be a convex Menger probabilistic open subset
and f : U → Y be a mapping such that dsff [x0] exists for each x0 ∈ U .
Further, suppose that for each α ∈ (0, 1)

sup{||dsff [x]||α : x ∈ U} = mα <∞,

where

||dsff [x]||α = sup{||dsff [x]||∗β : β ≤ α}

and

||dsff [x]||∗β = sup{||dsff [x]v||
G
β

||v||Fβ
|| : ||v||Fβ ≤ 1, v 6= 0, v ∈ X}.

Then for every x1, x2 ∈ U , there exists some M > 0 (independent of α)
such that

||f(x1)− f(x2)||Gα ≤M ||x1 − x2||Fβ

for each α ∈ (0, 1), where ||.||Fα and ||.||Gβ are α-norms of the Menger PN-
spaces F and G, respectively.

Proof. By the Theorem (4.6), f is Fréchet differentiable as a mapping
between Banach spaces (X, ||.||Fα ) and (Y, ||.||Gα ), for each α ∈ (0, 1). First
of all we will show that there is M > 0 (independent of α) such that
supα∈(0,1)mα ≤M . Since dsff [x] is strongly Menger probabilistic bounded,
there exists M1 > 0 (independent of α) such that

||dsff [x]v||Gα ≤M1||v||Fα , v ∈ X,α ∈ (0, 1).

By Theorem (3.10) This means ||dsff [x]||∗α ≤ M . Since x ∈ U is arbi-
trary this implies
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sup{||dsff [x]||α : x ∈ U} ≤M , for each α ∈ (0, 1).

This is desired result.
On the other hand, the classical mean-value theorem in Banach spaces

tell us by this result that

||f(x1)− f(x2)||Gα ≤ mα||x1 − x2||Fα ,

for each α ∈ (0, 1) []. So immediately we can write

||f(x1)− f(x2)||Gα ≤M ||x1 − x2||Fα .

2

5. Compact operators between Menger probabilistic normed
spaces

In this section, at first we define the concept of smp(wmp)-compact and
then we consider some results.

Definition 5.1. A subsetB in a Menger probabilistic normed space (X,F, ∗)
is called smp(wmp)-compact if each sequence of elements ofB has a smp(wmp)-
convergent subsequence.

Obviously, every smp-compact set is wmp-compact, but not viceversa.

Example 5.2. Let X be a normed space and define

Fx(t) =

(
t−||x||
t+||x|| , t > ||x||;
0, t ≤ ||x||.

and Gx(t) = 1 − Fx(t) on X. It is easy to denote that F,G are Menger
probabilistic normed spaces on X by defining a ∗ b = ab. We can find the
α-norms of F,G since it satisfies the condition (3.1). Thus,

Fx(t) ≥ α⇔ t−||x||
t+||x|| ≥ α⇔ 1+α

1−α ||x|| ≤ t and

Gx(t) ≤ 1− α⇔ Fx(t) ≥ α⇔ 1+α
1−α ||x|| ≤ t.

This shows that ||x||α = inf{t > 0 : Fx(t) ≥ α,Gx(t) ≤ 1 − α} ≤
1+α
1−α ||x||. Moreover,
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Fx(
1+α
1−α ||x||) = α and Gx(

1+α
1−α ||x||) = 1− α,

whence,

1+α
1−α ||x|| ∈ {t > 0 : Fx(t) ≥ α,Gx(t) ≤ 1− α}.

This means that ||x||α = 1+α
1−α ||x||. Let y ∈ {x ∈ X : ||x|| = 1} be fixed

and define {xn} = { yn}. We now show that the sequence {xn} = { yn} is
wmp-convergent to 0. This is easy since for each α ∈ (0, 1),

||xn − x||α = (1+α1−α)
||y||
n → 0, as n→∞.

However, this convergence is not uniform in α. Indeed for given ε > 0,

||x||α = (1+α1−α)
|y||
n < ε⇔ 1+α

(1−α)ε < n,

whence, we can not find desired n0 since
1+α
(1−α)ε →∞ as α→ 1.

Definition 5.3. The smp(wmp)-closure of a subset B in a Menger PN-
space (X,F, ∗) is denoted by B−s(B−w) and defined by the set of all x ∈ X
such that there exists a sequence {xn} in B such that xn → smp(wmp)x.
We say that B is smp(wmp)-closed whenever B−s(Bw) = B.

It is easy to see that B−s ⊆ B−w. Let us present an example showing
that this inclusion may be strict.

Example 5.4. Take X = C, in the example (5.2). Then the unit sphere
BX = {x ∈ X : |x| ≤ 1} is wmp-compact in (X,F, ∗). However, it is not
smp-compact. Indeed the sequence { 1n} can not have a smp-convergent
subsequence as is shown in the last part of the example (5.2).

Definition 5.5. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces and
f : X → Y ba a mapping. Then, f is called smp(wmp)-compact if
for every Menger probabilistic bounded subset B of X the subset f(B)
is relatively smp(wmp)-compact, that is, smp(wmp)-closure of f(B) is
smp(wmp)-compact.

Theorem 5.6. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces and
f : X → Y ba a mapping. Then f is smp(wmp)-compact if and only if
it maps every Menger probabilistic bounded sequence {xn} in X onto a
sequence {f(xn)} in Y which has a smp(wmp)-convergent subsequence.
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Proof. The proof has a similar way with the classical counterpart. 2

Remark 5.7. Of course, every smp-compact operator is wmp-compact,
but not vice-versa.

Theorem 5.8. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces satis-
fying the condition (3.1) and f : X → Y be a mapping. Suppose that f is
wmp-compact. Then, f is an ordinary compact operator from the normed
space (X, ||.||α) into (Y, ||.||α) for each α ∈ (0, 1).

Proof. Let α ∈ (0, 1) be arbitrary and pick some arbitrary bounded
sequence {xn} ⊂ (X, ||.||α) and say K = supn||xn||α <∞. So, Fxn(K) ≥ α
for each n = 1, 2, ..., by the definition of ||.||α. Thus, {xn} is a Menger
probabilistic bounded sequence in X. There exists a wmp-convergent sub-
sequence {f(xnk)} of {f(xn)} in Y by the hypothesis. Hence {f(xnk)} is
convergent in the normed space (Y, ||.||α) by the proposition (3.12). 2

Theorem 5.9. Let (X,F, ∗) and (Y,G, ∗) be two Menger PN-spaces sat-
isfying the condition (3.1) and f : X → Y be a mapping. Then every
smp(wmp)-compact linear operator f : X → Y is smp(wmp)-continuous.

Proof. The proof can be easily away carried out in the classical analogue
of the result. 2

Theorem 5.10. Let (X,F, ∗) and (Y,G, ∗) be two wf-complete Menger
PN-spaces and f : X → Y be a nonlinear wf-compact operator. Suppose
that, for some x0 ∈ X, dwff [x0] = A exists. Then the linear operator A is
also wf-compact.

Proof. Let {xn} ⊂ (X,F, ∗) be an arbitrary Mengar probabilistic
bounded sequence. This means, there exist some t0 > 0 and r ∈ (0, 1)
such that Fxn(t0) ≥ 1 − r, for every positive integer n. Consider the se-
quence {x0 + xn}∞n=1 and let us show it is Menger probabilistic bounded.
If we take t0 = 2t0 and r0 = 1−min{1− r, Fx0(t0)}, then

Fx0+xn(t
0) ≥ min{Fxn(t0), Fx0(t0)} ≥ min{1− r, Fx0(t0)} = 1− r0,

for every positive integer n, whence, the result comes. Hence, by the hy-
pothesis there exists a subsequence {x0 + xnk} of {x0 + xn} such that
{f(x0+xnk)} is wf-convergent, hence wf-Cauchy in (Y,G, ∗) as well. There
is no loss of generality to write xn for xnk again. Let
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Λ(x0, h) = f(x0 + h)− f(x0)−Ah.

Then

Axn −Axm = Λ(x0, xm)− Λ(x0, xn) + f(x0 + xn)− f(x0 + xm).

Since A = dwff [x0] for every ε > 0 and α ∈ (0, 1), we can find some
δm(ε, α) ≥ t0 > 0 such that

GΛ(x0,xm)(
ε
r (1− Fxm(δm))) ≥ 1− α, if Fxm(δm) ≥ 1− α.

Now, δ ≥ t0 means Fxm(δm) ≥ Fxm(t0) ≥ 1 − r ⇔ 1 − Fxm(δm) ≤ r,
and so this implies

GΛ(x0,xn)(ε) = GΛ(x0,xm)(
ε
rr) ≥ GΛ(x0,xm)(

ε
r (1− Fxm(δm))) ≥ 1− α, if

Fxm(δm) ≥ 1− α.

Further, with the same way we can find some δn(ε, α) ≥ t0 > 0

GΛ(x0,xn)(ε) ≥ 1− α, if Fxn(δn) ≥ 1− α.

On the other hand,

GAxn−Axm(3t) ≥ min{GΛ(x0,xn)(t), GΛ(x0,xm)(t),Gf(x0+xn)−f(x0+xm)(t)}

and, since {f(x0 + xn)} is wf-Cauchy, for every α ∈ (0, 1) and ε > 0, there
exists some n0 = n0(α, ε) such that n,m ≥ n0 impliesG(f(x0+xn)−f(x0+xm)(ε) ≥
1− α. Consequently, we obtain

GAxn−Axm(3ε) ≥ min{1− α, 1− α, 1− α} = 1− α

for n,m ≥ n0. This completes the proof. 2

It is clear that this result is true for sf-compact operators as well.

References

[1] C. Alsina, B. Schweizer and A. Sklar, On the definition of a proba-
bilistic normed space, Aequationes Math. 46, pp. 91—98, (1993).

[2] T. Bag and S. K. Samanta, Finite dimensional fuzzy normed linear
spaces, The journal of Fuzzy Mathematics, 11, pp. 687—705, (2003).
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[11] A. N. Šerstnev, On the notion of a random normed space, Dokl. Akad.
Nauk. 149, pp. 280—283, (1963).

N. Eghbali
Department of Mathematics and Applications,
Faculty of Mathematical Sciences,
University of Mohaghegh Ardabili,
56199-11367, Ardabil,
Iran
e-mail : eghbali@uma.ac.ir


