
HAL Id: hal-01567497
https://hal.archives-ouvertes.fr/hal-01567497

Submitted on 27 Jul 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Biomimetic neural network for modifying biological
dynamics during hybrid experiments

Matthieu Ambroise, Stefano Buccelli, Filippo Grassia, Antoine Pirog, Yannick
Bornat, Michela Chiappalone, Timothée Levi

To cite this version:
Matthieu Ambroise, Stefano Buccelli, Filippo Grassia, Antoine Pirog, Yannick Bornat, et al..
Biomimetic neural network for modifying biological dynamics during hybrid experiments. 22th Inter-
national Symposium on Artificial Life and Robotics, Jan 2017, Beppu, Japan. 2017. <hal-01567497>

https://hal.archives-ouvertes.fr/hal-01567497
https://hal.archives-ouvertes.fr


Biomimetic neural network for modifying biological dynamics  

during hybrid experiments 
 

 Matthieu Ambroise1, Stefano Buccelli2, Filippo Grassia3, Antoine Pirog1, Yannick Bornat1, Michela Chiappalone2, 

Timothée Levi1 

1IMS Lab., University of Bordeaux, France 
2 Department of Neuroscience and Brain Technologies, Istituto Italiano di Tecnologia, Genova, Italy 

3LTI Lab., University of Picardie Jules Verne, France  

(Tel: 33-5-4000-3118, Fax: 33-5-5637-1545) 
1timothee.levi@u-bordeaux.fr 

 

Abstract:  Electrical stimulation of nerve tissue and recording of neural electrical activity are the basis of emerging prostheses 

and treatments for many neurological disorders. Here we present closed-loop biohybrid experiment using in vitro Biological 

Neuronal Network (BNN) with an Artificial Neural Network (ANN) implemented in a neuromorphic board. We adopted a 

neuromorphic board which is able to perform real-time event detection and trigger an electrical stimulation of the BNN. This 

system embeds an ANN, based on Izhikevich neurons which can be put in uni- and bi-directional communication with the BNN. 

The ANN used in the following experiments was made up of 20 excitatory neurons with inhibition synapse and with synaptic 

plasticity to design Central Pattern Generator (CPG). Open-loop and closed-loop hybrid experiments shows that the biological 

dynamics can be modified. This work can be seen as the first step towards the realization of an innovative neuroprosthesis. 
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1 INTRODUCTION 

Neurological disorders affect millions of people around 

the world which influence their cognitive and/or motor 

capabilities. Evolutions of the technology and the increasing 

number of engineer have changed the perception of the 

medical treatment. Besides chemical processes of healing, 

devices are developed in order to improve the life quality. 

The realization of a prosthesis must consider the biological 

activity of the cells and the connection between machine and 

biological cells. The realization of such neuroprostheses [1-

4] implies that we know how to interact with neuronal cell 

assemblies, taking into account the intrinsic spontaneous 

activity of neuronal networks and understanding how to 

drive them into a desired state or to produce a specific 

behavior. The long-term goal of replacing damaged brain 

areas with artificial devices also requires the development of 

neuronal network models. They will fit with the recorded 

electrophysiological patterns and will produce in their turn 

the correct stimulation patterns for the brain so as to recover 

the desired function. 

The hardware set-up that will be used to interface the 

biological component is a biomimetic Spiking Neural 

Network (SNN) system [5-8]. This SNN implements 

biologically realistic neural network models, spanning from 

the electrophysiological properties of one single neuron up 

to network plasticity rules. SNN is one solution for new 

generation of neuroprosthesis and to perform hybrid 

experiments between biological cells and artificial neurons. 

Here, we propose a biomimetic neural network 

implemented in FPGA connected in a bi-directional 

communication with living neurons cultured in 

MicroElectrode Array (MEA) thanks to a neuromorphic 

board which detect neuronal activity and send pattern 

stimulation to the culture. We performed experiments in 

open-loop (Biological => Artificial) and in closed-loop 

(Biological  Artificial). This part constitutes one main 

point of the FET7 European project Brainbow.  

2 CLOSED-LOOP PLATFORM 

2.1 Neuron culture and recording/stimulation system 

The biological element used in this study is constituted 

by dissociated cortical rat neurons plated over Micro-

Electrode Arrays (MEAs). Cultures were prepared as 

described in [9]. 

‘In vitro’ cultured neuronal networks coupled to 

microelectrode arrays (MEAs) constitute a valuable 

experimental model for studying changes in the neuronal 

dynamics at different stages of development. After a few 

days in culture, neurons start to connect each other with 

functionally active synapses, forming a random network and 

displaying spontaneous electrophysiological activity. We are 

using these neuron cultures on MEAs for closed-loop 

experiments. 



Cortical cultures were plated on 60 planar 

microelectrodes (MultiChannel Systems, Reutlingen, 

Germany) arranged over an 8 ×8 square grid (with the four 

corner electrodes not present). After 1200× amplification 

(MEA 1060, MCS, Reutlingen, Germany), signals were 

sampled at 10 kHz using the MultiChannel System data 

acquisition card controlled by the commercial software 

MC_Rack (MCS, Reutlingen, Germany). The stimulation 

part was carried out by employing the MultiChannel System 

stimulator STG4002  

2.2 Multimed Board 

Multimed is a multi-application acquisition and signal 

processing board. It is specifically designed for the real-time 

analysis of multichannel biological data in closed-loop 

configurations. It features 10 kHz, 16-bits acquisition on 64 

channels, application-specific processing chains with sub-

millisecond processing latency and decision-making, live 

display, computer control interfaces, and recording 

capabilities. The processing chains typically include linear 

band-pass filters, wavelet filters, Action Potential (AP) and 

Local Field Potential (LFP) detection, single and network 

burst detection, digital stimulus artifact blanking and flexible 

event routing to define complex feedback rules. All 

processing functions can be accessed and configured via a 

computer interface. In order to enhance configurability and 

lower the processing latency, the described architecture is 

implemented on an FPGA, as are the SD card recording, 

VGA display, and serial control interfaces. 

 
Fig. 1.  Description of the Multimed system. The data 

accessible for recording and display are marked by the 

orange and green ports.  

The MEA, external preamplifier, and Multimed input 

ports are MCS-compatible. The Multimed stimulator output 

is a TTL line. The acquisition board includes a preamplifier 

and analog-to-digital converters. The processing chain 

includes digital filtering (band-pass and wavelet filtering), 

event detection (AP, LFP, and burst detection), and event 

routing.  

On the FPGA of the Multimed board, we implement 

Spiking Neural Network (SNN). This part is described in the 

next section. 

3 Digital Spiking Neural Network (SNN) 

3.1 Choice of Technology  

Various software solutions are currently available for 

simulating neuron models. Less conventional than software-

based systems, hardware based solutions are also provided 

which generally combine digital and analog forms of 

computation. Analog implementations are fast and efficient; 

they are inflexible, sensitive to variations and require a long 

development time.  

As in many other fields of microelectronics, a mixed 

implementation offers both the advantages and 

disadvantages of both solutions: analog circuits have a 

higher integration density, and digital platforms have better 

programmability.  

Recently, as a midpoint in the design space, FPGAs have 

been used to build spiking neuronal networks. Digital FPGA 

implementations offer a significant speedup over software 

designs, as well as size, weight, and power efficiency. 

Compared to analog VLSI, digital FPGAs designs are stable 

and flexible in design alterations. Previous works have 

already implemented neuronal networks on FPGA [10-14]. 

However, those designs have been realized for computation 

purposes without taking into account biological real time. 

We decided to choose FPGA implementation. 

3.2 Choice of neuron model and synapse 

In the human brain, types of neurons are radically 

different. The neuronal model is a mathematical description 

of the electrophysiological properties of neuronal cells, or 

neurons. It tries to accurately describe and predict their 

biological processes. 

In order to provide Spiking Neural Network (SNN), the 

first step is the choice of the neuromimetic mathematical 

model. Indeed, the mathematical model, based on 

differential equation, can reproduce a behavior more or less 

close to biological cell. In order to choose our model, we are 

looking two criteria: the variety of firing rate dynamics that 

can be reproduced and the number of equation used for 

computation. 

Regarding those criteria, we can compare all models like 

the Leaky Integrate and Fire (LIF) [15], the Hodgkin-Huxley 

model (HH) [16], or the Izhikevich model (IZH) [17].  

HH model requires a large number of parameters and the 

LIF model is too simple for reproducing biomimetic neural 

network like this CPG [18].  



The Izhikevich model (IZH) represents a good trade-off, 

as it is based on two equations and is capable of reproducing 

many different families of neurons by changing four 

parameters. Furthermore, according to [17], this model is 

resource-frugal, a key advantage when the aim is to design a 

large Central Pattern Generator CPG [19] network embedded 

in the same board. The IZH model depends on four 

parameters, a, b, c and d which make it possible to reproduce 

the spiking and bursting behavior of specific types of cortical 

neurons. From a mathematical standpoint, the model is 

described by a two-dimensional system of ordinary 

differential equations:  
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To validate the neuron implementation, we compared the 

firing curves of fast spiking (FS) and regular spiking (RS) 

neuron family of the artificial network to the model ones. 

The RS neurons are used for the CPG neural network. 

A neural network is defined by a group of neurons and 

synapses. As we chose the neuron model, we have to choose 

carefully the synapse model. This model should be 

biomimetic and using few resources. A synapse connects a 

presynaptic neuron to a postsynaptic one. In case of 

excitatory (inhibitory) synapse, a positive contribution Iexc 

(negative contribution Iinh) is added to the postsynaptic 

neuron when the presynaptic neuron spikes. Those both 

kinds of synapse are well known in biology: AMPA and 

GABAa for excitatory and inhibitory synapses respectively. 

The synaptic current rising lasts 1 ms that is the computation 

time step. Then it will exponentially decrease until zero. The 

constant time of excitatory decay (τexc) and of inhibitory 

decay (τinh) are different, i.e. are equal to 3 ms and 10 ms 

respectively in the neuroscientist synapse model [20]. 

Furthermore, we add the short-term plasticity described by 

Izhikevich [17] that is different from Spike-Timing 

Dependent Plasticity (STDP) and that manages the 

depression or the facilitation of the synaptic strength.  

3.3 Architecture of the Spiking Neural Network  

The architecture of the network implementation is based 

on RAM blocks (that store all parameters needed to define a 

network), two computation cores (one used for neurons and 

the other one for synapses), a block to manage the state 

machine and the addresses and a block “Communication 

RS232” (that will allow us to configure/change parameters 

of our system). It is freely configurable from an independent-

neuron configuration to different neural network 

configurations with different options like the synaptic 

plasticity, the synaptic noise and the axonal delay. 

Furthermore, this implementation used a few part of 

resources and it uses pipeline implementation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.  Description of the SNN architecture 

Our architecture can be also freely configurable from an 

independent-neuron configuration to all-to-all configuration 

or a mixed with small networks and independent neurons. 

4 BIOHYBRID EXPERIMENTS 

4.1 Biomimetic Central Pattern Generator (CPG) 

From [13], [21], we can configure biomimetic CPGs for 

biohybrid experiments. CPGs are neural networks capable of 

producing rhythmic patterned outputs without rhythmic 

sensory or central input. We implement two CPGs using 20 

Izhikevich neurons (16 for CPGs and 4 for stimulation 

triggers) with 24 inhibitory synapses. Synaptic plasticity is 

also included in this SNN. 

 
Fig. 3. A diagram of the neural network describing one 

CPG including two elemental oscillators, L3/R3 and L4/R4, 



and two pairs of coordination neurons, L1/R1 and L2/R2. 

The synapses are inhibitory. The network contains synaptic 

plasticity. 

Figure 4 describes the activity of 2 CPGs, one at a 2.6s 

period and one at a 6.8s period. When the CPG burst begins, 

a stimulation is sent to the BNN. For bio-hybrid experiments, 

we can use two kinds of pattern stimulations (CPG1 or 

CPG2). 

 
Fig. 4.  Description of the two CPGs activity and the 

two pattern stimulation time.   

4.2 Open-Loop experiments 

The first bio-hybrid experiment is to use the BNN as an 

inhibition stimulator to the ANN composed of two CPGs. 

Figure 5 describes the BNN behavior (electrode 1 to 60) and 

its spontaneous activity. When a network burst is detected by 

Multimed board, an inhibition stimulation is sent to the two 

CPGs. We notice that CPG activities (neuron 61 to 80) are 

stopped during few seconds after each stimulation. 

 
Fig. 5.  Open-loop experiments. The BNN sends 

inhibition stimulation to the CPG when a network burst 

occurs. 

4.3 Closed-loop experiments 

The closed-loop is much complex. From BNN to SNN, 

the procedure is the same than for the open-loop 

experiments. To close the loop, we perform an excitatory 

stimulation to the BNN when the CPG begin a burst activity. 

The canal 24 that corresponds to BNN part, sends an 

inhibition to SNN part. The artificial neuron 79 sends an 

excitatory stimulation to BNN when it spikes. The neuron 79 

in Figure 5 and 6 corresponds to neuron 19 in Figure 4. 

 

Fig. 6.  Closed-loop experiments. The BNN sends 

inhibition stimulation to the CPG when a network burst 

occurs. The CPG sends excitatory stimulation to BNN when 

a CPG burst begin. 

Figure 6 describes important behaviors. Indeed, we 

notice that the BNN and SNN merge to one single activity. 

And this activity is different from the initial ones (for BNN 

and for SNN). This activity is periodic. It implies that 

depending the stimulation strength (for inhibition and for 

excitation), we can modify this periodic activity and used it 

for different applications like bio-hybrid robotics. The 

biological dynamic is then modified and can be controlled 

depending the SNN configuration and the stimulation 

intensity. 
 

5 CONCLUSION 

We presented, in this paper, bio-hybrid experiments using 

neuron culture on MEA, a neuromorphic board for recording 

and stimulation and SNN. Open-loop and closed-loop 

experiments are performed using CPG as artificial neural 

network. We notice that the dynamic of the BNN is modified 

and merge with the SNN into a new periodic dynamic.  

The final goal of the studies is to build a test-bed for the 

study and the development of a new generation of neuro-

prostheses capable to restore the lost communication 

between neuronal circuitries. The presented experimental 

and computational platforms represent a starting point for 

restoring a functional closed-loop communication in a 

neuronal network with lesioned circuitries.  
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