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Abstract This paper presents a simple mutual exclusion algorithm for ad hoc mobile net
works. Our algorithm does not use the token circulation technique. A station 
which requests a Critical Section (CS) competes in order to be alone to use the 
unique channel dedicated to this CS. To reach this goal, we derive a Markov 
process which guarantees that each station will enter the C^. More precisely, we 
show that, in presence of collision detection, n/ln2 broadcast rounds are neces
sary in the average case to satisfy n (n unknown) stations wishing to enter the 
same CS. 
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1. Introduction 
Nowadays, the research in Mobile Ad hoc NETworks (MANET for short) 

is attractive and desirable, due to the development of wireless networks and 
personal communication ([Bose et al., 1999], [Chlebus et al., 2002], [Garg 
and Wilkes, 1996], [Hayashi et al., 2000], [Lakshdisi et al., 2001], [Lin and 
Stojmenovic, 2001], [Malpani et al., 2000], [Malpani et al, 2001], [Myoupo, 
2003], [Myoupo et al., 2003], [Vaidya et al., 2001]) . Mobile ad hoc networks 
are formed by a collection of mobile wireless nodes. Communication links 
form and disappear as nodes come into and go out of each other communica
tion range. Such networks have many practical applications, including home 
networking, search-and-rescue, and military operations. We assume that criti
cal sections are disseminated in the network: some stations can be dedicated or 
specialized to collect or to give some information concerning the characteris
tics of the network. We can consider a rescue ad hoc network for example. One 
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of its station can be dedicated to centralize the material damages collected by 
all stations. Another one can be specialized in the collection of medical infor
mation and so on. A unique channel is assigned to each dedicated station. It is 
used by the other stations to send or to receive the needed information. So the 
access to a dedicated station can only be done in mutual exclusion way. More 
precisely, a station which desires to send or to receive an information from a 
specialized station, through a channel k), may compete in order to be alone to 
broadcast in k^. Therefore, the access to one of these dedicated or specialized 
stations is considered as a Critical Section (CS) in the mobile network. 

1.1 Related Works 
Intuitively, one can believe that a mutual exclusion algorithm for ad hoc 

networks can be obtained by a simple adaptation of a mutual exclusion algo
rithm for wired networks. But it is not obvious due to the permanent change 
of the topology of the network in a MANET. Token-based mutual exclusion 
algorithms provide access to CS through the maintenance of a single token 
that cannot simultaneously be present at more that one station in the network. 
Only the station holding the token can enter the CS. From this token consid
eration, we can quote first the work of Raymond ([Raymond, 1989]) in which 
the requests are sent over a static spanning tree of the network, toward the to
ken holder. Chang et al ([Chang et al., 1990]) extend the previous algorithm 
by inducing a token oriented Directed Acyclic Graph (DAG) for the search of 
the token holder. Next, Dhamdhere and Kulkarni ([Dhamdhere and Kulkarni, 
1994]) showed that the algorithm of Chang et al ([Chang et al , 1990]) can 
suffer from deadlock and brought a solution to this problem by assigning a dy
namic changing sequence number to each node yielding a total ordering of sta
tions in the network. Recently J.E. Walter et al ([Vaidya et al., 2001]) proposed 
a token-based mutual exclusion algorithm, for a MANET, which combines the 
ideas from ([Dhamdhere and Kulkarni, 1994]) adapted to a mobile environ
ment. They use the partial reversal technique introduced in [Bertsekas and 
Gafni, 1981] to maintain a token oriented DAG with a dynamic destination. 
Their approach induces a logical DAG on the network, dynamically modifying 
the logical structure to adapt to the changing physical topology in the ad hoc 
environment. 

1.2 Our contribution 
This paper presents a distributed mutual exclusion protocol obtained from a 

Markov process. Our approach does not use a token circulation technique. It 
guarantees that each candidate for a CS will be satisfied. We give the average 
number of broadcast rounds necessary for n stations, n unknown, to enter the 
same CS. Our idea is to construct a splitting process which yields a random 
binary tree. With the help of the probabilistic divide-and-conquer technique, 
we derive a single hop protocol which requires n / In 2 broadcast rounds in 
average case. Where In is the logarithmic function in basis e and n is the 
number of stations wishing to enter the same CS. 
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The rest of this work is organized as follows : the environment considered in 
this work is presented in section 2. In section 3 a simple single-hop protocol is 
presented, and its performance is obtained with the help of average case anal
ysis. Section 4 contains brief comments on experimental results. Concluding 
remarks end the paper 

2. Basic definitions 
An Ad Hoc Network is a set S of N radio transceivers or stations which can 

transmit and/or receive messages through a set C of k channels (a MANET(N, 
k) for short). The time is assumed to be slotted and all stations have a local 
clock that keeps synchronous time. In any time slot, a station can tune into 
one channel and/ or broadcast on at most one channel. A broadcast operation 
involves a data packet whose length is such that the broadcast operation can 
be completed within one time slot. So, in the MANET with collision detection 
(CD for short), the status of an n-station MANET channel is : 

• NULL : if no station broadcasts on the channel in the current slot, 

• SINGLE : if exactly one station broadcasts on the channel and 

• COLLISION : if two or more stations broadcast on the channel in the 
current time slot. 

Also, all communications are performed at time slot boundaries, i.e. the dura
tion of broadcast operations is assumed to be sufficiently short. 

1 Let us consider N stations which communicate by message passing over 
a wireless network through k distinct communication channels. Each 
station runs an application process and a mutual exclusion process ( to 
get a resource) that conomunicate with each other to ensure that the sta
tion cycles between its REMAINDER section (not interested in the CS), 
its WAITING section (waiting for access to CS), and its CRITICAL sec
tion. Only the station which broadcast yields a single status of the 
channel executes the CS. When leaving the CS, it broadcasts in the 
unique channel to inform the other stations that they can compete to en
ter the CS. 

2 We suppose that n is the number of candidates for entering the same 
critical section. It is clear that n < N 

3 The system is a single-hop network. 

We assume that critical sections are disseminated in the network : some sta
tions can be dedicated or specialized to collect or to give some information 
concerning the characteristics of the network. For example we can consider a 
rescue ad hoc network . One of its stations can be dedicated to centralize the 
material damages collected by other stations. Another one can be specialized in 
the collection of medical information and so on. A unique channel is assigned 
to each dedicated station. It is used by the other stations to send or receive the 
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needed information. So the access to a dedicated station can only be done in 
a mutual exclusion way. Therefore these specialized stations are considered as 
resources by the others. More precisely, a station which wants to send or to 
receive an information from a resource station through a channel, say Ẑ , may 
compete to be alone to broadcast in Â . Therefore, communications with all 
these dedicated or specialized stations are Critical Sections (CS). 

3. A single-hop mutual exclusion algorithm 
Here, S is the set of stations which require access to the same critical sec

tion, say CSQ. First, we give a procedure that can split randomly the set S of 
stations into two non-empty subsets, say Si , S2. Each station is assumed to 
have the computing power of small laptop such that they can generate random 
bits and store few data. The time is slotted. The following procedure is an 
implementation of Bernoulli process where the protocol Single-Hop Ex-Mut 
below randomly partitions a given set S (for example the initial set of stations), 
into two subsets Si and 52. The process is repeated until there is two non-
null parts. Each station has a counter initialized to zero and runs the following 
protocol in order to enter in CSQ. 

3.1 Processing an example 
We begin this section by presenting an example of MANET(5, 1) in figure 

1 will help to understand the basic idea our approach. In this figure, we sup
pose that the protocol works first with the most left branch until its leaves are 
reached. Then, it goes backward working again in the most left branch with 
nodes containing more than one station, and so on. This process is recursively 
done until the leaves of all branches are considered. 
In figure 1, the number of stations that have chosen the same bit are indicated 
in the nodes. The stations which have chosen bit 1 are on nodes of the right 
sub-tree. Those which chosen bit 0 are in the nodes of the left sub-tree. The 
numbers in bold around the node means a step of our example. Before talking 
our example, we first give a brief description of our algorithm. The set of sta
tions is recursively partitioned into two subsets Si and S2. Each station owns 
a counter. All counters are initialized to 0. 

1 A station has the right to broadcast in the channel only if it is in Si and 
if its counter shows 0. 

2 A station in 52 can broadcast only if the status of channel is either Single 
or Collision and if its counter shows 0 and if Si is empty. 

3 If 5i is empty and ^2 is not empty then the stations of S2 which counter 
show 0 move in 5i. 

4 After the random choice of a bit from set {0, 1}, if *̂  (if collision status) 
and 5*2 (if collision status) are not empty, then the stations in Si increase 
their counters by 1. 
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5 If there are two consecutive single status of the channel, then each station 
in 52 decreases its counter by 1. 

6 If the status of the channel is single, then the station which has broad
casted executes its CS. 

We are now in a position to process our example : 

• Step 1 : Initially the five stations broadcast in the unique channel, ob
viously with collision. Then, each of them chooses a bit in {0, 1} at 
random. Three of them choose bit 1 (set Si) and two bit 0 (set 52). Each 
station of 52 increments its counter by one. 

Step 2 : The three stations in 5i broadcast in the unique channel and 
obviously with collision again. Each of them, again chooses a bit in {0, 
1} at random. Two of them choose 1 (Si) and one chooses bit 0 (52). 
The unique station in 52 executes its CS. 

Step 3 : None of the two stations in 5i chooses bit 1. Hence Si = 0. 

Step 4 : Since Si =9 then 5i ^ 52. 

Step 5 : One station of Si chooses 1 and the other bit 0. Therefore the 
status of the channel is single. Then only station in 5L executes its CS. 

Step 6 : The unique station in 52 which counter shows 0 moves in Si 
and broadcasts with single status . Then it executes its CS. 

Step 7 : We then have two consecutive single status. Therefore each 
station in 52 decreases its counter by one. Consequently the counters of 
the two stations which went in 52 in step 1 show 0 each. So, they move 
in Si. One of them chooses 1 and the other bit 0. 

Step 8 : The unique station in Si executes in its CS. 

Step 9 : Since Si = 0, 5i ^ 5 2 . The unique and last station in Si 
finally also executes in its CS. 
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Step 1 

S t^T 

Step9 

Figure 1. Mutual Exclusion on a MANET{5, 1) 

3.2 The Algorithm 
Now that we have cleared the ideas which guide our motivation, we now 

turn to give the procedure that each station must run in order to perform the 
mutual exclusion. More precisely a station runs the algorithm which follows : 

Procedure Single-Hop-Ex-Mut (INPUT : S, OUTPUT : 5i , ^2) 

2. WHILE two consecutive status of the channel are not NULL (i.e. 
5i 7̂  0 AND 52 / 0) DO 
3. Each station listens to the unique channel while the protocol is running 
4. REPEAT 

»'WAITING Section'* 
5. Each station in 5i broadcasts in the unique channel assigned to CSQ. 
6. IF the status of the channel is SINGLE then 

BEGIN 
the unique station in Si executes CSQ 
the stations of ^2 which counters show zero move in Si 

END 
7. IF the status of the channel is COLLISION then 

BEGIN 
Each station in ^2 broadcasts in the unique channel. 
IF the status of the channel is SINGLE then the unique station in 

52 executes CSQ 
IF the status of the channel is COLLISION then each station in 

52 increments its counter by one 
END 
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8. IF the status of the channel is NULL then 
BEGIN 

IF 52 7̂  0 then all stations of ^2, which counters 
show zero move in Si 

END 
9. Each station in Si chooses a bit in the set {0, 1} at random. 
10. Those which have chosen 1 stay in Si and those which have chosen 

0 move in 52. 
UNTIL the unique channel has two consecutive SINGLE status. 
The stations of ^2 decrease their counters by one. Those which counters 
show zero move in 5i. 

"REMAINDER section" 
11. The station which is in the CSQ broadcasts a signal on the unique 
channel to mean that it is leaving the CSQ. 
The effect of this message is to inform the stations in Si that they can 
now request the CSQ. 
END WHILE 
END Single-Hop Ex-Mut 

Consider a subgroup of m stations. The probability of failure of the splitting 
process applied on this subset is then given by : Pr [failure] — 2*2^. So with 
probability equals to 1 - 2T?rzi» the procedure Single-hop Ex-Mut subdivides 
the initial set of stations into two non-empty subsets of stations. At the end of 
the repeat-until loop, each station can determine if whether 

1 it is the only one that selected the bit 1, in this case the status of the 
channel is SINGLE or 

2 there are at least two stations that selected bit 1, in this case the status of 
the corresponding channel is COLLISION. A station which broadcast 
yields a single status has the right to enter its CS. Since the power of 
stations allow us to store the status of the channel, only one broadcast 
per turn of the "repeat-until" loop in the Single-hop Ex-Mut procedure 
is needed to perform the protocol. In other words, our protocol ran
domly generates a binary-tree-like structure (see figure 1). Concretely, 
our principal problem is then to compute the number of passes through 
all he internal nodes (nodes of degree > 1), including repetitions which 
are exactly the number of broadcast rounds. 

3 Note that when the channel is of single status, all stations of S^ wait till 
they receive a signal from a station leaving CSQ. 

3.3 The use of a counter in each station 
The management of the counter is one of the key points of our algorithm. 

The consistency of our approach is guaranteed by the following considerations 
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1 each station monitors the channel, and so it knows the status of the chan
nel at every broadcast round. 

2 root of sub-tree : in the WAITING section, at level 7 of the procedure two 
consecutive COLLISION status ( one yielded by the stations of Si and 
the second by the stations of S2) show that after the random choice of 
bits 0 or 1, we have 5i 7̂  0 and ^2 / 0. Therefore the node considered 
has two non empty sub-trees. The stations of the right sub-tree will enter 
the CSo after those of the left sub-tree. Incrementing their counters 
indicate the backward processing of our algorithm. 

3 decreasing the counter : according to 2. above, decreasing a counter 
means that all stations of the left sub-tree have been the CSQ. It is taken 
into account in Level 11 of the procedure. 

4 It can happen that no station chooses bit I. Then Si '^ S2 with the 
condition that S2 must not be empty (see level 8 of the procedure). 

3.4 Evaluation of the number of broadcast rounds 
necessary for n stations to enter the same CS 

In this paragraph. Our goal is to introduce basic methods that are useful 
to analyse performance of such protocols. As we said earlier, our approach 
generates a binary tree and it is shown in [Flajolet and Sedgewick, 1996] that 
such process always ends. However we next show that the average number 
of broadcast rounds is given by an absolute convergent Fourier series. Then 
proving that the process of splitting always ends will be done. 

Theorem 3.1. Let us consider a MANET(Ny 1) with CD. Suppose n stations, 
n < N, request the same CS. The protocol Single-Hop Ex-Mut terminates in 
approximately ^ broadcast rounds on the average. 

Proof. The goal of this proof is to show that the process of splitting in the 
Single-Hop Ex-Mut always ends as stated earlier. It is easy to see that protocol 
Single-Hop Ex-Mut generates a random complete binary tree and it terminates 
when reaching all the nodes of degree 1. At each step of the protocol, the 
probability of splitting a given set of size m can be depicted as in the figure 
2. Our idea is similar to the one in [Myoupo et al., 2003]. In the figure 2, 
each edge is weighted with (^)/2'^ which is the probability that a set of m 
stations will split into exactly 2 non-empty subsets of respective sizes p and 
m — p. So, the probabilistic model is here a Markov chain (see [Feller, 1957]) 
where reaching a node of the tree of degree 1 corresponds, now to an absorbing 
state (self-loop of the state with a probability equals to 1). If we denote by q 
the average waiting time to reach an absorbing state (partition recursively n 
stations until getting n parts), the computing is classical (cf. [Feller, 1957]) by 
means of linear formulae 

ai = l-\- ^ Pr[i ^̂ ^̂ ^̂  r, s]ar,s (1) 
r-{-s=i,r>0,s>0 
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where Pr[i 
splits 

r, s] is the probability of a transition from the "state" i to 
the "state" (r, s). Since in our case we have to spUt sequentially, in their turn, 
the two non-empty subsets (containing respectively r and s stations), i.e. to 
terminate all subdivisions must be done one by one. 

\ 2̂ °*̂  

Figure 2. Splitting randomly a given number m into two parts 

So, we have simply 

ar Oir + Ots 

Here, ao = a i = 0 and an, n>2 verifies 

1^ 1 ^V^ 0 
p=0 

(2) 

(3) 

Now, let us introduce the exponential generating function (see for example 
[Comtet, 1974] for more details) 

n=2 

(4) 

In formula (4), the average number of broadcast rounds, c^ is given as the 
coefficient of ^ of the power series a{x). Recall that if P{x) is a polynomial, 
the notation [x'^]P{x) gives the coefficient of P{x). This notation applies to 
our function a{x) and the average number of broadcast rounds is then 

an = n\[x'^]a{x) (5) 

Replacing an in (4) by its expression from the formula (3), we obtain the 
following linear functionnal equation : 

a{x) = e^ - X - 1 + 2e2a;(-) (6) 
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First terms are given below 

/ X . 2 10 ^ 100 4 652 . 24922 . 9874 7 

Thus, the coefficient j § | is then the number of average broadcast rounds needed 
to initiaUze 5 stations. Successive iterations of (6) lead to 

a{x) = e^ - X-l-\-2e^a{-) 

= e^ - X -l-\- 2et (et 1) + 4 e " r a ( - ) 
2 4 

= ^2^exp{{l-^)x)(exp{^-^-l) 
j=0 

When expanding the exponentials, we have 

a„ = E2^( i - ( i -^r-J( i -^r-^) (8) 

As, we have 

splitting the right hand side of (8), one can legitimate the use of (9) and we 
have 

O^n^T^ (10) 
ln2 

Note that Mellin transforms methods, see for instance [Knuth, 1973] and [Fla-
jolet and Sedgewick, 1996] for more details, are well suited for asymptotic 
estimates of coefficients of linear functionnal equations like (6). Here, it gives 
an additional fluctuating and periodic term ^ ( ^ ) where P is an absolute con
vergent Fourier series of variations < 10"^. In [Knuth, 1973], Knuth derived 
explicit expressions of the fluctuating term. Note also that, l / l n 2 '^ 1.44. So 
there are 44% "waste of broadcast rounds". D 

4. Experimental results 
This section presents graphics on the evolution in time of the variation of 

the number of stations which request the CS. The irregularities of the slopes of 
these curves are due to the random choice of it 1 or 0. 
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Figure 3. Mutual exclusion for 100 sta
tions : two attempts 

Figure 4. Mutual exclusion for 1000 sta
tions : two attempts 

5. Concluding remarks 
In this paper we considered a MANET (N, k) from which we derived a 

distributed mutual exclusion protocol from a Markov process. Our approach 
does not use a token circulation technique. However it guarantees that each 
candidate for a CS will be satisfied. The performance of our protocol in terms 
of broadcast round is evaluated. More precisely, it requires n/ In 2 broadcast 
rounds in average. Where In is the logarithmic function in basis e and n is the 
number of stations wishing to enter the same CS. An interesting challenge is to 
derive a k-mutual exclusion protocol in a MANET from our approach. In our 
approach, we assume that confidential data items are encoded. The reader may 
argue that the use of token as in [19] guarantees more confidentiality of data 
items to be broadcasted. It is not always true, because it is well known that 
hijacking data items broadcasted in an air channel is easy to realize. Therefore 
even with the use of token the confidential data items must be encoded. Finally, 
a station can execute its CS as many times as its needs : after it has left its CS, 
it waits until it hears two consecutive NULL status of the channel. Then it runs 
the Single-Hop-Ex-Mut. 
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