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Conditional independence is a fundamental relation in probability
theory, statistics, Bayesian inference, . . .

Conditional indep. between random variables can be construed as a
relation between maps in a category of probability spaces.

We axiomatize local independence structure and local independent
products on a category, capturing general properties of conditional
independence.

Other examples of local independence structure and products on
categories occur in, e.g., computability theory, nominal sets,
separation logic, . . .

So local independence structure and local independent products
are common to diverse notions of conditional independence arising
in different contexts.

(Similar general motivation to Dawid’s “separoids”, but using
categories rather than preorders, and with new examples.)
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Structure of talk

Part I: Independence

1. Independence between random variables (recap)

2. Independence structure on a category.

3. Independent products.

Part II: Conditional Independence

4. Conditional independence between random variables.

5. Local independence structure on a category.

6. General conditional independence via image tuples.

7. Local independent products & examples.

8. The fibration of of independent squares.

9. Characterisation of sheaves for the atomic topology.



Part I: Independence



Independence of random variables (recap)

Given random variables:

tΩ
Xi- Ri u1¤i¤n ,

define
KKpX1, . . . ,Xnq

to hold if, for all events A1 � R1, . . . ,An � Rn,

PpX1 P A1 ^ . . . ^ Xn P Anq � PpX1 P A1q . . . PpXn P Anq

Joint independence implies pairwise independence:

KKpX1, . . . ,Xnq implies Xi KKXj , whenever i � j .

But pairwise independence does not imply joint independence.



The categories Prob and Prob0

Objects: probability spaces pS ,FS ,PSq

� FS a σ-algebra over a set S ; and

� PS a probability measure on FS .

Morphisms: measure-preserving functions X : S Ñ T ; i.e.,

� X is measurable (that is X�1pBq P FS , for all B P FT ),

� PSpX
�1pBqq � PT pBq, for all B P FT .

In Prob0 morphisms are identified mod 0.

The notion of joint independence defines independence as a
property of families of maps with common domain. We write

KK
!
S

Xi- Ti

)
iPI

to say that a family is independent. (I finite in this talk.)
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Independence structure

An independence structure on a category C with terminal object 1
is a specified collection of finite-set-indexed families

!
X

fi- Yi

)
iPI

of morphisms with common domain. Families in the collection are
called independent, notation KKtfiuiPI .

Independent families are required to satisfy:

� Every singleton family tX
f- Y u is independent.

� If KKtX
fi- YiuiPI and KKtYi

gij- ZijujPJi for all i P I then

KKtX
gij � fi- ZijuiPI , jPJi .

� If KKtfjujPJ and m : I Ñ J is injective then KKtfmpiquiPI .

� If KKtX
fj- YiuiPI then KKtX

fi- YiuiPIYtX
!- 1u .
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Independent products

A category C with terminal object and independence structure has
(finite) independent products if, for every pair of objects Y1,Y2,
there there exist an object Y1 b Y2 and an independent pair

Y1 b Y2
π1- Y1 KK Y1 b Y2

π2- Y2

satisfying:

� whenever X
f1- Y1 KK X

f2- Y2, there exists a unique
morphism

X
xf1,f2y- Y1 b Y2

such that πi � xf1, f2y � fi , for i P t1, 2u; and

� if KKtX
fi- YiuiPt1,2uYtX

gj- ZjujPJ then also

KKtX
xf1,f2y- Y1 b Y2uYtX

gj- ZjujPJ .



Independent product in Prob and Prob0

pS1,F1, P1q b pS2,F2, P2q :� pS1 � S2, F1 b F2, P1 b P2q

where:

� S1 � S2 is product set,

� F1 b F2 is product σ-algebra, and

� P1 b P2 is product measure.







Proposition The following are equivalent on a category C.

� An independence structure with independent products.

� A symmetric monoidal structure with jointly monic
projections.

A monoidal structure has projections [Jacobs 1995] if the unit I is a
terminal object. Writing 1 for such a unit, define projection maps:

π1 � Y1 b Y2
1Y1b !Y2- Y1 b 1

�- Y1

π2 � Y1 b Y2
!Y1b 1Y2- 1 b Y2

�- Y2 .

The projections are jointly monic if, for all X
f1- Y1 and

X
f2- Y2, there is at most one X

h- Y1 b Y2 such that both
π1 � h � f1 and π2 � h � f2.
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Proof outline for Proposition

An independence structure endows the objects of C with the
structure of a (dual) multicategory (whose multimorphisms have
the very specific form of being given as families of morphisms in C).

The definition of independent products in C implies that the
multicategory is representable in the sense of [Hermida 2000],
where it is shown that representable multicategories determine a
derived monoidal structure. In the case at hand, this monoidal
structure has jointly monic projections.

Conversely, given symmetric monoidal structure with jointly monic
projections on C, define the associated independence structure by:

KKtX
fi- Yiu1¤i¤n ðñ DX

h- Y1 b � � � b Yn s.t.

π1 � h � f1 and . . . and πn � h � fn



Nominal sets

Independence structure

Given: !
X

fi- Yi

)
iPI

define:

KKtfiuiPI ô @i� j P I .@x P X . supppfi pxqq X supppfjpxqq � H .

Independent product

X b Y :� tpx , yq P X � Y | supppxq X supppyq � Hu

This is the well-known separated product in the category of
nominal sets.



Category of V -valued heaps (separation logic)

Objects: pL, sq, where L is a finite set and s : LÑ V is a function.

Morphisms pL, sq Ñ pL1, s 1q: injective functions f : L1 Ñ L such
that s � f � s 1.

Independence structure

Given: !
pL, sq

fi- pLi , si q
)
iPI

define:

KKtfiuiPI ô @i� j P I . imgpfi q X imgpfjq � H .

Independent product

pL1, s1q b pL2, s2q :� pL1 � L2, rs1, s2sq



Part II: Conditional Independence



Conditional independence of random variables

Consider a family tΩ
Xi- TiuiPI of random variables and a

conditioning variable Ω
Y- U, as below

Ω
Xi - Ti

U

Y
-

Informally, tXiuiPI is said to be conditionally independent given Y
(notation KKtXiuiPI | Y ) if the conditional probability distributions
of Xi given Y are independent.

We omit the technical definition, which, for arbitrary probability
spaces, uses Kolmogorov’s conditional expectation operator.



Consider the associated commuting diagram:

Ω
pXi ,Y q - ImgpXi ,Y q

U

π2

�

Y
-

Then it holds that

KKtXiuiPI | Y ô KKtpXi ,Y quiPI | Y

Thus, given image tuples, general conditional independence can be
reduced to local independence in slice categories.

We axiomatize the latter as the primary notion.
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Local independence structure

Local independence structure on a category C is given by
independence structures KKI , on every slice category C{I , related by
the following property.

� For every commuting diagram

X
f
- Y

g
- Z

W

h

?
- I

i

?
- J
?

in C, if f KKI h and g KKJ i then g � f KKJ h.

The property asserts that independent squares compose.



General conditional independence via image tuples

Given a pair of morphisms X
f1- Y1 and X

f2- Y2, in a
category C, we call a structure

Y1

X
p
- P

q2
-

q1

-

Y2

a pairing of f1, f2 if:

� q1 � p � f1,

� q2 � p � f2, and

� q1, q2 are jointly monic.



An image pairing of a span X
f1- Y1 and X

f2- Y2, is a pairing

Y1

X
pf1, f2q- Imgpf1, f2q

π̃2
-

π̃1

-

Y2

that is initial w.r.t. all pairings.

I.e., given any pairing p, q1, q2 (as on previous slide), there exists

(a necessarily unique) Imgpf1, f2q
h- P such that h � pf1, f2q � p,

q1 � h � π̃1 and q2 � h � π̃2.

We say that C has image tuples if image pairings exist for all spans.



Let C be a category with local independent structure and with
image tuples.

Given a maps tX
fi- YiuiPI and X

g- Z , we obtain
commuting triangles:

X
pfi , gq - Imgpfi , gq

Z

π̃2

�

g
-

We define the general relation of conditional independence by

KKtfiuiPI | g ô KKZ tpfi , gquiPI

This axiomatics can be used to derive general laws of conditional
independence.
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Local independent products

Let C be a category with local independence structure.

We say that C has local independent products if the independence
structure on each slice C{I has independent products.

Given X
f- Z and Y

g- Z we use the following convenient
notation for f bZ g .

X bZ Y
π2 - Y

X

π1

?

f
- Z

g

?

We call such squares independent product squares. Every such
square is a fortiori independent.



Nominal sets

Local independence

Given tX
fi- YiuiPI from X

g- Z to tYi
- ZuiPI in slice

over Z , define:

KKZ tfiuiPI ô

@i� j P I .@x P X . supppfi pxqq X supppfjpxqq � supppgpxqq .

Local independent product

Given objects X
f- Z and Y

g- Z in slice over Z , define:

X bZ Y :� tpx , yq P X �Z Y | supppxqX supppyq � supppf pxqq u

Name sharing is conditioning!
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Category of V -heaps

Local independence

Given tpL, sq
fi- pLi , si quiPI from pL, sq

g- pL1, s 1q to
tpLi , si q - pL1, s 1quiPI in slice over pL1, s 1q, define:

KKpL1,s 1q tfiuiPI ô @i� j P I . imgpfi q X imgpfjq � imgpgq .

Local independent product

Given objects pL1, s1q
f- pL1, s 1q and pL2, s2q

g- pL1, s 1q in slice
over pL1, s 1q, define:

pL1, s1q bpL1,s 1q pL2, s2q :� pL1 �L1 L2, rs1, s2sq

Shared memory is conditioning!
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Categories of probability spaces

The standard probabilistic notion of conditional independence
defines local independence structure on Prob and Prob0.

Apparently, local independent products don’t exist in general.

We restrict to standard probability spaces (a.k.a. Lebesgue-Rokhlin
spaces).

Trivially, the local independence structure on Prob (resp. Prob0)
restricts to the full subcategory StdProb (resp. StdProb0) on
standard probability spaces.

StdProb0 has local independent products.
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Standard probability spaces and disintegrations

A key feature of standard probability spaces is that every map

pS ,FS ,PSq
Y- pU,FU ,PUq has a disintegration:

� For almost all u P U the fibre Su :� Y�1puq carries the
structure of a standard probability space pSu,FSu ,PSuq.

� For every A P FS , we have: AX Su P FSu , for almost all
u P U; the function u ÞÑ PSupAX Suq is measurable; and

PSpAq �

»
uPT

PSpA | Y � uq dPT

where we write PSpA | Y � uq for PSupAX Suq.

We first use disintegrations to give a conceptually straightforward
definition of the local independent structure on StdProb0, then to
define local independent products.
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Given a commuting triangle in (w.l.o.g.) StdProb0,

S
X

- T

U

Z

�

Y
-

for almost all u P U, the function XæSu : Su Ñ Tu (where
Su :� Y�1puq and Tu :� Z�1puq ) is measure preserving:

pSu,FSu ,PTuq
XæSu- pTu,FTu ,PTuq .



Local independence structure on StdProb0

Given a family tY
Xi- ZiuiPI of maps in the slice category

StdProb0{U, i.e.

S
Xi - Ti

U

Zi

�

Y
-

Define tXiuiPI to be conditionally independent given Y , notation

KKtXiuiPI | Y

if tXiæSuuiPI is an independent family for almost all u P U.



Local independence structure on StdProb0

Given a family tY
Xi- ZiuiPI of maps in the slice category

StdProb0{U, i.e.

S
Xi - Ti

U

Zi

�

Y
-

Define tXiuiPI to be conditionally independent given U, notation

KKU tXiuiPI

if tXiæSuuiPI is an independent family for almost all u P U.



Proposition A commuting square, in StdProb0,

S
X
- T

U

Y

?

W
- V

Z

?

is independent if and only, for almost all u P U, the function
XæSu : Su Ñ TW puq is measure preserving.

pSu,FSu ,PSuq
XæSu- pTW puq,FTW puq

,PTW puq
q

Corollary Independent squares compose.
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Local independent products in StdProb0

Given S - U and S 1 - U in StdProb0.

Define S bU S 1 - U by taking S bU S 1 to be:

pS ,F , Pq bU pS
1,F 1, P 1q :� pS �U S 1, F bU F 1, P bU P 1q

where:

� S �U S 1 is set-theoretic pullback,

� pF bU F 1qu is FSu b F 1
S 1
u

� pP bU P 1qu is PSu b P 1
S 1
u

using the disintegrations for S - U and S 1 - U to specify a
disintegration for S bU S 1 - U, determining the map mod 0.

(Strictly, the measure ppF bU F 1qu, pP bU P 1quq on each fibre
pS �U S 1qu needs to be completed to a standard probability space.)
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The independent-square fibration

Let C be a category with local independence structure.

Let Cind be the category with as objects: morphisms in C; and with
as morphisms from X - I to Y - J: independent squares

X - Y

I
?

- J
?

(Cind is a full-on-objects subcategory of the arrow category CÑ.)

Proposition C has local independent products if and only if the
codomain functor Cind Ñ C is a fibration.



Properties of the fibration

� A morphism in Cind

X - Y

I
?

- J
?

is cartesian if and only if the square is an independent product
diagram in C{J.

� The fibre category over I is isomorphic to C{I .

� For I
u- J in C, the reindexing functor u� : C{J Ñ C{I is

strong monoidal.



The atomic topology

Proposition Suppose C has local independent products. Then the
following are equivalent for a presheaf F : Cop Ñ Set.

� F is a sheaf for the atomic topology.

� F maps independent squares in C to pullbacks in Set.



Further directions

1. Other examples of local indepedence struture and products
related to: computability theory, group theory, . . .

2. Derivation of laws of conditional independence from
categorical structure.

3. Relationship to Dawid’s separoids.

4. Applications to randomness. (Tentative!)


