
Structural induction and coinductionin a �brational setting9 September 1996.Claudio Hermida Bart JacobsDep. Math. & Stat., McGill Univ. Dep. Comp. Sci., Univ. Nijmegen,805 Sherbrooke St. W., P.O. Box 9010, 6500 GL Nijmegen,Montreal, QC, Canada H3G 2K6. The Netherlands.hermida@triples.math.mcgill.ca bart@cs.kun.nlAbstract. We present a categorical logic formulation of inductionand coinduction principles for reasoning about inductively and coin-ductively de�ned types. Our main results provide su�cient criteriafor the validity of such principles: in the presence of comprehension,the induction principle for initial algebras is admissible, and dually,in the presence of quotient types, the coinduction principle for termi-nal coalgebras is admissible. After giving an alternative formulationof induction in terms of binary relations, we combine both principlesand obtain a mixed induction/coinduction principle which allows usto reason about minimal solutions X �= �(X) where X may occurboth positively and negatively in the type constructor �. We fur-ther strengthen these logical principles to deal with contexts andprove that such strengthening is valid when the (abstract) logic weconsider is contextually/functionally complete. All the main resultsfollow from a basic result about adjunctions between `categories ofalgebras' (inserters).IntroductionA well-stablished approach to the semantics of data types is to regard them as(Lambek) algebras for endofunctors T : B ! B on a category B with suitablestructure. Inductive data types correspond to initial algebras (D;TD c! D),in which case T speci�es the signature of constructors of the type and c givesthe interpretation of such constructors in D. Dually, coinductive data typescorrespond to terminal coalgebras (C;C d! TC), where T speci�es the signa-ture of destructors of the data type and d maps an element of the type C toits components. Of course, many other mathematical structures can be under-stood as initial algebras or terminal coalgebras, among the extensive relevantbibliography see e.g. [27, 43, 31, 45, 1, 19, 41, 15, 38, 16, 17, 21]. See also [9, 10]for an experimential programming language CHARITY, which essentially onlycontains algebras and coalgebras (and iterated combinations of these, which we1



do not consider here in detail, but see the comments before xx3.1).Once the object of study has been singled out by a universal property (suchas initiality/terminality of algebras/coalgebras), this property becomes the maintool to infer properties about the object. In fact, a main point of this paper is toformulate, in a canonical fashion, an induction principle for initial algebras anda coinduction principle for terminal coalgebras, considering polynomial functorsT : B ! B , built up from the (universal) structure of the category B . Morespeci�cally, we concentrate on bicartesian (closed) categories, together with theassociated class of endofunctors determined by such structure.We wish to consider logical propositions over (co-)algebras. Such proposi-tions will be the formulas '(x) of a predicate logic, possibly containing freevariables x ranging over types A. Categorically we capture such a logic by a�bration P#pB (with suitable structure) over the category B , where we think ofthe objects of the total category P as formulas (or propositions) in context andthose of the base category B as types. The functor p sends a proposition to itsunderlying context, containing the types of its free variables. A typical case isthe `internal logic' �bration Sub(B)#B , where Sub(B ) is the category of subobjects:objects are subobjects (X � I), and morphisms (X � I) ! (Y � J) aremaps between the underlying objects I ! J which commute with the givensubobjects. The analysis we present will show that logical principles such as(co-)induction arise from the relationship between the (universally determined)structure of the total category P and the structure of the base category B . Thelogical interpretation of this relationship hinges on the fact that the structureof P can be inferred from suitable structure of the �bration p. The structureof p that interests us here corresponds to (the interpretation) of connectivesand quanti�ers (among other logical operations) of the predicate logic which itrepresents.Within this setting, we make a fundamental conceptual identi�cation: aninductive predicate P 2 PD (in the total category P) for an algebra c:TD! D(in the base category) amounts to an algebra f : Pred(T )P ! P in the totalcategory, over the given algebra (D; c). The functor Pred(T ):P! P is de�nedvia the polynomial structure of T ; that is, Pred(T ) is built with the same typeconstructors (products, coproducts and exponentials) as T in the category P.A dual observation applies to coinductive relations|sometimes called (strong)bisimulations [43]|and coalgebras.Once such analysis is carried out, we will be in position to give su�cientcriteria for the validity of the induction and coinduction principles, which con-stitute the main results of the paper. Given the nature of the conditions weimpose, we can present these results (Theorem 5.1) as admissibility proper-ties of constructive predicate logic (taking proofs into account):� if the logic admits comprehension, it satis�es the induction principle forinitial algebras of (polynomial) endofunctors;� if the logic admits quotients of relations , it satis�es the coinduction prin-ciple for terminal coalgebras of (polynomial) endofunctors.The second result is essentially the dual of the �rst. To make this dualityexplicit, we give a reformulation of induction, originally stated for predicates, in2



terms of binary relations. We further prove these two formulations of inductionto be equivalent under mild exactness conditions (Theorem 3.4).We are then able to combine induction and coinduction to give a reasoningprinciple for recursive data types, involving mixed variance functors, typicallythe exponential functor ): B op � B ! B , based on Freyd's analysis of suchrecursive types in terms of initial/terminal algebras on self-dual categories, cf.[16, 38]. The validity of this principle in the presence of comprehension andquotients seems to be the major novelty of this work from the point of view of(constructive) logic (see Theorem 6.4).We �nally analyse another intrinsic property of �rst-order predicate logicwith respect to induction/coinduction, namely the `stability' of such principlesunder the addition of indeterminates. Such stability property is necessary if wewish to use these principles in arbitrary contexts (of data and propositions).This is the case when we de�ne functions of several arguments by induction onone of them (e.g. addition of natural numbers); the remaining arguments areconsidered �xed (but arbitrary) constants and play the role of a context. Atthe logical level we may have assumptions about such arguments, which forma propositional context. It is in the presence of these `data with propositionalhypotheses' context that we wish to apply the induction/coinduction principles.The logical properties involved to guarantee such stability are contextual andfunctional completeness as formulated in [22]. They amount to representabilityconditions with respect to the addition of indeterminates . Functional complete-ness guarantees the stability of initial algebras (and hence of their associatedinduction principle), while contextual completeness does the same with respectto terminal coalgebras (and coinduction), see Theorem 7.6.Applications of coinduction principles occur prominently in [15] (internal fullabstraction for the lazy lambda calculus) and in [38] (adequacy and strong ex-tensionality for operational semantics). Both references are primarily concernedwith (abstract) domain theory. Here we give an abstract analysis of inductionand coinduction principles in the spirit of categorical logic, which achieves theright level of abstraction required to combine the salient features of the aboveapproaches: we use an abstract notion of predicate (and of relation) as embod-ied by the notion of �bration similar to [38], but unlike this latter, we use thepolynomial structure of the functor to de�ne its `relational lifting' (via logicalpredicates). Hence the functor de�ning the data type canonically determinesits lifting, a desideratum of the approach in [15].It is worthy to emphasise the conceptual simplicity and technical economyof the present work: all the admissibility and stability results are immediateconsequences of a basic result about adjunctions between categories of alge-bras (Theorem A.5). Although the result could be proved by direct calculationfor ordinary categories, the 2-categorical version is equally simple to prove viauniversality of inserters, and makes the result applicable to the stability of theinduction/coinduction principles in xx7, where we work in the 2-categoryCat!.Since this purely 2-categorical excursion about the functoriality of inserters maybe distracting in the main text, we relegate it to the Appendix.The paper is organised as follows: in the next section we discuss some con-crete examples of induction and coinduction principles to motivate their sub-sequent formal treatment. We continue with another preliminary section con-taining background material. In xx3 we start with the actual content of the3



paper: the formulation of the induction principle for T -algebras as an exactnesscondition. This is further elaborated in xx3.1, where the principle is reformu-lated for binary relations in terms of equality, in order to exhibit patently theduality of induction and coinduction for coalgebras. We brie
y touch uponthe relationship between induction principles for algebras of di�erent functorsin xx3.2. In xx4 we formulate the coinduction principle for coalgebras, whilein xx5 we give su�cient criteria for the validity of the induction and coinductionprinciples; the criteria consist of e�ectively guaranteeing the relevant exactnessconditions via the existence of adjoint functors. In xx6 we combine our previousformulations of induction and coinduction into a mixed principle suitable forminimal invariants of mixed variance polynomial functors T : B op � B ! B . Weconclude in xx7 by strengthtening our formulations of logical principles to makethem stable under weakening of context, so that the principles can be applied inarbitrary contexts, rather than the empty one (which was the case consideredup to this point). We also extend our criteria of validity to incorporate thisstable version, by recourse to contextual and functional completeness.1 Examples of induction and coinductionThis section analyses examples of induction and coinduction, providing moti-vation for their formal treatment in xx3 and xx4. We consider both de�nitionand reasoning by induction. For example, on an (initial) algebra of lists (ofsome �xed type A) with constructors nil: 1 ! list(A) for the empty list andcons:A � list(A) ! list(A) for adding an element to a list, we can inductivelyde�ne a length map len: list(A)! N by the two clauseslen(nil) = 0; len(cons(a; `)) = S(len(`));where 0 and S are the zero and successor constructors of the natural numbersN. Formally we de�ne len: list(A) ! N as the unique algebra map from theinitial algebra of lists to the set of natural numbers, suitably equipped with alist-algebra structure 1! N, A� N ! N as inlist(A) //len _____________ N1 +A� list(A)OO[nil; cons] //1 +A� len _________ 1 +A� NOO [0; S � �0]This is de�nition by induction. Reasoning by induction involves predicates(or relations): for a predicate P � list(A), assuming that P (nil) and P (`) )P (cons(a; `)) hold (for each a 2 A and ` 2 list(A)), we conclude that P mustbe the whole of list(A). That is, every predicate (on the initial algebra) whichis closed under the operations of the algebra must be the whole set (or mustcontain the truth predicate, as we shall say later). This requirement that Pis closed under the operations of the algebra is expressed abstractly by thecondition that P itself carries an algebra structure, in a category of predicates.In our analysis, validity of this induction principle follows from comprehension:the algebra structure on P in a category of predicates can be transferred to analgebra structure on the associated set fPg = f` 2 list(A) j P (`)g in the category4



of sets. Initiality of list(A) then yields a unique algebra map list(A) 9 9 KfPg.From this it follows that P (`) holds for all ` 2 list(A), because comprehensionf�g is right adjoint to `truth'.Alternatively we may express induction in terms of (binary) relations: ifR � list(A) � list(A) is a relation on lists satisfying R(nil; nil) and R(`; `0) )R(cons(a; `); cons(a; `0)) for all a 2 A, then R must be re
exive. That is, theinduction principle for relations says that relations which are suitably closed un-der the operations (congruences) must contain the equality relation. Thus truthpredicates and equality relations play a fundamental role in the formulation ofinduction (as a reasoning principle).We turn to coinduction, which is a less familiar notion. Coinduction is as-sociated with (terminal) coalgebras like induction is to (initial) algebras. Coal-gebras X ! TX of a functor T may be understood as abstract dynamicalsystems, consisting of a state space X together with a transition map, or `dy-namics', X ! TX , acting on X . We also consider both de�nition and reason-ing by coinduction. For example, consider a (deterministic, partial) automatonconsisting of a state space X , an attribute or output map at:X ! O and aprocedure pr:X � � ! 1 + X . For every state s 2 X and every symbol ain the input alphabet � we get a result pr(s; a) 2 1 + X . If pr(s; a) 2 X thecomputation is succesful and yields a new state, but in case pr(s; a) = � 2 1,the computation is unsuccesful (and the automaton halts). Such an automatonmay be identi�ed with a coalgebra X ! O � (1 +X)�. The behaviour of theautomaton in a speci�c state s 2 X tells us what we can observe externally, byconsidering the possible output value in O resulting from a sequence of inputsin �� =`n�0 �n. Such observations form a setC = f': �� ! 1 +O j '(hi) 6= � and 8� 2 ��:8a 2 �:'(�) = � ) '(a � �) = �g:For this set C, we have attribute and procedure operationsC �! O C �� �! 1 + C' 7�! '(hi) ('; a) 7�! � � if '(hai) = ���: '(a � �) otherwise.and thus forms the state space of an automaton. The induced map C ! O �(1 +C)� is the terminal coalgebra: for an arbitrary automaton on X as above,we get a unique mediating map f in a situation:X //f ______________��hat; pri C��O � (1 +X)� //O � (1 + f)� _________ O � (1 + C)�This map f sends a state s 2 X to the function f(s): �� ! 1+O in C given byf(s)(hi) = at(s) f(s)(a � �) = � � if pr(s; a) = �f(pr(s; a))(�) otherwise.5



An (applicative) bisimulation relation on such a coalgebra automaton of theform hat; pri:X ! O�(1+X)� is a relation R � X�X on the states satisfying:R(x; y)) 8><>: at(x) = at(y); andfor each a 2 �: pr(x; a) 2 X i� pr(y; a) 2 X ,and in that case R(pr(x; a); pr(y; a)).We call two states x; y 2 X bisimilar, and write x $ y, if there is an applica-tive bisimulation R � X � X with R(x; y). This is equivalent to saying thatbisimilarity is the union of all bisimulation relations.The coinduction principle says that bisimilar elements x; y have the samebehaviour: f(x) = f(y) in C. More abstractly, it says that every bisimulationis contained in the kernel relation of the unique map to the terminal coalgebra.The task of showing that states have the same behaviour is thus reduced toshowing that they are contained in some relation R which is suitably closedunder the coalgebra operations. Such a relation R carries a coalgebra structurein a category of relations. In our analysis the coinduction principle holds in thepresence of quotients: the coalgebra structure on R in the category of relationscan be transferred to a coalgebra structure on the quotient set X=R in thecategory of sets. We get a unique coalgebra map X=R 9 9 KC, and thus a mapof relations R ! Eq(C), since quotients are left adjoint to equality. Henceelements related by R are equal when mapped to C.2 PreliminariesIn this section we explain the relevant technical notions that will be used inour abstract treatment of induction and coinduction from xx3 onwards. Theseare: algebras and coalgebras for polynomial endofunctors on bicartesian (closed)categories (2.1), logic interpreted in (bicartesian) �brations (2.2), including com-prehension and quotients (2.3), lifting of polynomial functors to �bred categories(2.4) and transfer of adjunctions to categories of (co)algebras (2.5).2.1 Algebras and coalgebras of polynomial functorsLet B be a category and T : B ! B an endofunctor on B . An algebra (or,a T -algebra, to be explicit) is an object X 2 B together with a morphisma:TX ! X . The object X is called the carrier, and the map a is the structure.As an example, the lists list(A) of type A in the previous section are algebras1 + A � list(A) ! list(A) of the functor T (X) = 1 + A � X on B = Sets.A morphism of algebras (or an algebra map, for short) from (a:TX ! X)to (b:TY ! Y ) is a morphism f :X ! Y in B between the carriers whichcommutes with the structures: f � a = b � Tf . We write Alg(T ) for thecategory of algebras of the functor T . Initial algebras|i.e. initial objects in thecategory Alg(T )|play a special role in data type theory, see e.g. [18, 49]. Astandard result, due to Lambek, is that for an initial algebra a:TX ! X , a isan isomorphism.Dually a T -coalgebra is a morphism of the form c:X ! TX. The object Xis called the carrier or the state space, and the map b is called the structure,the transition map, or the dynamics of the coalgebra. A morphism of coalge-bras from (c:X ! TX) to (d:Y ! TY ) is a morphism f :X ! Y in B with6



d � f = Tf � c. We write CoAlg(T ) for this category of coalgebras. Note thatCoAlg(T ) is (Alg(T op))op, where T op is the induced functor B op ! B op . Termi-nal coalgebras will be of most interest; their structure maps (or dynamics) areisomorphisms, dualizing the above observation for initial algebras. Both thesecategories of algebras and coalgebras can be characterised as inserters (see theAppendix for the relevant technical details).We shall be especially interested in so-called polynomial functors T . Theyare built up from the identity, constants, and �nite products and coproducts.Formally, call B a bicartesian category if it has �nite products (1;�) and co-products (0;+). We do not require any distributivity at this stage. The class ofpolynomial functors B ! B is inductively de�ned by the following clauses.(i) The identity functor is polynomial, and for each object A 2 B , the con-stant functor X 7! A is polynomial; this includes the special cases A = 1,A = 0.(ii) If T; S: B � B are polynomial functors, then so are the product andcoproduct (in the category Cat(B ; B ) of endofunctors on B ):X 7! T (X)� S(X) and X 7! T (X) + S(X):For example, the functor X 7! 1+A�X used for lists in the previous sectionis polynomial. And the automaton functor X 7! O � (1 + X)� is polynomialif the input alphabet � is �nite: if it has n elements, then we can write thisfunctor as X 7! O � (1 +X)� � � � � (1 +X)| {z }n times :2.2 Bicartesian �brationsIn the previous subsection we have considered a functor T on a category B ,where we think of the objects of B as sets or types, and regard T as a signatureof type constructors. In order to reason about such a situation we need alogic, consisting of a category P of predicates on types. This is formalisedby requiring a functor P ! B , which is a �bration (see [32, 33, 35, 23] foran exposition of this point of view). For an object A 2 B , we write PA forthe subcategory of objects and maps of P that get sent to A. This is thecategory of predicates on A. The �bration gives us (using the Axiom of Choice)for every morphism u:A ! B in B a substitution functor u�:PB ! PA. Amorphism from a �bration � P#pB � to another �bration � Q#qA � consists of apair of functors K: B ! A between the base categories and H :P! Q betweenthe total categories, which commutes with the �brations: K � p = q � H , andwith substitution: H(u�(X)) �= K(u)�(HX), canonically. We then call H a�bred functor. A 2-cell (K;H) ) (K 0; H 0) between two such morphisms of�brations consists of two natural transformations �:K ) K 0, �:H ) H 0 withq� = �p. This sets up the 2-category Fib of �brations.Just like we have used bicartesian categories above, we consider bicartesian�brations , meaning that we have bicartesian structure both in the base categoryB and in the total category P of a �bration P#pB in such a way that the func-7



tor p (strictly)1 preserves this structure. The following result shows how this(global) bicartesian structure can be obtained from �brewise (local) bicartesianstructure. The formulations of the induced global products and coproducts aresometimes referred to as the \logical predicate" formulas, cf. [20].2.1. Lemma. (i) Consider a �bration P#pB with �bred cartesian structure (i.e.cartesian structure in every �bre, which is preserved by substitution functorsu�). Assume that the base category B also has bicartesian structure, the �breshave �nite coproducts and the substitution functors ��:PA+B ! PA (along co-projections) have left adjoints `�. Then the total category P has bicartesianstructure, which is strictly preserved by the functor p.(ii) If additionally the substitution functors preserve �nite coproducts and thefollowing diagrams are pullback squares in BA //u��� A0�� �A+B //u+ v A0 +B0and the coproducts `� satisfy the Beck-Chevalley condition with respect to thesepullback squares, then the induced functor +:P � P ! P from (i) is a �bredfunctor, so that p becomes a bicartesian object in the 2-category of �brations.Proof. The terminal object 1 2 P1 in the �bre over 1 2 B is terminal object inP, and similarly the initial object 0 2 P0 over 0 2 B is initial in P. The productand coproduct in P of X 2 PA and Y 2 PB are respectively��(X)� �0�(Y ) 2 PA�B and `�(X) +`�0(Y ) 2 PA+Bwhere �;+ refer to the product and coproduct in the �bre. The Beck-Chevalleycondition in (ii) is used to show that the coproduct functor is �bred. 2The additional conditions in the second point of the lemma do not hold inall of our examples. They are not needed for the theory below.2.2. Examples. (i) The (classical) logic of predicates over sets is capturedby the �bration Sub(Sets)#Sets of subobjects of sets. It satis�es the conditions ofthe lemma, and hence is a bicartesian �bration. For instance, the product ofpredicates X � A and Y � B is the predicate f(x; y) j x 2 X^y 2 Y g � A�B.More generally, for every regular category B , the associated subobject �bra-tion Sub(B)#B is bicartesian. Furthermore, if B has disjoint and universal �nitecoproducts (0;+), e.g. if B is a topos, the �bration satis�es the additional hy-pothesis of Lemma 2.1.(ii).(ii) Let !-Cpo? be the category of pointed !-cpos and strict continuousfunctions. Objects are posets with a bottom element ? and least upper bounds(lub's) of !-chains (xn)n2N (where xn � xn+1). The morphisms are monotone1It is an easy coherence result that we can assume such structure to be preserved on-the-nose. 8



functions which preserve bottoms and lubs of chains. Call a subset X � A ofA 2 !-Cpo? admissible if it contains ? and is closed under lubs of chains. LetASub(!-Cpo?)#!-Cpo? be the �bration of these admissible subsets over !-cpos. This�bration is bicartesian by Lemma 2.1.(i), since the coprojections �:A ,! A+Bare themselves admissible, so that we have coproducts `� by composition andBeck-Chevalley holds.The category !-Cpo? has �nite products in the usual way. However, it isnot cartesian closed, but monoidal closed. The relevant tensor 
 is the \smashproduct" (or \wedge product" as it is called for pointed topological spaces) inwhich elements of the form (x;?) and (?; y) are identi�ed with (?;?). Thistensor classi�es bi-strict morphisms, that is, morphisms strict in each argumentseparately. The associated internal hom is the !-cpo of strict continuous func-tions (with pointwise order).(iii) We consider metric spaces (M;d) where the distance function d is re-stricted to take values in the unit interval [0; 1]. (This can always be en-forced without changing the topology.) An ultrametric space is one in whichthe triangular inequality is strengthened to: d(x; z) � maxfd(x; y); d(y; z)g(with `max' instead of `+' as for ordinary metric spaces). As morphisms be-tween (ultra)metric spaces we take the non-expansive functions: those f withd(f(x); f(y)) � d(x; y). An (ultra)metric space is complete if every Cauchysequence has a limit. We write Cms and Cums for the categories of complete(ultra)metric spaces. We consider these with the �brations ClSub(Cms)#Cms andClSub(Cums)#Cums of closed subsets (i.e. those subsets which are closed under limitsof Cauchy sequences). These satisfy the hypothesis of Lemma 2.1.(i)|and of(ii) as well|and hence are bicartesian �brations. For more background infor-mation see [4, 44], and [6] for applications to the semantics of programminglanguages.For completeness we recall that the cartesian product of two metric spaces(M1; d1) and (M2; d2) has the productM1�M2 as underlying set, with distanced�(hx1; x2i; hy1; y2i) = maxfd1(x1; y1); d2(x2; y2)g:We will additionally consider a tensor product 
 of metric spaces, which alsohas the cartesian product as underlying set. Its distance is given by `+' insteadof `max', whereby we take care to stay within the [0; 1] interval:d
(hx1; x2i; hy1; y2i) = minf1; d1(x1; y1) + d2(x2; y2)g:This tensor classi�es bi-non-expansive maps. The category Cms is monoidalclosed2 and the categoryCums is cartesian closed. In both cases the exponential(or internal hom) M1 ) M2 is the set of non-expansive functions M1 ! M2with distance between f; g:M1 �M2 given by supremum:d)(f; g) = supx2M1 d(f(x); g(x)):(iv) Finally we sketch a syntactic example. Assume we have a predicate logicover some (simple) type theory. This involves a category T of types. Objects2Interestingly, the monoidal structure on !-Cpo? admits contraction (via diagonals) andthe monoidal structure on Cms admits weakening (via projections), see [24].9



are types A, and morphisms A ! B are equivalence classes (with respect toconversion) of terms x:A `M :B. We shall assume �nite product types (1;�)and coproduct types (0;+) in this calculus (see e.g. [26] for details).On top of this category T of types there is a category L of predicates ontypes, which gives us the logic. Objects of L are propositions (x:A ` ':Prop)in context (or predicates); and morphisms (x:A ` ':Prop) ! (y:B `  :Prop)in L are morphisms A ! B in T , say given by a term x:A ` M :B, togetherwith (a derivation of) the entailment x:A j ' `  [M=y]. There is an obviousprojection functor L#T which sends a predicate (x:A ` ':Prop) on A to itsunderlying type A. It is a (split) �bration, with substitution functors given bysyntactic substitution of terms in predicate formulas.Let us assume that we have \coherent" logic, with propositional connec-tives >;^;?;_ for �nite conjunctions and disjunctions, existential quanti�ers9x:A:� and equality predicate =A for each type A. Then the category L ofpredicates has �nite products and coproducts. For example, the coproduct ofpredicates (x:A ` ':Prop) and (y:B `  :Prop) is the predicate ' +  onz:A+B given by('+  )(z) = (9x:A: z =A+B �x ^ '(x)) _ (9y:B: z =A+B �0y ^  (y)):Some additional logical assumptions are needed to make this + a �bred functorL � L ! L.In all of these examples the �bre categories are pre-orders. This means thatthe �brations model provability (that is, they account only for the existence ofproofs or derivations). The theory that we develop applies to the more generalsituation with proper �bre categories, and hence to a logic with explict proofs.Universality takes care of the commutativity conditions inductive proofs mustsatisfy.Besides categories of predicates we shall be using categories of (binary) re-lations. They can be obtained as follows. For a �bration P#pB with cartesianproducts � in its base category B , form the �bration Rel(P)#B of relations bychange-of-base (pullback): Rel(P) //�� P�� pB //A 7! A�A BThus the �bre category Rel(P)A over A 2 B is the �bre category PA�A of binaryrelations on A. We have the following elementary result.2.3. Lemma. Let P#pB be a �bration as in Lemma 2.1.(i) with distributivecoproducts in its base category. Then the associated category of relations Rel(P)is also bicartesian, and the functor Rel(P)! B strictly preserves this structure.If the �bration p additionally satis�es the assumptions in (ii), then the inducedcoproduct functor +:Rel(P)�Rel(P)! Rel(P) is a �bred functor.10



Proof. If coproducts + in B are distributive, then we have left adjoints tosubstitution functors (���)�:P(A+B)�(A0+B0) ! PA�A0 , namely via adjoints ofthe compositeA�A0 //� //�� �A�A0 +A�B //� (A�A0 +A�B0) + (B �A0 +B �B0)o(A+B)� (A0 +B0) 2In all of the examples listed above the base category has distributive coprod-ucts, so the result applies.2.3 Comprehension and quotientsAssume every �bre category PA of a �bration P#pB has a terminal object, callit 1(A), or 1A, and such objects are stable under substitution, i.e. they arepreserved by substitution functors: for any u:A! B, u�1B �= 1A. Such (�bred)terminal objects amount to a functor 1: B ! P, (�bred) right adjoint to thefunctor p. In the logical view of (bicartesian) �brations, these �bred terminalobjects correspond to the (constantly) truth predicates over types.2.4. De�nition (After [30, 13]). A �bration P#pB with terminal object functor1: B ! P is said to admit comprehension if this functor 1 has a right adjoint.We usually write it as f�g:P! B .As for the examples in xx2.2, subobject �brations always admit comprehen-sion, by choosing for a subobject (X � I) a domain object X in the basecategory. The same applies to the �brations of admissible subsets over !-cpos,and of closed subsets over (ultra-)metric spaces. For the syntactic example L#Tcomprehension amounts to forming the extent of a predicate, that is, the typeof all values where it (provably) holds:(x:� ` ':Prop) 7! ( ` fx:� j 'g:Type):The adjunction 1 a f�g gives us appropriate introduction and elimination rulesfor such `comprehension types'.We turn to quotients. Here the situation is that quotients are left adjoints toequality. So we �rst have to say what it means for a �bration to have equality.This in turn involves left adjoints to contraction functors.2.5. De�nition (From [30]). Let P#pB be a �bration with cartesian products �in B . The �bration p is said to admit equality if for each object A 2 B the \con-traction" functor ��A:PA�A ! PA, induced by the diagonal �A = hid; idi:A �A�A on A, has a left adjoint `�A .In case the �bration has �bred terminal objects 1(A) 2 PA for A 2 B , wewrite Eq(A) def= `�A(1(A)) 2 PA�A = Rel(P)Afor the equality relation on A. The assignment A 7! Eq(A) extends to a functorEq: B ! Rel(P); the morphism part of this functor expresses that morphisms(in the base B ) map `equal arguments to equal results'.11



2.6. Remarks. (i) The substitution functors ��A:PA�A ! PA give rise to aglobal functor ��:P ! Rel(P). The adjunctions `�A a ��A between the �bresinduce a global left adjoint `� : Rel(P)! P to ��. The equality functor is thenthe composite (B //Eq Rel(P)) = (B //1 P //`� Rel(P))Hence, if a �bration has comprehension, the equality functor has a right adjointf�g � �� by composition. The converse also holds: if K: Rel(P) ! B is rightadjoint to Eq, then K�� is right adjoint to 1.(ii) The functor Eq: B ! Rel(P) is characterised by the following univer-sal property: regarded as a morphism of �brations, Eq:� B#idB � ! � Rel(P)#B �it is the absolute lifting (in the sense of [48]) of the terminal object functor1:� B#idB � ! � P#pB � along ��:� Rel(P)#B � ! � P#pB �. The 2-cell �:1 ) ��Eqis (pointwise) the proof of re
exivity; universality renders Eq(A) as the leastre
exive relation on A.2.7. De�nition (From [25]). A �bration P#pB with equality as above admitsquotients if the equality functor Eq: B ! Rel(P) has a left adjoint.In all of the examples of 2.2 we have equality. It is usually given by thediagonal relation A ,! A�A (which is admissible over !-cpos, and closed overmetric spaces).It is not hard to show that the subobject �bration Sub(B)#B of a regular cate-gory B has quotients if and only if B has coequalisers. Similarly for admissiblesubsets over !-cpos and closed subsets of metric spaces quotients are given bycoequalisers. (For coequalisers in !-cpos, see [14, 34] and in metric spaces,see [4, 44].) In the predicate logic example quotients are an extra feature of thelogic, given by a mapping(x:�; x0:� ` R(x; x0):Prop) 7! ( ` �=R:Type)with suitable introduction and elimination rules provided by this adjunction(see [25]).2.8. Remark. What we have de�ned above is the quotient of an arbitraryrelation. Set theoretically, it is the quotient by the least equivalence relationgenerated by the given relation. In a diagram:ER(P)�� � _�� Q0B 55Eqa kkkkkkkkkkkkkkk ))Eqa SSSSSSSSSSSSSSS Rel(P)__ Q 12



where ER(P) is the full subcategory of Rel(P) of equivalence relations, Q isthe quotient functor as de�ned above, and Q0 is the quotient on equivalencerelations only (as they are usually presented). Suppose that we can freely formthe equivalence relation generated by a relation, i.e. that the inclusion ER(P) ,!Rel(P) has a (�bred) left adjoint F , then having an adjoint Q is the same ashaving an adjoint Q0.(For this observation it is simpler to consider a pre-ordered �bration, sothat it is unambiguous what the category ER(P) of equivalence relations is.See [36, 37] for further details about categories of relations on non-pre-ordered�brations.)Below we are interested in situations where the truth and equality functorspreserve �nite products and coproducts. We list a few easy observations.2.9. Lemma. (i) A terminal object functor 1 always preserves products, sinceit is a right adjoint.(ii) If a �bration admits comprehension, 1 preserves coproducts.(iii) If 1 preserves coproducts, then so does the equality functor Eq, by Re-mark 2.6.(i).(iv) If a �bration has quotients, then Eq preserves products. 2Having a terminal object functor 1: B ! P of a �bration P#pB preserve �nitecoproducts (0;+) means that:� the terminal object 1(0) 2 P0 in the �bre over the initial object 0 2 Bis initial in P. Equivalently, 1(0) is initial in P0, see Lemma 3.5 below.But this means that the initial and terminal object in the �bre P0 over 0coincide, and thus that P0 is (equivalent to) the terminal category (oneobject, one arrow).� for each pair of objects A;B 2 B there is a canonical isomorphism`�(1A) +A+B `�0(1B) �=�! 1(A+B):This last condition essentially means that the union of the images of thecoproduct coprojections �; �0 cover the coproduct object A + B 2 B , in thesense that every element of A + B must come from either A or B. We notethat these conditions are satis�ed for instance, when we consider internal logic�brations, i.e. �brations in which the predicates are the subobjects of the basecategory, provided coproduct coprojections �; �0 are monic, or more generally,when we consider �brations with comprehension, as in (ii) of the above lemma.The requirement that the equality functor Eq preserve products and co-products amounts to an extensionality condition, expressing that equality isstructurally determined. This means that equality of elements on a productobject is given componentwise, while equality on a coproduct object holds if theelements are both in the same component and equal therein.2.4 Lifting functors to predicates and relationsIn this subsection we show how a polynomial functor T acting on a category oftypes can be lifted (by induction on the structure) to a functor Pred(T ) acting13



on predicates, and to a functor Rel(T ) acting on relations. We shall use suchlifted functors Pred(T ) to capture inductive predicates on algebras in xx3, andRel(T ) for congruences in xx3.1 and coinductive relations on coalgebras in xx4.2.10. De�nition. Let P#pB be a �bration where P is bicartesian over B , withterminal object functor 1: B ! P.(i) A polynomial functor T : B ! B on the base category is lifted to a poly-nomial functor Pred(T ):P ! P, called the logical predicate lifting of T , byinduction on the structure of T . The bicartesian structure of B used in T isreplaced by the bicartesian structure in P. Every constant A 2 B occurring inT is replaced by the \truth" constant 1(A) 2 P in Pred(T ).(ii) Similarly, if the �bration has an equality functor Eq: B ! Rel(P), thensuch a polynomial functor T can be lifted to a functor Rel(T ): Rel(P)! Rel(P),called the logical relation lifting of T , by induction on the structure of T . Nowwe replace a constant A 2 B occurring in T by the \equality" contant Eq(A) 2Rel(P) in Rel(T ).For the functor T = 1 + A� ( ), whose initial algebra is the type of lists ofelements of A, the logical predicate lifting is Pred(T ) = 1 + 1(A) � ( ), as anendofunctor on P. And for the functor T = A� ( ), whose terminal coalgebra isthe type of streams (or in�nite lists) of elements of A, the logical relation liftingis Rel(T ) = Eq(A) � ( ).Notice that because functors P#B and Rel(P)#B strictly preserve the bicartesianstructure we have by construction commuting diagramsP //Pred(T )�� P��B //T B and Rel(P) //Rel(T )�� Rel(P)��B //T BThe following will be used later.2.11. Lemma. Consider P#pB and T : B ! B as above.(i) If 1: B ! P preserves �nite coproducts, then predicate lifting commuteswith truth: there is a (canonical) natural isomorphism Pred(T ) � 1 �==) 1 � Tas on the left diagram below.(ii) If Eq: B ! Rel(P) preserves both products and coproducts, then relationlifting commutes with equality: Eq � T �==) Rel(T ) � Eq, canonically, as in theright diagram:P //Pred(T ) P Rel(P) //Rel(T ) Rel(P)�#�=?????? �#�=??????BOO1 //T BOO 1 BOOEq //T BOO EqProof. By induction on the structure of T . 214



2.5 Transfer of adjunctionsIn this section we mention the main technical result about transfer of adjunc-tions to categories of algebras and coalgebras. Part of this result occurs (inde-pendently) in [5]. An abstract proof using the characterization of categories of(co)algebras as interters is given in the Appendix.2.12. Theorem. Consider a natural transformation �:SF ) FT in a situa-tion A //S A�#�??????BOOF //T BOO F then it induces a functor Alg(S)Alg(T )OO Alg(F )given by (TX f! X) 7! (SFX �X! FTX Ff! FX).And if � is an isomorphism, then a right adjoint G to FA �� GaBFFF induces a right adjoint Alg(S)�� Alg(G)aAlg(T )GGAlg(F )where the functor Alg(G) arises from �:TG ) GS, the adjoint transpose ofFTG �= SFG S"=) S. 2We shall not prove this result here, because it is an instance of Theorem A.5in the Appendix, which describes the construction T 7! Alg(T ) as a special caseof a 2-functorial inserter construction Ins( ; ), namely as T 7! Ins(T; id).There is a dual version of the previous theorem, by applying the above inCatco.2.13. Corollary. For functors B T�! B , B G�! A , A S�! A , a natural trans-formation �:GS ) TG induces a functor CoAlg(G): CoAlg(S) ! CoAlg(T ).Furthermore, if � is an isomorphism, then, a left adjoint F a G induces a leftadjoint CoAlg(F ) a CoAlg(G). 23 Induction principle for T -algebrasHaving laid down the technical prerequisites in the previous section, we arenow ready to tackle the main topic of the paper, namely the formalisationof induction (and later on, coinduction) principles for T -algebras (T : B ! B )relative to a logic embodied by a bicartesian �bration over the base category B .Consider a bicartesian �bration P#pB and a polynomial endofunctor T : B !B , toghether with its logical predicate lifting Pred(T ):P ! P. The crucialobservation for the formulation of the induction principle for T -algebras, moti-vated by the analysis of the examples in xx1, is that inductive predicates (thosepredicates which are closed under the operations of the underlying T -algebra)15



correspond precisely to Pred(T )-algebras (over the given T -algebra). That is,inductive predicates are the objects of the total category of the �brationAlg(Pred(T ))��Alg(p) (Pred(T )P f�! P )��_Alg(T ) (p(Pred(T )P ) = T (pP )�!pf pP )obtained by Theorem 2.12 (or by the functoriality of inserters, examined inthe Appendix). The induction principle asserts that an inductive predicate isprovably true in the image of the unique map from the initial algebra to itsunderlying T -algebra. In other words, the predicate holds on the \reachablepart" (see [49]) of the underlying algebra. In categorical terms this can beexpressed as follows: given an initial T -algebra a:TX ! X , the Pred(T )-algebraPred(T )(1X) ! 1TX 1(a)�! 1X is an initial Pred(T )-algebra; this guarantees theexistence of an appropriate morphism into a given inductive predicate, whichcorresponds to the proof of the property abovementioned. Finally notice thatthis initial Pred(T )-algebra is the image of the given initial T -algebra underthe functor Alg(1): Alg(T ) ! Alg(Pred(T )), induced by the adjunction p a 1(Theorem 2.12): P��p a@AGFPred(T ) ED ��B __ 1GF@AT BC OO yielding Alg(Pred(T ))��Alg(p) aAlg(T )[[ Alg(1)We thus arrive at the following formulation.3.1. De�nition (Induction principle in a �bration). Let P#pB be a bicartesian�bration, and let T : B ! B be a polynomial functor. The �bration p satis-�es the induction principle w.r.t. T if the induced functor Alg(1): Alg(T ) !Alg(Pred(T )) preserves initial objects.Logically, the principle can be formulated as follows. Let !:D ! X be theunique algebra map from the initial T -algebra c:TD �=! D to the T -algebras:TX ! X , and let P 2 PX be a predicate on X . We then have the followinginference rule. x:X j Pred(T )(P )(x) ` P (sx)d:D j ; ` P (!d)(where we have written the empty proposition context ; for the truth predicate1D on D.) The antecedent of the rule says that P has a Pred(T )-algebrastructure over s:TX ! X , while the conclusion says that P holds in the imageof the algebra map !:D ! X (i.e. in the `reachable part' of X).In the example involving lists in xx1 we have D = A� = list(A) as initialalgebra. For an arbitrary algebra s = [u; h]: 1 + A � X ! X and predicateP � X , the premise Pred(T )(P )(x) ` P (sx) of the rule amounts to ` P (u) and16



P (x) ` P (h(a; x)). The conclusion is that P (!�) holds for all � 2 A�, where!:A� ! X is the unique map of lists given by !hi = u and !(a � �) = h(a; !�). Inparticular, for P � D, we get the standard `list induction' principle: if P (nil)and P (`) ` P (cons(a; `)) (for arbitrary a:A) then P (`) holds (for arbitrary`:D).Notice that for the functor T (X) = 1+X an initial algebra is a natural num-bers object (NNO) 1 + N �=! N . If induction holds, then the truth predicate1(N) on N is initial algebra of the lifted functor Pred(T )(P ) = 1 + P . Henceit is a NNO in the category of predicates. In this way, our formulation of theinduction principle admits iterated use of initial algebra de�nitions, meaningthat we can use initial algebras of polynomial endofunctors as constant objectsinvolved in the de�nition of other such functors consistently. Similar consider-ations apply to our treatment of coinduction for coalgebras in xx4 below.3.1 Induction and equalityIn order to make explicit the duality between the induction principle for algebrasabove and the coinduction principle for coalgebras in xx4 below (whose formu-lation involves equality relations), we establish an equivalent formulation ofinduction in terms of binary relations and equality. This reformulation involvesadditional exactness and completeness conditions in a bicartesian �bration.When a bicartesian �bration P#pB admits equality, in the sense of De�-nition 2.5 we can perform the logical relation lifting of a polynomial functorT : B ! B to the functor Rel(T ): Rel(P) ! Rel(P) on the total category of bi-nary relations (by choosing Eq(A) as a constant relation for an object A 2 Boccuring in T ), see De�nition 2.10.(ii). A Rel(T )-algebra is a binary relationR on a given T -algebra, closed under the algebra operations, that is R is acongruence.The following lemma summarises the conditions we need to relate Pred(T )-algebras and Rel(T )-algebras.3.2. Lemma. Assume B is a distributive category, T : B ! B is a polynomialfunctor and P#pB is a bicartesian bi�bration, with direct images (`u a u�),satisfying Beck-Chevalley and Frobenius conditions.(i) There is a (canonical) natural isomorphism`� � Pred(T ) �=)�= Rel(T ) �`�(ii) If furthermore substitution functors preserve �nite coproducts, thenPred(T ) � �� �=)�= �� � Rel(T )canonically.Proof. By induction on the structure of the polynomial functor T . We indicatethe argument for the two non-trivial cases:(i) The only case that requires proof is that of products: for P;Q 2 P overA;B 2 B respectively, we must show`�A�B (P �Q) �=`�A(P )�`�B (Q)17



Consider the following diagramA���A A�B�� �A � idoo �A;B ""�0A;BA�A (A�A)�B��id� �Boo �A�A;B //�0A�A;B B�� �B(A�A)� (B �B)bb�A�A;B�B //�0A�A;B�B B �Bthe above isomorphism is obtained by applying Beck-Chevalley to both (pull-back) squares and using the Frobenius condition on the middle vertical arrows(recall the description of products in a bicartesian �bration from the proof ofLemma 2.1.(i)).(ii) The only case requiring proof is that of coproducts. Given relationsR 2 PA�A and S 2 PB�B, we must show��A+B(R+ S) �= ��A(R) + ��B(S)for which we use the fact that coproduct injections are monics in B , which is adistributive category, as shown in [8, Lemma 2.1]. Hence the following diagramis a pullback: A���A //� A+B�� �A+BA�A //�� � (A+ B)� (A+B)so that we can apply Beck-Chevalley to it. The remaining details are routine(using the description of coproducts in a bicartesian �bration in the proof ofLemma 2.1.(i)). 2From a logical point of view, the �rst item in the above lemma means that aninductive predicate can be extended to a congruence relation by diagonalisation:if P carries a Pred(T )-algebra structure, then the relation R(x; y) � (x =y) ^ P (x) has a Rel(T )-algebra structure. The second item expresses the factthat the re
exive part of a congruence is an inductive predicate: if R has aRel(T )-algebra structure, the predicate P (x) � R(x; x) has a Pred(T )-algebrastructure.3.3. Remark. We should point out that the condition that direct images sat-isfy Beck-Chevalley may fail. It fails for example in the �bration of admissiblesubsets in !-cpos (see Pitts' counter example in [11, Chapter 1, Exercise (7)])and similarly in the �bration of closed subsets of metric spaces. But it does holdin subobject �brations of regular categories. Nevertheless, all the examples in2.2 validate the isomorphisms stated in the above lemma. For the �brationof admissible subsets ASub(!-Cpo?)#!-Cpo? , the main technical point in this respect isthat there is a re
ection ASub  ,! Sub0(!-Cpo?), where Sub0(!-Cpo?)#!-Cpo? is the18



�bration obtained from the classical logic �bration Sub(Sets)#Sets by change of basealong the forgetful functor !-Cpo? ! Sets (see [20, x4.3.2] for related consid-erations and details). The �bration Sub0(!-Cpo?)#!-Cpo? clearly satis�es the hypothesisof the above lemma. It is then routine to verify that the re
ection preservesthe relevant constructions as to transfer the isomorphisms to ASub(!-Cpo?)#!-Cpo? . Anentirely analogous argument applies to the �bration ClSub(Cms)#Cms .If the equality functor Eq: B ! Rel(P) commutes with lifting, then we getby Theorem 2.12 a functor Alg(Eq) in a situation:Alg(Rel(T )) (Rel(T )Eq(X) �=! Eq(TX) Eq(a)�! Eq(X))Alg(T )OOAlg(Eq) (TX!a X)OO_We can now express the induction principle for algebras in terms of equality, asfollows.3.4. Theorem. Let P#pB be a �bration as in Lemma 3.2.(i). Then: the func-tor Alg(1): Alg(T ) ! Alg(Pred(T )) preserves initial objects if and only if thefunctor Alg(Eq): Alg(T )! Alg(Rel(T )) does.Informally: the induction principle holds in unary form for predicates if andonly if it holds in binary form for relations.Proof. In one direction, if the functor Alg(1) preserves initial objects, then sodoes Alg(Eq) = Alg(`�) � Alg(1), since Alg(`�) is a left adjoint, namely toAlg(��). Notice that Alg(`�) exists and has an adjoint because the naturaltransformation � in the mentioned lemma is invertible.In the other direction, assume a:TD �=! D is an initial T -algebra in B . ByBeck-Chevalley we get an isomorphism �� � `� �= `id � id� �= id, so thatAlg(��) � Alg(`�) �= id. For an arbitrary Pred(T )-algebra g: Pred(T )(P ) ! Pin P we get adjoint correspondencesAlg(1)(a) // g �= Alg(��)(Alg(`�)(g))========================Alg(`�)(Alg(1)(a)) = Alg(Eq)(a) // Alg(`�)(g)By assumption, Alg(Eq)(a) is initial object in the category Alg(Rel(T )), and sowe may conclude that Alg(1)(a) is initial object in Alg(Pred(T )). 2The equivalence in the above theorem means that a �bration satis�es theinduction principle if and only if the canonical congruence Rel(T )(Eq(D)) �=!Eq(T (D)) Eq(a)�! Eq(D) over an initial algebra a:TD �=! D is initial in the cat-egory Alg(Rel(T )) of congruences. On the logical side, this amounts to sayingthat every congruence f : Rel(T )R! R over a T -algebra b:TY ! Y is re
exivewhen restricted along the unique morphism !:D ! Y (induced by initiality),19



i.e. that the relation !�(R) is provably re
exive. In particular, every congruenceover an initial algebra is re
exive. This alternative formulation of the inductionprinciple for T -algebras appears in [43] for the case of natural numbers. It alsoshows up in the derivations of induction and coinduction principles in [40] inthe context of a formal logic for parametric polymorphism.Our formulation of the induction principle is such that it can be used toprove certain properties about any T -algebra, and not just above the initialone. A more standard formulation would require that the canononically inducedPred(T )-algebra over an initial T -algebra be initial among Pred(T )-algebrasover the same initial T -algebra. That is, for an initial algebra a:TD �=! D, thealgebra Pred(T )(1D) �=! 1(TD) 1(a)�! 1D should be initial in the �bre categoryAlg(Pred(T ))a:TD!D of inductive predicates over the initial algebra a:TD �=! D.Since the functor Alg(p): Alg(Pred(T )) ! Alg(T ) is a �bration, both formula-tions are equivalent, as the following result shows.3.5. Lemma. Given a �bration P#pB with 0 2 B an initial object, an objectX 2 P0 is initial in the �bre P0 over 0 if and only if it is (globally) initial in thetotal category P. 23.2 Relating induction principles of di�erent data typesIt is well-known that for many familiar inductive data types such as lists andtrees, we can carry out inductive proofs about their elements by associating some`measure' of them into the natural numbers N and using induction over N. Forinstance, binary trees with leaves of (some �xed) type A are the elements of theinitial algebra A+Tree(A)�Tree(A) �=! Tree(A) of the functor TX = A+X�X .The height of a tree is given by the tree-morphism h:Tree(A) 9 9 KN, inducedby the following T -algebra on N.A+ N � N //[0 � !;max] NMore generally, in any category B which has colimits of !-chains, that iscolimits of diagrams of the form Cat(!; B ) (! being the preordered categoryof natural numbers) and an initial object 0, every endofunctor T : B ! B whichpreserves such !-colimits has an initial algebra obtained as the colimit D of thefollowing !-chain 0 //� T0 //T � T 20 //T 2� � � � // Dwhere �: 0! T0 is the unique morphism out of the initial object, cf. [31, 45]. IfB has a natural numbers object N, we have the following cocone over the abovediagram: 0 ))h0 RRRRRRRRRRRRRRRRRR //� T0 ##h1 GGGGGGGGG //T � T 20�� h2 � � � //T 2� � � � // Duu hj j j j j j j j j jN20



where the hn's are de�ned as the compositeshn def= (Tn0 !�! 1 0�! N S�! N S�! � � � S�! N| {z }n times )This de�nition yields a cocone with vertex N, which induces a `height' maph:D 9 9 KN, from the carrier D of the initial algebra TD �=! D to N. Via thismap we can reason by induction on the height (or `depth') of the `elements' ofthe initial algebra, as we now explain.Given a predicate on the type Tree(A), say t:Tree(A) ` P (t):Prop, we knowwe can assert t:Tree(A) j ; ` P (t) if we can show for every n 2 NQ(n) = 8t 2 Tree(A): h(t) = n) P (t):And of course, this proposition can be established by ordinary induction on N.The formula Q is the expression in the internal language of the �bration of thepredicate Qh(P ), where Qh is right adjoint to h� in:PTree(A) **Qh? PNll h�Tree(A) //h NLogically, Qh `universal quanti�cation along h'. Then, the adjunction laws setup a bijective correspondencet:Tree(A) j ; ` P (t)n:N j ; `Qh :(P (t)) = Qwhich gives the formal counterpart to the abovementioned reduction of inductionon trees to induction on natural numbers via their associated `height'.4 Coinduction principle for T -coalgebrasWe now turn to consider a logical principle for terminal coalgebras. Unlike thesituation with algebras, for which the induction principle gives a method toprove any proposition over them, the coinduction principle gives only a way ofproving equality of elements of the coalgebra. In the context of data types, thisprinciple is still quite useful, since elements of terminal coalgebras are generallyin�nite objects, and a method to show two of them equal is therefore necessary.The formulation of coinduction is entirely dual to that of induction (in termsof binary relations as in xx3.1). Given a polynomial endofunctor T : B ! Band a bicartesian �bration P#pB admitting equality, if the equality functorEq: B ! Rel(P) preserves products and coproducts, then we obtain a func-tor CoAlg(Eq): CoAlg(T ) ! CoAlg(Rel(T )), as in the algebraic case. Thatis, given a coalgebra d:C ! TC, the equality relation Eq(C) has a canonicalRel(T )-coalgebra structure Eq(C)! Eq(TC) �=! Rel(T )(Eq(C)) over d.21



It follows from the analysis in xx1 that Rel(T )-coalgebras can be regardedas (applicative) bisimulations or coinductive relations. This means that a givenRel(T )-coalgebra f :R ! Rel(T )(R) over a coalgebra c:X ! TX is a relationR on X which is preserved by the destructor operation c. The coinductionprinciple asserts that elements x; y of X which are R-related are equal whenmapped to the terminal coalgebra.Logically, if ! : (X; c) 9 9 K (D; d) denotes the unique coalgebra map to theterminal coalgebra d:D �=! TD, we have the following rulex; y:X j R(x; y) ` Rel(T )(R)(cx; cy)x; y:X j R(x; y) ` !x =D !ywhere the premise expresses that R has a Rel(T )-coalgebra structure over c:X !TX. Furthermore, from a constructive point of view, it is natural to requirethat di�erent proofs of the entailment in the premise of the rule yield di�er-ent proofs of the entailment in the conclusion. These considerations lead us torequire that the canonical Rel(T )-coalgebra on Eq(D) be terminal.This principle is formally captured by the following de�nition.4.1. De�nition (Coinduction principle in a �bration). Let P#pB be a bicarte-sian �bration with equality (preserving bicartesian structure), and let T : B ! Bbe a polynomial functor. The �bration p satis�es the coinduction principle withrespect to T if the induced functor CoAlg(Eq): CoAlg(T )! CoAlg(Rel(T )) pre-serves terminal objects.4.2. Example. For a given set A, consider the polynomial functor T (X) =A�X . Its terminal coalgebra in Sets has as carrier the set L = AN of in�nitesequences of A's. The structure hh; ti:L �=! A � L consists of the head h andtail t functions. The �bration Sub(Sets)#Sets of subsets satis�es the coinductionprinciple with respect to this functor T , i.e. that the equality relation Eq(L) =f(`; `) j ` 2 Lg � L� L is the terminal coalgebra of the induced lifted functorRel(T )(R) = Eq(A) � R on the total category Rel(Sub(Sets)) of relations.Indeed, a relation R � X �X carrying a Rel(T )-coalgebra structure consists ofa T -coalgebra structure hf; gi:X ! A�X on its underlying set, such thatR(x; y) ) � f(x) = f(y)^R(g(x); g(y))for all x; y 2 X . The induced T -coalgebra map k:X 9 9 K L = AN given byk(x) = �n 2 N: f(g(n) (x)) is the unique map of Rel(T )-coalgebras k:R 9 9 KEq(L), since R(x; y) ) k(x) = k(y).We illustrate the use of the coinduction principle for such in�nite lists. Wecan de�ne maps even; odd:L � L, which take out the evenly and oddly listedelements. These are obtained by terminality of hh; ti:L �=! A� L inL��hh; t � ti //even ________ L�� hh; ti�= Loo odd_ _ _ _ _ _ _ _ �� hh; ti � tA� L //______ A� L A� Loo_ _ _ _ _ _22



Also we can de�ne a merge operation inL� L //merge ________��hh � �; h�0; t � �ii L�� hh; ti�=A� (L� L) //______ A� Lthat is, merge(a � �; �) = a � merge(�; �). Showing that even(merge(�; �)) = �and odd(merge(�; �)) = � (in Sets) amounts to showing (by coinduction) thatthe relations on LR = fh�; even(merge(�; �))i j �; � 2 LgS = fh�; odd(merge(�; �))i j �; � 2 Lg:are bisimulations (i.e. carry Rel(T )-coalgebra structures).We can further show that merge(even(�); odd(�)) = �, by �rst showing thatodd(�) = even(t(�)). We thus get an isomorphism L �= L� L.The same argument may be carried out in the �bration of admissible subsetsover !-cpo's, since the relations involved are admissible.5 Validity of the induction and coinduction principlesHaving formalised induction and coinduction principles in a �bration, we pro-ceed to give su�cient criteria for their validity. We will show that, like inordinary set theory, if the logic admits comprehension, the induction principlefor algebras is valid in it. And dually, if the logic admits quotients of relations,it satis�es the coinduction principle for coalgebras.The validity of induction and coinduction principles|which have been for-malised as exactness conditions for certain functors|will be guaranteed to holdin presence of suitable adjoints. The existence of these latter is inferred fromcomprehension and quotients, as appropriate, as the following theorem shows.5.1. Theorem. Consider a polynomial functor T : B ! B and a bicartesian�bration P#pB .(i) If the �bration admits comprehension, it satis�es the induction principlewith respect to T .(ii) If the �bration admits �nite-product-preserving equality and quotients, itsatis�es the coinduction principle with respect to T .Proof. Both statements are consequences of Theorem 2.12 and Corollary 2.13respectively: the comprehension and quotient adjunctionsP �� f�g@AGFPred(T ) ED ��BOO1 aGF@AT BC OO and Rel(P)��Q BCED Rel(T )GF��BOO Eqa EDBC T@AOO23



induce adjunctions between associated categories of algebras and coalgebras:Alg(Pred(T ))�� Alg(f�g)Alg(T )OOAlg(1) a and CoAlg(Rel(T ))��CoAlg(Q)CoAlg(T )OO CoAlg(Eq)aHence the functor Alg(1) preserves initial objects, and the functor CoAlg(Eq)preserves terminal objects. 2The above formal argument is an abstract counterpart of the concrete settheoretic arguments presented in xx1: the functor Alg(f g): Alg(Pred(T )) !Alg(T ) extracts the subalgebra3 of a given algebra determined by an inductivepredicate on it. And the functor CoAlg(Q): CoAlg(Rel(T ))! CoAlg(T ) takes aT -coalgebra with an applicative bisimulation on it and produces a T -coalgebra,by quotienting the given one by the bisimulation.5.2. Example. We shall illustrate the details of the argument in the coinduc-tive case for the terminal coalgebra hh; ti:L �=! A � L of in�nite lists of thefunctor T (X) = A�X from Example 4.2. There we already saw that the coin-duction principle holds with respect to T via a direct argument. Here we spellout the argument used in Theorem 5.1 above.Assume therefore that we have an arbitrary T -coalgebra hf; gi:X ! A �X , with a relation R � X � X on X carrying a Rel(T )-coalgebra structureover hf; gi. We write X=R for the result of quotienting X by the equivalencerelation generated by R � X �X . This quotient X=R may be described as thecoequaliser in Sets: R ,,r0 22r1 X //c // X=Rwhere r0; r1:R � X are the composites of R ,! X � X with the projectionsX �X � X . Consider the diagramR ,,r0 22r1 X //c // $$hf; c � gi IIIIIIIIII X=R̀�����A� (X=R)By the coinduction assumption, R(x; y) implies f(x) = f(y) and R(g(x); g(y)).This means that hf; c � gi � r0 = hf; c � gi � r1as in the diagram above. The resulting mediating map `:X=R 9 9 KA � (X=R)is then a T -coalgebra in Sets on the quotient X=R. Hence there is a unique3Notice that our formalisation gives a precise description of the notion of subalgebra asan algebra in the category of subobjects (here generalised to a �bration), rather than a meresubobject in the category of algebras. 24



coalgebra map `:X=R 9 9 KL = AN. We then get a diagramX //c��hf; gi ++kX=R //`�� ` L = AN���= hh; tiA�X //id� c 33id� kA� (X=R) //id� ` A� Lthat shows that ` � c is the unique coalgebra map k:X 9 9 KAN. This yieldsk � r0 = k � r1:R ! AN, so that k becomes a map of relations R ! Eq(L).This is the conclusion we seek: R(x; y) ) k(x) = k(y):6 Mixed induction/coinduction for recursive typesIn this section we show how to combine the induction and coinduction principlesof xx3 and xx4 in order to extend our reasoning principles to structures involvingthe mixed variance exponent functor ): B op � B ! B on a bicartesian closedcategory B .We thus adopt the following setting: let B be a bicartesian closed category,i.e. a bicartesian category in which the functor ( )�A: B ! B has a rightadjoint, for every object A 2 B , and let T : B op � B ! B be a polynomial functor,i.e. a functor in the smallest class of functors Cat(B op � B ; B ) containing thesecond projection and constant functors, which is closed under products andcoproducts (given pointwise) and exponentials, in the sense that if F;G: B op �B � B are in the class, so is the functorB op � B //(
 � id) � � (B � B op )� (B op � B ) //F op �G B op � B //) Bwhere 
: B op � B �=! B � B op is the evident `twist' isomorphism, which makesB op � B a self-dual category.We are interested in minimal invariants of such a polynomial functor T , i.e. inobjects D such that D �= T (D;D), with a universal property. After Freyd'swork on algebraically compact categories [16, 17], it is standard to reduce theanalysis of such objects D to the case of initial algebras/terminal coalgebras ofan associated functor bT . This is possible because any functor T : B op � B ! Buniquely determines a `symmetric' functor bT : bB ! bB , where bB = B op � B is thecofree self-dual category on B , and bT (X;Y ) = (T (Y;X); T (X;Y )). It followsfrom ibid. thatminimal invariant of T � initial bT -algebra � terminal bT -coalgebra.Explicitly, this goes as follows. A category B is called algebraically com-pact, according to Freyd, if every functor T : B ! B of a suitable kind has aninitial algebra a:T (D) �=! D such that its inverse a�1:D �=! T (D) is a terminalcoalgebra. As examples, the category !-Cpo? is algebraically compact whenwe consider locally continuous functors, see [45, 2]. And the category Cms ofcomplete metric spaces is algebraically compact for locally contractive functors,25



see [3, 42]. (The identity functor is not locally contractive, but the functor id 12is; it maps a metric space (X; d) to the space (X; 12d), with (pointwise) half theoriginal distance. Neither !-Cpo? nor Cms is cartesian closed, but these cate-gories are monoidal closed. The category Cums of complete ultra metric spacesis cartesian closed, and algebraically compact for locally contractive functors.(In [7] these functors (instead of the category) would be called algebraicallycompact.)A basic result of [17] is that if B is algebraically compact, then so is bB =B op � B , the cofree self-dual category on B . This will be useful in the followingway. If we have a functor T : B op � B ! B , it induces a functor bT : bB ! bB with( hX;Y i 7! hT (Y;X); T (X;Y )ihf; gi 7! hT (g; f); T (f; g)i:Then we can determine by algebraic compactness an initial algebra in B op � B ,bT (D1; D2) //ha1; a2i�= hD1; D2isuch that the inverse ha�11 ; a�12 i is a terminal colgebra4. It is not hard to verifythat swapping components yields a new mapbT (D2; D1) //ha�12 ; a�11 i�= hD2; D1iwhich is also an initial algebra, and the inverse of which is also a terminalcoalgebra. This yields a unique mediating isomorphism hD1; D2i �= hD2; D1ibetween these algebras and coalgebras. We then get D1 �= D2. Rephrasingthings with this new insight, we have a single isomorphism a:T (D;D) �=! Dwith the following universal property: for each pair of maps c:X ! T (Y;X),d:T (X;Y )! Y there is a unique pair of maps f :X 9 9 KD, g:D 9 9 KY makingthe following diagram commute.T (Y;X) //T (g; f) T (D;D)��a �= //T (f; g) T (X;Y )�� dXOOc //f D //g YIn order to get a suitable induction/coinduction principle for such invariantobjects T (D;D) �=! D, we must extend our logical relation lifting of polynomialfunctors to encompass the exponential functor. In order to do so, we assume a�bration P#pB such that the total category P is bicartesian closed and p (strictly)preserves such structure. One way to guarantee cartesian closure of P out oflogical operations is given in the following proposition (for a complete proofsee [20, Corollary 3.3.11]).4This procedure can also be followed for locally contractive functors on complete (ultra)metric spaces, even though the identity functor is not locally contractive.26



6.1. Proposition. Let P#pB be a �bration satisfying the following three condi-tions.(i) B is cartesian closed;(ii) p is a �bred-ccc, i.e. every �bre category is cartesian closed and reindexingfunctors preserve such structure;(iii) p admits `simple' products, i.e. for every cartesian projection �0:A�B !B, the `weakening' functor (�0)�:PB ! PA�B has a right adjoint QA, and theseright adjoints satisfy the Beck-Chevalley condition.The total category P is then cartesian closed and p (strictly) preserves thisstructure.Proof. Finite products of P have been spelled out in Lemma 2.1. As for ex-ponentials, given objects P 2 PA and Q 2 PB, their exponential P ) Q in P(over A) B in B ) is given by the formulaP ) Q =QA (��(X)) ev�(Y ))where) on the right-hand-side is the exponential in the �bre over A�(A) B),A � A�(A) B) �0! A) B is a product diagram in B and ev:A� (A) B)!B is the evaluation morphism (an instance of the counit of the exponentialadjunction ( )�A a A) ( )). 2The above expression for the exponential object in P is the traditional `logicalpredicate' formula for higher types in lambda calculus [20].Assume a �bration P#pB is given with P bicartesian closed, and with anequality functor Eq: B ! Rel(P) preserving cartesian closed structure. Thismeans in particular that equality is given extensionally (pointwise) for elementsof the internal hom (or `function space'): for f; g:A) Bf =A)B g � 8x; y:A: x =A y ) fx =B gy� 8x:A: fx =B gx:We can de�ne for such p a logical relation lifting of any polynomial functor asin De�nition 2.10.(ii) obtaining the following diagramRel(P)op � Rel(P) //Rel(T ) Rel(P)[c�=??????B op � B //TOOEqop � Eq BOO Eqand hence a functor Alg(Eqop � Eq):Alg( bT )! Alg(\Rel(T )).When the �bration admits quotients, there is an equivalent condition forpointwise equality involving a Frobenius condition for these quotients.6.2. Proposition. If a �bration P#pB admits quotients via an adjunction Q aEq: B � Rel(P), then the functor Eq preserves exponentials if and only if theadjunction Q a Eq satis�es the Frobenius condition: the canonical 2-cellQ � (( )� Eq(A)) �=) (( )�A) � Q27



is an isomorphism (This � exists because Eq preserves products, as it is a rightadjoint.)Proof. Clearly, for any R 2 Rel(P), we have canonical natural isomorphismsQ(R�Eq(A)) �==) Q(R)�A if and only if Eq(A) B) �==) Eq(A)) Eq(B)since we have (composite) adjunctions(( )�A) � Q a Eq � (A) ( ))Q � (( )� Eq(A)) a (Eq(A)) ( )) � Eq: 2The following formulation of a logical principle for a mixed variance polyno-mial functor is the evident generalization of De�nitions 3.1 and 4.1 for covariantpolynomial functors.6.3. De�nition. Consider a bicartesian closed category B , a polynomial func-tor T : B op � B ! B and a �bration P#pB with P bicartesian closed, with bothp and Eq structure-preserving. The �bration p satis�es the mixed induction/ coinduction principle with respect to T if the induced functor Alg(Eqop �Eq):Alg( bT )! Alg(\Rel(T )) preserves initial objects.Logically, the above principle can be expressed as follows: let� (X;Y ) be a bT -algebra, with structure c:X ! T (Y;X) and d:T (X;Y ) !Y ,� a:T (D;D) �=! D be the minimal invariant, with unique bT -algebra map(!X ; !Y ): (D;D) 9 9 K(X;Y ) in bB = B op � B ,� R and S be relations over X and Y respectively,then we have the following rule.x; x0:X j R(x; x0) `\Rel(T )(S;R)(cx; cx0) y; y0:Y j \Rel(T )(R;S)(y; y0) `S(gy; gy0)x; x0:X j R(x; x0) ` !Xx =D !Xx0 y; y0:D j y =D y0 ` S(!Y y; !Y y0)The premise of the rule asserts that the pair of relations (R;S) carries a \Rel(T )-algebra structure over (X;Y ). The conclusion tells that we have a coinductionprinciple on the contravariant side and an induction principle on the covariantone.We can then combine our criteria of validity of induction and coinduction togive the following criterion of validity for the mixed principle.6.4. Theorem. If a �bration P#pB satisfying the conditions of De�nition 6.3,admits both comprehension and quotients then it satis�es the mixed induc-tion/coinduction principle for any mixed variance polynomial functor on B .28



Proof. Quotients and comprehension yield left and right adjoints to equality:Rel(P)yy f�g � ��%%Q BOOEqa aBy combining these adjoints we get a right adjoint Q� (f�g � ��): Rel(P)op �Rel(P)! B op � B to the functor Eqop � Eq inRel(P)op �Rel(P)��@AGF\Rel(T ) ED��B op � BOOEqop � Eq aGF@AbT BCOO yielding Alg(\Rel(T ))��Alg( bT )OOAlg(Eqop � Eq) aTherefore Alg(Eqop � Eq) preserves initial objects. 2The previous theorem describes validity for our mixed variance principle inpure (cartesian) form. As it stands, it does not apply to our main examplesASub(!-Cpo?)#!-Cpo? , ClSub(Cms)#Cms and ClSub(Cums)#Cums , see Examples 2.2.(ii) and (iii):the category Cums is cartesian closed, but the categories !-Cpo? and Cmsare only monoidal closed. And the metric categories Cms and Cums are alge-braically compact with respect to a class of functors (namely the locally contrac-tive functors) which does not include the identity functor. This second problemis not so serious, as it only requires a minor adaptation of the main result,specifying the appropriate class of polynomial functors with id 12 replacing5 id.The �rst problem involves replacing the cartesian closed structure (1;�;))in mixed variance polynomial functors by monoidal closed structure (I;
;().There are canonical liftings of this structure (I;
;() on !-Cpo? to (I;
;()on ASub(!-Cpo?) and of (I;
;() on Cms to (I;
;() on ClSub(Cms),determined by the universal property of 
 in both these categories (bistrictmorphism classi�er in !-Cpo? and bi-non-expansive map classi�er in Cms),namely:� The tensor product (P � A) 
 (Q � B) of two admissible subsets P �A;Q � B of !-cpo's A;B is the subset (P 
Q � A
B). The associatedunit is 1(I) = (I � I), where I = f?;>g is the neutral element for 
 on!-Cpo?.� The associated internal hom (P � A) ( (Q � B) on ASub(!-Cpo?) isthe subset (ff j f(P ) � Qg � A( B).The lifting for metric spaces is similar:5With the further addition that the functor id 12 :Cms! Cms has a logical relation liftingPred(id 12 ):ClSub(Cms) ! ClSub(Cms) given by (P � A) 7! (id 12 (P ) � id 12 (A)). Andsimilarly for Cums instead of Cms. 29



� The tensor product (P � A)
 (Q � B) of two closed subsets P � A;Q �B of complete metric spaces A;B is (P
Q � A
B), with neutral element1(1) = (1 � 1), where 1 = f�g is the neutral element for 
 on Cms.� The internal hom on ClSub(Cms) is given by (P � A) ( (Q � B) =(ff j f(P ) � Qg � A( B).In the same way we have canonical liftings to total categories of relations(on !-cpo's and on complete metric spaces). With these modi�cations, we canapply our previous setup (i.e. formulation of (co)induction principles and thecriteria for their admissibility) to polynomial functors determined by the abovemonoidal closed structures.7 Stability of initial algebras and terminal coalgebras un-der weakening of contextSo far we have considered (co)inductive data types and their associated (co)in-duction principles in terms of initiality in the empty context . For instance,the initiality of N allows us to de�ne functions out of it, eg. h:N 9 9 KA, byendowing the set A with a 1 + ( )-algebra structure. But we also want to usethis method when the inductive data type occurs in an arbitrary context, eg.to de�ne addition add:N � N ! N by induction on the second argument. Thisrequires that the initiality of N be preserved when we move from the emptycontext to the context n:N (for the �rst argument of add). This operation iscalled context weakening . Technically, we say initiality is stable under additionof indeterminates , the indeterminate being n:N. This is also called initialitywith parameters , see [26, 9, 10].A similar extension is needed then for the associated induction principle,since when we perform context weakening � 7! (�; x:A), the element x may besubject to some (propositional) hypothesis. That is, we are generally interestedin proving relative entailments P ` Q rather than `absolute' assertions ; ` Q.For instance, we may want to prove n:N;m:N j p:Even(m) ` q:Even(add(2 �n;m)) for some q, in which case we use induction on n with m:N and p:Even(m)as parameters. The stable version of the induction principle for N is formulatedin [29, 12] in logical terms. We will give a categorical account in xx7.2 below,extended to the mixed variance case, as well as a criterion for its admissibility(Theorem 7.6).Abstractly, both extensions (with type and proposition parameters) are in-stances of the same phenomenon: let K be a 2-category with �nite productsand inserters and let C be an object of K with a terminal object 1, given by anadjunction ! a 1:1! C in K. For a global element A:1! C (or C-object), wecan consider the `object C with an indeterminate element x: 1 ) A', writtenC[x:A]. This object is equipped with a 1-cell �A:C ! C[x:A] and a 2-cell�x: �A1 ) �AA, and is universal among objects with such data. Given an en-domorphism (1-cell) T :C ! C in K, we can consider the object of T -algebrasAlg(T ), namely the inserter of T and the identity on C (in K). Similarly, sinceany polynomial functor T :C ! C induces6 T [x:A]:C[x:A] ! C[x:A] withT [x:A]�A = �AT , we can consider the object Alg(T [x:A]) and the induced6In general, a functor T lifts to a functor T [x:A]:C[x:A]! C[x:A] if it admits a strength.Any polynomial functor admits a strength [26, 9].30



morphism Alg(�A): Alg(T ) ! Alg(T [x:A]). Stability means that Alg(�A) pre-serves initial objects, for every C-object A:1! C.With the above formalisation of stability, it follows from Theorem A.5 thatstability is guaranteed whenever the object A is functionally complete, i.e. when�A has a right adjoint. Similarly, stability of terminal coalgebras is guaranteedwhenever B is contextually complete, i.e. when �A has a left adjoint. We spellthis out in more detail for categories and �brations in the following subsections.Further details on indeterminates and on contextual and functional complete-ness can be found in [22]. We refer to [46] for the relevant de�nitions of comon-ads and their associated morphisms, as well as of Kleisli objects for them, ina 2-category. In any case, these concepts are not essential to understand whatfollows.7.1 Stability of initial algebras and terminal coalgebras in a distribu-tive bicategoryThe material in this subsection is based on [26], although the formulationsand proofs are di�erent. It is a preliminary to the treatment of stability of(co)induction principles in xx7.2.Given a bicartesian category B and an object A 2 B , we let B [x:A] denotethe universal bicartesian category �A: B ! B [x:A] which has a global element oftype A, i.e. a morphism x: 1! �A(A). Universality means (at the 1-dimensionallevel) that given a bicartesian category C , a functor F : B ! C preserving �niteproducts and coproducts, and a morphism a:F1! FA in C , there is a uniquefunctor F : B [x:A] 9 9 KC preserving �nite products and coproducts such thatF�A = F and F (x) = a:The category B [x:A] can be characterised as the Kleisli category of the comonad( ) � A, written B==A, when B is distributive, i.e. when ( ) � A preserves �nitecoproducts.From a logical point of view, we think of B [x:A] as the theory with the sametypes of B , whose terms have a parameter of type A, i.e. whose terms are ofthe form �; x:A ` t:B in B . This interpretation is obtained by considering theinternal language of the Kleisli category of the comonad ( )�A on B .A functor T : B ! B lifts to a functor T==A: B==A ! B==A such that (T==A) ��A = �A � T , whenever it is endowed with appropriate additional structure.Technically, this structure is exactly what makes T a morphism of comonads;it is essentially the same as requiring T to have a strength. More speci�cally,we require a natural transformation �: (� � (T � id)) ) (T � �): B � B ! Bsatisfying the following coherence conditions:TX TX �Aoo � //�
�� � (TX �A)�A�� � � idT (X �A)�A�� �TX T (X �A)oo T (�) //T (�) T ((X �A)�A)31



Every polynomial functor T admits such structure in a canonical way and hencecan be lifted to B==A.7.1. De�nition. Consider a bicartesian category B and a polynomial functorT : B ! B on B .(i) We say that B admits stable initial T -algebras if it admits an initialT -algebra and for every object A 2 B , the induced functorAlg(�A): Alg(T ) �! Alg(T==A)preserves initial objects.(ii) Dually, B admits stable terminal T -coalgebras if it admits a terminalT -coalgebra and for every object A, the functorCoAlg(�A): CoAlg(T ) �! CoAlg(T==A)preserves terminal objects.We recall from [22] that a category B is functionally complete if for everyobject A 2 B , the induced functor �A: B ! B [x:A] has a right adjoint, and thatit is contextually complete when every such �A has a left adjoint. A bicarte-sian category B is contextually complete if it is distributive, and is functionallycomplete if it is additionally cartesian closed. As an immediate consequence ofTheorem 2.12 we have the following result.7.2. Proposition. Let B be a bicartesian category and T : B ! B a polynomialfunctor.(i) If B is contextually complete, then terminal T -coalgebras are stable.(ii) If B is functionally complete, then initial T -algebras are stable. 27.2 Stability of initial algebras and terminal coalgebras in a bicarte-sian �brationJust as we require inductive data types to be stable under addition of inde-terminates to use the initial algebra property in an arbitrary context, we mustrequire an analogous stability of their associated induction principles. Similarconsiderations apply to coalgebras and coinduction. In order to express suchstability, we consider, for a given �bration (logic), an associated �bration withindeterminates both on the base and total categories.7.3. Remark. Although the treatment of indeterminates for �brations to fol-low parallels that for categories in xx7.1, there is a subtle technical di�erence.All the concepts previously de�ned by universal properties in Cat, should beconsidered in their bicategorical variants in Fib, i.e. up-to-equivalence ratherthan up-to-isomorphism. This is because the pseudo-functorial nature of thecleavages of �brations allows only the existence of the bicategorical cocomplete-ness properties required (Kleisli objects), rather than the 2-categorical versionspreviously mentioned. The strict 2-categorical version does apply if we restrictattention to split �brations and splitting-preserving morphisms.
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Given a bicartesian �bration P#pB and an object P of P, say over A 2 B , the�bration with an indeterminate of P , written p[hx; hi:P ]:P==(P )! B [x:A] is theuniversal �bration (�P ; �A): p! p[hx; hi:P ] with a global element x: 1! �A(A)in B [x:A] and a global element h:11 ! x�(�P (P )) in (P==(P ))1. Universal-ity means that given a bicartesian �bration Q#qC , a morphism of �brations(H;K): p ! q preserving �nite products and coproducts, and global elementsa:K1 ! K(A) and b:H11 ! a�(HP ), there is a unique (up to isomorphism)morphism (H 0;K 0): p[hx; hi:P ] 9 9 Kq preserving �nite products and coproductssuch that(H 0;K 0) � (�P ; �A) �= (H;K); K 0x = a; � � H 0h = b:where �:H 0(x�(�P (P ))) �=! (K 0x)�(HP ) is the canonical comparison isomor-phism in the �bration q.It is easy to extend Lemma 2.1 to make the total category P a distributivecategory when the base and the �bres are so and when the coreindexing functors` satisfy Beck-Chevalley and Frobenius conditions [20, Prop. 4.5.8]. We callsuch a bicartesian p, with the base and total categories distributive, a distributive�bration. In this case, we can characterise p[hx; hi:P ] as a Kleisli �bration p==(P )for the comonad (( )�P; ( )�pP ) on p (in Fib), as explained in [22]. See also [32]for a concrete description and a di�erent application of this construction.From a logical perspective, we think of the �bration p[hx; hi:P ] as a logicwith the same types and propositions as those of p, but whose terms have aparameter of type A = pP , i.e. whose terms are of the form �; x:A ` t:B,and whose entailment relation allows an additional hypothesis P (x), i.e. theentailments have the form �; x:A j �; h:P (x) ` q:QThat is, we are assuming the presence of an additional element x of type A, anda predicate P on that type whose instance at x is provably true. Both theseelements represent the additional data with their associated properties formingthe context in which we are working, for instance when carrying out an inductiveproof. Semantically, such interpretation of p[hx; hi:P ] can be obtained via theinternal language of the Kleisli �bration p==(P ).A polynomial morphism of �brations (Pred(T ); T ): p ! p as considered inxx3, induces an endomorphism of �brations p[hx; hi:P ] ! p[hx; hi:P ] in a situ-ation: P
��p ""�PEEEEEEEEE //Pred(T ) P

�� p ""�PEEEEEEEEEP==(P ) //Pred(T )[h:P ] _____________
�� p[hx; hi:P ]

P==(P )
�� p[hx; hi:P ]B ""�A EEEEEEEEE //T B ""�AEEEEEEEEEB==A //T [x:A] _____________ B==A33



Hence we have an induced morphism of �brationsAlg(�P ; �A): Alg(Pred(T ); T ) �! Alg(Pred(T )[h:P ]; T [x:A])where for an endomorphism (H;K): p ! p in Cat!, with p a �bration, the�bration Alg(H;K) is obtained as the inserter of (H;K) and the identity on p;its base category is Alg(K) and its total category is Alg(H) (see the Appendix).Now we can formalise the stability of the (co)induction principle for (co)algebras.7.4. De�nition. Consider a polynomial functor T : B ! B and a bicartesian�bration P#pB .(i) The �bration p satis�es the stable induction principle with respect toT if the functor Alg(1): Alg(T ) ! Alg(Pred(T )) preserves initial objects, andmoreover, for every object P 2 P over A 2 B , the morphismAlg(�P ; �A): Alg(Pred(T ); T ) �! Alg(Pred(T )[h:P ]; T [x:A])preserves initial objects (both on the base and the total categories).(ii) The �bration p, additionally admitting equality, satis�es the stable coin-duction principle with respect to T if the functor CoAlg(Eq): CoAlg(T ) !CoAlg(Rel(T )) preserves terminal objects and moreover, for every P 2 PA,the morphismCoAlg(�P ; �A): CoAlg(Rel(T ); T ) �! CoAlg(Rel(T )[h:P ]; T [x:A])preserves terminal objects.(iii) Assuming B and P bicartesian closed, with both functors p and Eq: B !Rel(P) structure preserving, p satis�es the stable mixed induction/coinductionprinciple with respect to T if the induced functor Alg(Eqop � Eq):Alg( bT ) !Alg(\Rel(T )) preserves initial objects and moreover, for every P 2 PA, the mor-phism of �brationsAlg((�opP � �P ); (�opA � �A)): Alg(\Rel(T ); bT ) �! Alg( \Rel(T )[h:P ]; \T [x:A])preserves initial objects.7.5. Remark. The above de�nition could equivalently be expressed by re-quiring that every �bration p[hx; hi:P ] with an indeterminate object P , sat-isfy the induction principle with respect to the induced morphism of �brations(Pred(T )[h:P ]; T [x: pP ]): p[hx; hi:P ]! p[hx; hi:P ], provided the base categoryB admits stable initial algebras. This makes logical sense, as we want to reasonby induction in the �bration p[hx; hi:P ], which has an indeterminate of type pP ,satisfying the hypothesis P ; this is exactly what the above formulation means.Similar considerations apply to coalgebras and coinduction.In analogy with ordinary categories, we say that the �bration P#pB is func-tionally complete when, for every object P 2 PA, the morphism (�P ; �A): p !p[hx; hi:P ] has a right adjoint (in Fib). This holds for instance when p admits(or models) universal quanti�ers 8 and implication ) (as a model of �rst-orderlogic). And we call p contextually complete when the above morphisms (�P ; �A)34



admit left adjoints. Contextual completeness holds for distributive �brations be-cause the corresponding �bration with an indeterminate p[hx; hi:P ] is a Kleisliobject; the left adjoint is part of the resolution of the comonad (( )�P; ( )�A)(again we refer to [22] for details). Then, we can apply Theorem A.5 (in the2-category Cat!) to show the following.7.6. Theorem. Let P#pB be a distributive �bration.(i) If p satis�es the coinduction principle with respect to a polynomial functorT , then it also satis�es the corresponding stable coinduction principle.(ii) If p is functionally complete and satis�es the induction principle with re-spect to to a polynomial endofunctor T , then it also satis�es the stable inductionprinciple with respect to T .7.7. Corollary. If the �bration P#pB is contextually and functionally complete,and sati�es the mixed induction/coinduction principle for T : B op � B ! B , thenit also satis�es the stable induction/coinduction principle for T .The �brations of Example 2.2 are functionally complete: Sub(Sets)#Sets is so be-cause it models 8 and), while ASub(!-Cpo?)#!-Cpo? is functionally complete althoughit does not model implication ()); functional completeness holds essentiallybecause of the re
ection mentioned in Remark 3.3. The same considerationsapply to (ultra) metric spaces and closed subsets. Thus, the above abstract for-mulation seems to capture better this kind of example than a purely syntacticapproach would. As for the syntactic example, we must assume our logic hasimplication and universal quanti�cation 8x:A:( ), as explained in [22]. Func-tional completeness (in this syntactic setting) is implicitly used in [29, x II.4] toshow validity of the stable induction principle over the natural numbers objectin a topos.Acknowledgements. We thankfully acknowledge discussions with Andy Pitts,Gordon Plotkin, Pino Rosolini and Jan Rutten.References1. P. Aczel and N. Mendler, A �nal coalgebra theorem, In: D.H. Pitt, A. Poign�e,D.E. Rydeheard (eds.), Category Theory and Computer Science (Springer LNCS389, Berlin 1989) p. 357{365.2. S. Abramsky and A. Jung, Domain Theory, In: S. Abramsky, Dov M. Gabbai andT.S.E. Maibaum (eds.), Handbook of Logic in Computer Science 3 (Oxford Univ.Press, 1994) p. 1{168.3. P. America and J. Rutten, Solving re
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and a 2-cell �: fh ) gh, there is a unique morphism h0:X 9 9 K Ins(f; g) suchthat ph0 = h and �h0 = �and, furthermore, given a pair of such data (h:X ! A, �: fh ) gh) and(k:X ! A, �: fk ) gk), and a 2-cell �:h) k, such thatg� � � = � � f�there is a unique 2-cell �0:h0 ) k0 such that p�0 = �.In Cat, the inserter of a pair of parallel functors F;G: A � B is given bythe category Ins(F;G) withobjects pairs (A; a:FA ! GA), where A is an object in A and a isa morphism FA! GA in B .morphisms f : (A; a) ! (B; b) are morphisms f :A ! B in A such thatGf � a = b � Ff .In order to exhibit the 2-functoriality of the assignment (f; g:A � B) 7!Ins(f; g), we need appropriate notions of morphisms and 2-cells between parallelmorphisms.A.2. De�nition. Given a 2-category K, the 2-category K �� hasobjects pairs of parallel morphisms (f; g:A� B).morphisms (f; g:A � B) ! (f 0; g0:A0 � B0) are 4-tuples (a; �; b; �) of1-cells a:A ! A0, b:B ! B0 and 2-cells �: f 0a ) bf and�: bg ) g0a in K, as displayed in:A��a //f B��b A�� aoo g;C������� �#�??????A0 //f 0 B0 A0oo g02-cells (a; �; b; �) ) (a0; �0; b0; �0) are given by two 2-cells �: a ) a0and �: b) b0 in K satisfying�f � � = �0 � f 0� and g0� � � = �0 � �g:Identities and composition in K �� are inherited from K. Horizontal compo-sition of 2-cells is well-de�ned by the interchange law in K.Now we can state the desired 2-functoriality of inserters.A.3. Proposition. The assignment (f; g:A � B) 7! Ins(f; g) extends to a2-functor Ins( ; ):K �� �! K:
38



Proof. We de�ne Ins( ; ) on 1-cells and on 2-cells in K ��.Given a morphism (a; �; b; �): (f; g:A � B) ! (f 0; g0:A0 � B0), the univer-sality of Ins(f 0; g0) gives us a morphism h: Ins(f; g)! Ins(f 0; g0) induced by the1-cell ap: Ins(f; g) ! A0 together with the 2-cell �p � b� � �p: f 0ap ) g0cp asshown below. Ins(f; g)zz puuuuuuuuu $$p IIIIIIIIIA~~ a~~~~~~~~ ##f HHHHHHHHHH �=) A{{ gvvvvvvvvvv   b @@@@@@@@A0 ))f 0 SSSSSSSSSSSSSSSS �=) B��b �=) A0uu g0kkkkkkkkkkkkkkkkB0On 2-cells, given (�; �): (a; �; b; �) ) (a0; �0; b0; �0) in K ��, the universality ofIns(f 0; g0) also gives us a 2-cell �:h ) h0 induced by the 2-cell �p: ap ) a0p,since it satis�es g0�b � (�p � b� � �p) = (�0p � b0� � �0p) � f 0�pby de�nition of 2-cells in K �� and the interchange law. 2Recall that an adjunction in a 2-category K is given by the following data:two 1-cells f :A! B and g:B ! A and two 2-celss �: idA ) gf and ": fg ) idB ,satisfying the triangular laws"f � f� = idf and g" � �g = idg :We write this data as �; ": f a g:A � B and say that g is right adjoint to f .The equational nature of adjunctions in a 2-category implies that adjunctionsare preserved by 2-functors (just like ordinary functors preserve isomorphisms).Thus, we have the following easy corollary about Ins( ; ).A.4. Corollary. An adjunction in K �� induces an adjunction between the cor-responding inserters in K. 2Notice that an adjunction in K ��(�a; �b); ("a; "b) : (a; �; b; �) ` (a0; �0; b0; �0) : (A f�!�!g B) �! � (A0 f 0�!�!g0 B0)consists of adjunctions �a; "a: a ` a0:A � A0 and �b; "b: b ` b0:B � B0. By thede�nition of 2-cells in K ��, it follows that the adjoint mate of �0, i.e. "bf 0a �b�0a � bf�a is inverse to �, and similarly that the adjoint mate of � is inverse to�0. Hence, in such an adjoint situation, both � and �0 must be isomorphisms.A.5. Theorem. Consider a diagram in KA��f //t A�� f;C� �=������B //s B39



in which � is an isomorphism and f has a right adjoint, �; ": f a g:A � B.The adjoint mate of ��1, namely� = gs" � g0��1g � �tg : tg =) gsinduces a morphism �g: Ins(s; idB) ! Ins(t; idA) which is right adjoint to themorphism �f : Ins(t; idA)! Ins(s; idB) induced by the above diagram.Proof. The morphisms �f; �g arise by applying the 2-functor Ins( ; ):K �� ! Kof Proposition A.3 to the given data, construed as morphisms in K ��. As such,these morphisms are adjoints in K ��, and so the adjunction ( �f a �g) follows byCorollary A.4. 2In Cat, the inserter Ins(T; idA ) of a functor T : A ! A is the category Alg(T )of T -algebras. The morphism �F : Ins(T; idA )! Ins(S; idB ) from the above corol-lary has action(X;TX //x X) 7�! (FX; S(FX) //�X FTX //Fx FX)and simiarly, its right adjoint �G: Ins(S; idB )! Ins(T; idA ) has action(Y; SY //y Y ) 7�! (GY; T (GY ) //�Y GTY //Gy GY )as used in Theorem 2.12, namely as �F = Alg(F ) and �G = Alg(G).
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