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Realization of Multi-Delay Filter Using Fermat Number Transforms

Hamzé Haidar ALAEDDINE†a), El Houssaı̈n BAGHIOUS†, Guillaume MADRE†, Nonmembers,
and Gilles BUREL†, Member

SUMMARY This paper is about an efficient implementation of adaptive
filtering for echo cancelers. The first objective of this paper is to propose
a simplified method of the flexible block Multi-Delay Filter (MDF) algo-
rithm in the time-domain. Then, we will derive a new method for the step-
size adaptation coefficient. The second objective is about the realization
of a Block Proportionate Normalized Least Mean Squares (BPNLMS++)
with the simplified MDF (SMDF) implementation. Using the new step-size
method and the smaller block dimension proposed by SMDF, we achieve a
faster convergence of the adaptive process with a limited computational
cost. Then, an efficient implementation of the new procedure (SMDF-
BPNLMS++) block filtering is proposed using Fermat Number Transform,
which can significantly reduce the computation complexity of filter implan-
tation on Digital Signal Processor.
key words: adaptive filters, echo canceler, Fermat transforms

1. Introduction

The problem of echo cancellation is recurrent for all mod-
ern communications systems. The general solutions for re-
ducing the additive echo noise are based on digital filtering
process. Several types of adaptive algorithms exist, which
give an efficient answer to these audio degradations [1].

To improve conversation quality, the most popular echo
canceler (EC) uses a Least Mean Square (LMS) adaptive
filter. It will therefore be desirable to implement fast-
converging algorithms in future echo cancelers. In [1],
faster converging algorithms called proportionate normal-
ized least means squares (PNLMS++) are proposed. In or-
der to gain computational advantages, a realization of this
recent PNLMS++ adaptive filter with a blockwise process-
ing is introduced in [2].

In this context, the size of the impulse response can
reach several thousand coefficients. Therefore they are un-
suitable and expensive for the implemented adaptive algo-
rithm. To limit this problem, we utilise a more flexible
adaptive block Multi-Delay Filter (MDF) [3], in order to
deal with short impulse response and to reduce the execu-
tion time of the adaptive process.

This study proposes a simplified form of the block
MDF algorithm (SMDF), in order to reduce the computa-
tion complexity. In spite of SMDF efficiency, it is not suffi-
cient to reach a faster convergence of the adaptive process,
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in the presence of large variations in the input power spec-
trum, without a better control of the step size. To achieve
this goal, we derive a new method for the step-size adap-
tation coefficient control. This method consists in reducing
the effect of large variations in the input power spectrum
which improves the behavior of the SMDF algorithm and
provides fast convergence.

In a second purpose, the SMDF algorithm has been
implemented with the time-domain version of Block-
PNLMS++ (BPNLMS++) algorithm. This new procedure
SMDF-BPNLMS++ adaptive filter has a smaller block size
and faster adaptation speed.

To design an efficient adaptive filtering into proces-
sor DSP in fixed-point arithmetic, we propose to realize the
implementation of the new procedure, SMDF-BPNLMS++
algorithm, with Fermat Number Transforms (FNT), devel-
oped for fast error-free computation of finite digital convo-
lutions [4]. These transforms present the following advan-
tages compared to Fast Fourier Transform (FFT) [5].
• They require few or no multiplications
• They suppress the use of floating point complex num-

ber and allow error-free computation
• All calculations are executed on a finite ring of inte-

gers, which are interesting for implementation into DSP
Hence, the use of FNT will reduce the delay features

by minimizing the computational complexity.
The rest of the paper is organized as follows. In Sect. 2,

we will introduce the general diagram of the MDF algo-
rithm and its proposed form. The new adaptation step-size
definition is given in Sect. 3. Section 4 presents the new
procedure, SMDF-BPNLMS++. In Sect. 5, we present the
concept of Fermat Number Transform, which will be im-
plemented to the adaptive digital filter and in the final part,
numerical results of the new procedure realization using fast
transform are given.

2. The MDF Adaptive Filter

The MDF algorithm is basically a block frequency-domain
adaptive filtering procedure [3], which consists in segment-
ing the impulse response of length L in K′ short successive
segments of length L′. This is achieved by using smaller
block size, updating the weight vectors more often, and
reducing the total execution time of the adaptive process.
Throughout the paper, uppercase symbols denote frequency-
domain variables, lowercase symbols stand for time-domain
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variables.

A. Principle
Let us consider the convolution between the input se-

quence {x} of length N and the L-point FIR filter ŵk. Let
L′ be an integer number. Let us assume that L is a integer
multiple of L′, L = K′L′, and divide the impulse response
ŵk into K′ segments of length L′ and use short FFT of size
P, where P is the smallest power of 2, greater or equal with
N + L′ − 1.We define then K′ vectors ŵk′

k as:

ŵk =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ŵ0

k
...
ŵK′−1

k

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (1)

The kth segment ŵk′
k of the vector ŵk will be given by

the following expression:

ŵk′
k =

[
ŵk

(
k′L′

)
. . . ŵk

((
k′ + 1

)
L′ − 1

)]T , 0 ≤ k′ ≤ K′ − 1

The basic operation underlying block-convolution al-
gorithm is the division of the input signal {x} into overlap-
ping sections. The size of the sections is set to N + L′ − 1.

xk′
k =

[
xkN−(k′+1)L′+1 . . . xkN−k′L′+N−1

]T (2)

We define X̃k′
k and W̃k′

k as the (P × 1) vector whose en-
tries are respectively equal to the FFT coefficients of the kth
block of the input section xk′

k and ŵk′
k , zeros padded to reach

the required size of P.

X̃k′
k = FFT

([
x̃k′

k

])
= FFT

([
xk′T

k | 01×(P−(N+L′−1))

])T
(3)

W̃k′
k = FFT

([
w̃k′

k

])
= FFT

([
ŵk′T

k | 01×(P−L′)
])T

(4)

where FFT is the forward Fast Fourier Transform. From the
(P × 1) frequency-domain output vector, Ŷk, as the follow-
ing product:

Ŷk =
[
X̃0

k . . . X̃
K′−1
k

]
•
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

W̃0
k
...

W̃K′−1
k

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
K′−1∑
k′=0

X̃k′
k • W̃k′

k (5)

The inverse FFT (FFT−1) of Ŷk, is a P-point sequence
corresponding to the sum of the circular convolution of the
input signal sections x̃k′

k by the corresponding segments of
the impulse response w̃k′

k , (0 ≤ k′ ≤ K′ − 1), is given by:

ỹk = FFT−1
(
Ŷk

)
= FFT−1

⎛⎜⎜⎜⎜⎜⎜⎝
K′−1∑
k′=0

X̃k′
k • W̃k′

k

⎞⎟⎟⎟⎟⎟⎟⎠ (6)

where the operator • denotes the term by term multiplica-
tion.

The last N points correspond to the final filtered output
samples ŷk while the first (P − N) samples of ỹk correspond
to circular convolution in which time-aliasing has occurred.

The adaptive filter, fed by an input {x}, is recursively
adapted so as to minimize a mean-squared difference be-
tween the actual output of the adaptive filter and a desired

signal
{
d̃
}

[1].
The residual echo vector εk is defined as:

εk = d̃k − ŷk =
[
ekN . . . e(k+1)N−1

]T (7)

The sequence of the path echo for the iteration k, is
given by d̃k =

[
dkN . . . d(k+1)N−1

]T .
In MDF the time-domain tap weights vector is divided

into K′ segments with the L′-dimensional of each segment:
At each block index k, the update can be written:

ŵk′
k+1 = ŵ

k′
k + μk • FFT−1

(
X̃k′

k • Ek

)
(8)

The definitions and roles of the various terms involved
in this expression are given below:

-Ek is the frequency-domain error signal vector, as:

Ek = FFT
([
εT−k . . . 01×(P−N)

]T
)

(9)

-μk is the new step-size parameter, which controls the
adaptive behavior of the algorithm (see definition in Sect. 3).

B. The Simplified MDF (SMDF)
In this subsection, we extend the idea of the MDF adap-

tive filter further. To achieve the goal of minimizing the
computation complexity, the solution is N = L′. To ex-
plain the benefit of this choice, we present an example in
Fig. 1. This example shows an input signal {x} of length
N + L− 1 = 15, divided into K′ = 3 segments, xk′

k , of length
N + L′ − 1 = 7 with N = L′ = 4 and L = 12.

From this example, we note for N = L′, that xk′
k = xk′−1

k−1 ,

i.e., X̃k′
k = X̃k′−1

k−1 , 1 ≤ k′ ≤ K′ − 1. This means that at each it-
eration it is necessary only to evaluate the FFT transform for
the first entry block X̃0

k , the other vectors X̃1
k , X̃

2
k , . . . , X̃

K′−1
k

being calculated at the step k−1.We have in this case, a sig-
nificant computation saving of the FFT by a factor (K′ − 1) ,
which reduces the computational complexity of the pro-
posed algorithm (SMDF) compared to the basic algorithm
MDF.

In this particular case, when N = L′, the residual echo

Fig. 1 Composition of vectors xk′
k for 10 blocks, N = L′ = 4 and L = 12.
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vector εk, defined by (6) and (7), becomes:

εk = d̃k − FFT−1

⎛⎜⎜⎜⎜⎜⎜⎝X̃0
k • W̃0

k +

K′−1∑
k′=1

X̃k′−1
k−1 • W̃k′

k

⎞⎟⎟⎟⎟⎟⎟⎠ (10)

The weights update equation of SMDF adaptive filter
is given by:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ŵ0

k+1 = ŵ
0
k + μk • FFT−1

(
X̃0

k • Ek

)
ŵk′

k+1 = ŵ
k′
k + μk • FFT−1

(
X̃k′−1

k−1 • Ek

)
,

1 ≤ k′ ≤ K′ − 1

(11)

The elements of each N-dimensional vector εk = d̃k−ŷk

are defined as:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

εkN+ j = d̃kN+ j −
L′−1∑
i=0

x0
kN+ j−iŵ

0
k (i) , k′ = 0

εkN+ j = d̃kN+ j −
K′−1∑
k′=1

⎛⎜⎜⎜⎜⎜⎜⎝
L′−1∑
i=0

xk′−1
(k−1)N−(k′−1)L′+ j−iŵ

k′
k (i)

⎞⎟⎟⎟⎟⎟⎟⎠
(12)

where 1 ≤ k′ ≤ K′ − 1 and j ∈ [0,N − 1] .
Consider Φk = X̃k′

k • Ek written out for the jth weight:

Φk (i) =
N−1∑
j=0

xk′
kN−k′L′+ j−iεkN+ j, 0 ≤ i ≤ L′ − 1

Substituting n = kN − k′L′ + j − i, Φk (i) becomes

Fig. 2 A simplified MDF (SMDF) adaptive filter.

Φk (i) =
(k+1)N−k′L′−i−1∑

n= kN−k′L′−i

xk′
n εn+k′L′+i = xk′

k (i) ∗ ε−k (i) (13)

Moreover, Eq. (11) of SMDF adaptive filter has been
redefined as a correlation computation. Thus, the elements
of L′-dimensional weights vectors are given by:

⎧⎪⎪⎨⎪⎪⎩
ŵ0

k+1 (i) = ŵ0
k (i) + μk (i)

(
x0

k (i) ∗ ε−k (i)
)

ŵk′
k+1 (i) = ŵk′

k (i) + μk (i)
(
xk′−1

k−1 (i) ∗ ε−k (i)
)
, k′ > 0

(14)

The block diagram of the proposed algorithm SMDF is
depicted in Fig. 2 and clearly illustrates the efficient block
structure.

The SMDF algorithm is also a very flexible solution for
echo cancellation.

3. New Adaptation Step-Size Definition

To ensure the convergence of the adaptive filter at marginal
computational cost, simple update rules have to be inves-
tigated. Defining a new control of the step-size in Eq. (8)
seems to be a good choice. The step-size μk is given by [3]:

μk = diag
(
K′μΓk

)
(15)

where Γk is the transform domain normalization vector and
μ is the block step size.

Indeed, Γk is an important parameter which controls the
convergence of the adaptation process. It is given by:

Γk =

[
1

Zk (0)
,

1
Zk (1)

, . . . ,
1

Zk (P − 1)

]T

(16)

where the rth spectral component Zk (r) is the input signal
{x} estimated power spectral density (psd):

Zk+1 (r) = λZk (r) + (1 − λ)
K′−1∑
k′=0

∣∣∣X̃k′
k (r)

∣∣∣2 (17)

where X̃k′
k (r) is the rth component of the input vector FFT

and λ is some constant smoothing coefficient chosen in the
[0, 1] .

According to the particular conditions, N = L′, a new
definition of μk is proposed here which can significantly re-
duce the computation complexity. In this case, ∀ k′ > 0,
we have the input signal, X̃k′

k , given by the latest FFT block
transform X̃k′−1

k−1 . Then we consider the vectorial calculus of
μk in the following form:

μk = K′μΓK (18)

where ΓK (r) is the new parameter proposed which controls
the convergence of the adaptation process defined by:

ΓK (r) =
1

Zk (r)

Zk+1 (r) = λZk (r) + (1 − λ) ∣∣∣X̃0
k (r)

∣∣∣2 (19)
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The power estimate and normalisation in (16)–(19) re-
duces the effect of large variations in the input power spec-
trum which improves the convergence speed of the simpli-
fied algorithm SMDF and consequently the proposed algo-
rithm SMDF-BPNLMS++.

4. A Multi-Delay BPNLMS++ Algorithm

This part presents a new block adaptive filtering proce-
dure in which the filter coefficients are divided into K′ seg-
ments in accordance with a SMDF-BPNLMS++. This is
achieved by using smaller block size and the new proce-
dure of the step-size, reducing the total execution time of
the BPNLMS++ adaptive filter and providing fast conver-
gence of the modes of the adaptive process.

We will briefly present the adaptive filtering method
issued from BPNLMS++ algorithm, in defined [2].

The weight update equation of BPNLMS++ algorithm,
using fast convolution method based on FFT techniques, is
given by:

ŵk+1 = ŵk + μ
Gk (εk ∗ x̃−k)

Gk (x̃k ∗ x̃−k) + β

= ŵk +

(
Gk

Gk (x̃k ∗ x̃−k) + β

)
. (μ. (εk ∗ x̃−k)) (20)

in which x̃k =
[
xkN−L+1 . . . x(k+1)N−1

]T is (N + L − 1)-
dimensional vector, the operator ∗ denotes the linear con-
volution and β is a regularization parameter which prevents
division by zero. In this algorithm, for even-numbered time
steps the matrix Gk is chosen to be the identity matrix:

Gk = IL (21)

while for odd-numbered steps it is chosen as follows:

Gk = diag
[
gk (0) , . . . , gk (L − 1)

]
(22)

Gk is a diagonal matrix that adjusts the step-size of the
individual taps of the filter:

gk (n) =
γk (n)

1
L

L−1∑
m=0

γk (m)

(23)

where γk (n) = max {ρνk, |ŵk (n)|}, n ∈ [0, L − 1] and νk =
max {δ, |ŵk (0)| , . . . , |ŵk (L − 1)|}. The terms δ and ρ are typ-
ically chosen equal to 5

L and 10−2 respectively.
The SMDF implementation of the BPNLMS++ algo-

rithm supposes the expressions of the N samples from the
error sequence by Eq. (10).

In proposed algorithm SMDF-BPNLMS++ the time-
domain tap weight vector, ŵk, is divided into K′ segments
ŵk′

k of length L′: 1 ≤ k′ ≤ K′ − 1.
At each block index k, the weight update equation of

SMDF-BPNLMS++ adaptive filter can be written:

ŵk′
k+1 = ŵ

k′
k +

⎛⎜⎜⎜⎜⎝ Gk

x̃T
k Gk x̃k + β

⎞⎟⎟⎟⎟⎠ uk′
k (24)

β corresponds to the variance of the signal {x} [6], and
Gk is similarly obtained as the BPNLMS++ algorithm in
this part. The vector uk′

k is calculated, at each iteration, using
Eq. (11), by:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
u0

k = Last L′ terms of
{
μk • FFT−1

[(
X̃0

k • Ek

)]}
uk′

k = Last L′ terms of
{
μk • FFT−1

[(
X̃k′−1

k • Ek

)]}
,

k′ > 0

(25)

μk is the new step-size defined in Sect. 3. The different
elements of the vector uk′

k is given by:

u0
k (i) = μk (i)

(k+1)N−i−1∑
n=kN−1

x0
nεn+i = μk (i)

(
x0

k (i) ∗ ε−k (i)
)

uk′
k (i) = μk (i)

(k+1)N−k′L′−i−1∑
n= kN−k′L′−1

x0
nεn+k′L′+i = μk (i)

(
xk′−1

k−1 (i) ∗ ε−k (i)
)
,

k′ > 0 (26)

where ∗ indicates convolution and i ∈ [0, L′ − 1] .
The weight update equation of L-point SMDF-

BPNLMS++ adaptive filter, ŵk, is given by:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ŵ0

k
...
ŵK′−1

k

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ŵ0

k+1
...
ŵK′−1

k+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +
⎛⎜⎜⎜⎜⎝ Gk

x̃T
k Gk x̃k + β

⎞⎟⎟⎟⎟⎠
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u0T

k
...

uK′−1T

k

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (27)

With reference to Eqs. (1) and (27), the L-point SMDF-
BPNLMS++ adaptive filter, ŵk, can be written:

ŵk+1 = ŵk +

⎛⎜⎜⎜⎜⎝ Gk

x̃T
k Gk x̃k + β

⎞⎟⎟⎟⎟⎠ ũk (28)

where

ũk =
[
u0T

k u1T

k . . . u
K′−1T

k

]T
(29)

Analysis of convergence properties and computational
complexity shows that the block SMDF-BPNLMS++ adap-
tive filter permits fast implementation while keeping good
performance.

5. Fermat Number Transform

A realization of SMDF-BPNLMS++ adaptive filters incor-
porates fast convolution algorithms using the FFT and ap-
propriate sectioning of data. Since the Fermat Number
Transform (FNT) has several desirable properties mentioned
in this part, a realization of SMDF-BPNLMS++ filters us-
ing the FNT instead of the FFT should be considered. The
forward and inverse FNT’s are defined as [4]:

X (k) =

〈M−1∑
n=0

x (n)αnk

〉
Ft

, k = 0, 1, . . . ,M − 1 (30)

x (n) =

〈
M−1

M−1∑
k=0

X (k)α−nk

〉
Ft

, n = 0, 1, . . . ,M − 1 (31)
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Table 1 Possible combinations of FNT parameters.

respectively, where M is the transform length, Ft is the tth
Fermat number, α is a root of unity, and 〈·〉Ft

stands for
residue reduction modulo Ft.

For an efficient implementation of FNT on processor,
the choice of parameters is important. If possible, the val-
ues M and α are chosen as a power of 2 to allow replacement
of multiplications by bit shifts. The particular modulo equal
to a Fermat number, Ft = 22t

+ 1 with t ∈ N, offers numer-
ous possibilities for length M of the transform. The values
of M and α associated to a Fermat Number Transform are
given by M = 2t+1−i and

〈
α = 22i

〉
Ft

with 0 ≤ i < t [5] (see

Table 1).
Some tests have shown that an FNT-based convolution

reduces the computation time by a factor of 3 to 5 compared
to the FFT implementation [4].

6. Numerical Results

Numerical simulations have been conducted to evaluate
the performance of the proposed SMDF-BPNLMS++ al-
gorithm implemented with FNT transform. In these tests,
the SMDF-BPNLMS++ algorithm is compared to the
BPNLMS++ algorithm into MatLab software.

The criteria used to evaluate the performances of both
FNT implemented BPNLMS++ and SMDF-BPNLMS++
algorithms are compared, and are as follows:

- The filter weight error convergence Nm:

Nm = 10 log10

(‖w − ŵ‖2
‖w‖2

)

where w and ŵ are respectively the real and the estimated
impulse response of the experimental echo channel.

- The Echo Return Loss Enhancement (ERLEC) of the
compensator ŵk.

ERLEC (k) = 10 log10

⎛⎜⎜⎜⎜⎜⎝
∑ kN

n=(k−1)N+1 (y (n))2

∑ kN
n=(k−1)N+1 (y (n) − ŷ (n))2

⎞⎟⎟⎟⎟⎟⎠
- The instantaneously Echo Return Powers.
- The computational complexity of both FNT imple-

mented BPNLMS++ and SMDF-BPNLMS++ algorithms.
The BPNLMS++ and SMDF-BPNLMS++ adaptive

filter algorithms are investigated in single-talk situation
where empirical values for the parameters are chosen as
β = 102, δ = 1

L , ρ = 10−2, γ = 0.9. The dimension
of the computed block in filter processing is taken with
N = L′ = 32 where K′ = 4, and L = 128, which corresponds

Fig. 3 Impulse response of the echo path.

Fig. 4 Adaptation normalized misalignement for two algorithms:
BPNLMS++ (solid line) and SMDF-BPNLMS++ (dashed line) with μ =
0.25, 0.45, and 0.85.

to a 16 ms impulse response for a sampling rate of 8 kHz. In
practice, the length of the echo-path impulse response in the
telephone network usually varies between about 4 ms and
64 ms and the sampling rate is usually 8 kHz.

The impulse response of the filter w used in the simu-
lations is given in Fig. 3.

In single-talk situation, the acoustic echo cancellation
system must provide an echo reduction of about 24 dB for
delays lower than 25 ms and of about 40 dB for delays ex-
ceeding 25 ms [7].

Figure 4 represents the convergence of both algorithms
(BPNLMS++ and SMDF-BPNLMS++) using μ = 0.25,
0.45, and 0.85. This figure shows that both algorithms do
not reveal any significant difference in terms of convergence
for each value of μ. It shows also that for μ = 0.85, these
algorithms present a faster convergence.

Then, we will evaluate the performance of the SMDF-
BPNLMS++ algorithm using the new step size (see defini-
tion in Sect. 3) and compare it to the BPNLMS++ algorithm
using μ = 0.85.

In Fig. 5, we could show that the SMDF-BPNLMS++
represented with dashed plot, presents a faster adaptation
convergence than BPNLMS++ algorithm given with solid
plot.

In Fig. 6(a), the performance of the SMDF-BPNLMS
++ is measured by the Echo Return Loss Enhancement of
the compensator ŵk. We observe the fast adaptation ob-
tained by the SMDF-BPNLMS++ (dashed curve) algorithm
in contrast with the slower BPNLMS++ algorithm variant.

Figure 6(b), represents the instantaneously power of
the echo signal and the instantaneo usly Echo Return Pow-
ers obtained with the classical BPNLMS++ and the SMDF-
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Fig. 5 Adaptation normalized misalignement for two algorithms:
BPNLMS++ (solid) and SMDF-BPNLMS++ (dashed).

Fig. 6 (a) Echo Return Loss Enhancement of the compensator ŵk . (b)
Echo Return Powers for two algorithms: BPNLMS++ (solid) and SMDF-
BPNLMS++ (dashed).

BPNLMS++ algorithms. It can be seen that the last algo-
rithm provides much larger echo attenuation than the classi-
cal BPNLMS++ algorithm.

It is noted that the SMDF-BPNLMS++ algorithm us-
ing smaller block size and the new method of step-size adap-
tation coefficient, is found to be faster than the BPNLMS++
algorithm.

The last criterion of comparison between the two algo-
rithms, BPNLMS++ and SMDF-BPNLMS++, is that of the
computational complexity.

As a realization of block adaptive filters incorporates
fast convolution algorithms and appropriate sectioning of
data, an implementation of SMDF-BPNLMS++ filters us-
ing the FNT, instead of the FFT, could be considered for
real data [4], [5].

As the FFT and FNT realizations are basically equiv-
alent, our FNT-based block adaptive filtering has been im-
plemented with convolution procedures using the FFT tech-
nique. The only difference in the FNT computation comes
from the use of finite arithmetic modulo, the Fermat number
F4 = 216 + 1, which can be implemented using conventional
binary arithmetic.

The overall computational efficiency of a realization
is directly associated with the computational complexity
of both algorithms (BPNLMS++ and SMDF-BPNLMS++)
using the FNT. The number of operations (multiplications,
additions, bit shifts) of both algorithms (BPNLMS++ and
SMDF-BPNLMS++) is directly proportional to the num-

Table 2 Operations (basic operations and multiplications) required for
both FNT implemented BPNLMS++ and SMDF-BPNLMS++ for one
block.

Fig. 7 Operations required for both FNT implemented BPNLMS++ and
SMDF-BPNLMS++ algorithms (10 blocks).

ber and size of the FNT used. A 2L-point FNT can be
shown to require 5L. log2 (2.L) basic operations such as bit
shifts and additions but no multiplication. With this assump-
tion, the total operation number per block for the convolu-
tion of the different algorithms (BPNLMS++ and SMDF-
BPNLMS++) is given by Table 2.

With reference to the previous table, the required
operations (multiplications, additions, bit shifts) of 10
blocks for both FNT implemented BPNLMS++ and SMDF-
BPNLMS++ algorithms are represented in Fig. 7.

Moreover, this last implementation of the SMDF-
BPNLMS++ filter is computationally more efficient due to
the computational efficiency of the Fermat Number Trans-
form.

7. Conclusion

This paper proposed a simplified form of the flexible adap-
tive Multi-Delay Filter (MDF). In the presence of large vari-
ations in the input power spectrum, the MDF is not sufficient
to reach the uniform convergence. To inhibit this problem,
we derived a new method for the step-size adaptation coef-
ficient.

Afterwards, we proposed a new procedure based on the
BPNLMS++ algorithm with the simplified MDF (SMDF)
implementation in order to provide fast convergence and to
reduce the execution time of the adaptive process. More-
over, an implementation of the new procedure (SMDF-
BPNLMS++) algorithm using FNT reduced the computa-
tional complexity of the implantation compared with an im-
plementation of the BPNLMS++ algorithm using also FNT.
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