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Abstract 

A modular property of term rewriting systems is one that holds;for the direct sum of two 
disjoint term rewriting systems iff it holds for every involved term rewriting system. A term 
rewriting system is r-consistent iff there is no term that can be rewritten to two different 
variables. We show that the subclass of left-linear and r-consistent term rewriting systems has 
the modular termination property. This subclass may also contain nonconfluent term rewriting 
systems. Since confluence implies r-consistency, this constitutes a generalisation of the theorem 
of Toyama, Klop, and Barendregt on the modularity of termination for confluent and left-linear 
term rewriting systems. 

1. Introduction 

It is well-known that the direct sum of two disjoint term rewriting systems may be 
nonterminating even if every single system is terminating. The counterexamples which 
are presented in [19] demonstrate that several naike conjectures were false. For 
example, it is shown that left-linearity alone is not sufficient for termination, and 
furthermore, that convergence, i.e. termination and confluence, of a term rewriting 
system is not sufficient for termination of their direct sum. 

A simple example is 

R,: G(x, Y) + x, W, Y) + Y. 
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Both systems are terminating; however, f(G(1,2), G(1,2), G(1,2)) starts a cyclic 
reduction. This example was a natural hurdle for finding sufficient criteria for 
termination of the direct sum. In [21] it is proved that for left-linear and confluent 
term rewriting systems, the termination is inherited to the direct sum. In the example 
above RI and R2 are both left-linear, but R, was not confluent. 

The term rewriting system R2 is not r-consistent, since we can rewrite G(x, y) to x as 
well as y. A further counterexample in [4] (which is a bit simpler than that in [19]) is 

RJ: f(0, 1, x) -+f(x, x, x), 
0% Y, 4 + 2, 
0 + 2, 
1 + 2, 

R‘$: G(x,Y,Y) -,x, 

WY, Y, 4 -, x. 

Both systems R3 and R, are convergent; however, their direct sum is not terminating. 
We have G(O,l,l) -PO and G(O,l 1) 3 G(2,2,1) + 1. There is a cyclic reduction 

f(G(O,l, I), G(0, 1, I), G(0, l,l)) +f(O> 1, G(0, 1,l)) sj(G(O, 1, l), G(0, 1, l), G(O,l, 1)). 
This example combines a left-linear and convergent TRS with a non-left-linear and 

convergent one. Thus, convergence alone is also not sufficient for the modularity of 
termination. There are further results on sufficient criteria for termination ([17,11, 
121, see also [7]), such as left dominance of both term rewriting system, where left 
dominance means that the number of variable occurrences of every variable does not 
increase in any reduction step. Furthermore, if every system is collapse-free, i.e., there 
are no rules of the form c -+ x, then termination is modular. In the example above, 
R3 is not left dominant. 

A motivation for studying termination properties of direct sums of term rewriting 
systems is that they can be considered as a model for functional programming using 
recursion equations. The direct sum of term rewriting systems corresponds to the 
usage of independently defined modules. The issue is, whether the evaluation of an 
expression terminates, if all functions from the modules terminate. In the cases where 
all the recursion equations are restricted to being nonoverlapping and left-linear, i.e., 
they are orthogonal, they are also confluent (see [6]); hence the theorem of [21] can be 
used. 

In this paper, we show that the theorem from [21] that states modularity of 
termination for confluent, left-linear term rewriting systems can be generalised to 
r-consistent term rewriting systems. Furthermore, the proof of this result is simplified. 

2. Preliminaries 

We use a lot of standard notions and notations (cf. [3,7]). Let Term(F, V) be the set 
of terms defined over a set of function symbols, where every function comes with an 
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arity, and a set V of variables. The set of variables occurring in a term t is denoted by 
Var(t). A term is linear if every variable occurs at most once in it. The set O(t) is the set 
of occurrences of a term t. The subterm oft at position p is denoted by t/p. The term 
t [p + s] is obtained from t by replacing the subterm at occurrence p by s. Two 
occurrences p, q are disjoint (independent) (notation pi q) if neither p is below q nor q is 
below p. If p is a prefix of q, we denote this by p B q (p > q if p # q in addition). In this 
case we also say q is below p (p is above q). We define root(t) to be the function symbol 
at the top if t is not a variable, and root(t) = t if t is a variable. 

A substitution CJ is a mapping B: Term(F, V) + Term(F, V) such that 
Dam(o):= {XE Vlox #x} isfiniteand such that a(f(tl,...,t,)) =f(&l,...,&,)for all 
terms f(tl,..., t,). A substitution can be represented by its values on Dam(a): 
C7 = {x1 + (Xl,..., X” --* CX,}. 

A rewrite rule is a pair of terms, denoted 1 + I, such that Var(r) E Var(l) and 1 is not 
a variable. A term rewriting system is a set of rewrite rules. The reduction relation 
-+ for a term rewriting system R is defined as follows: s +K t, iff there is a position 

p E O(s), a rule 1 + I in R, and a substitution 6, such that ol = s/p, and t = s[p -+ ur], 

the transitive, reflexive closure is denoted by &, the transitive closure by &. The 
symmetric, reflexive and transitive closure is denoted by =R, and also called the 
equational theory generated by R. We say R is consistent if x =R y does not hold for 
two different variables. Furthermore, we say R is consistent w.r.t. reduction (I- 
consistent) if there is no term t, such that t SR x and t & y for different variables 
x and y. 

A term rewriting system R (the corresponding reduction relation +R) is called 
Noetherian (or terminating) if there are no infinite reduction sequences; it is called 
confluent whenever u & t SR w implies that there exists a term s, such that 
u -?;R s & w. Note that for term rewriting systems we have that confluence implies 
consistency which in turn implies r-consistency. If a term rewriting system is 
Noetherian and confluent, then it is also called convergent. In a convergent term 
rewriting system, every term t can be reduced to a unique normal form, denoted by 

&. 
A rule I+ r is called left-linear if 1 is linear, a term rewriting system is called 

left-linear if all rules are left-linear. A rule is collapsing if it is of the form I+ x for some 
variable x. A TRS is collapsing if it contains at least one collapsing rule. A rule I--+ r is 
called nonerasing iff Var(r) = Var(1); a term rewriting system is called nonerasing iff 
all rules in it are nonerasing. Note that in other references this property is also called 
regular or variable-preserving. 

Let Ri, i = 1,2 be term rewriting systems for Term(Fi, V), where the corresponding 
sets of function symbols F, and F2 are disjoint. In this case we call RI and R2 disjoint. 
The direct sum RI 0 R2 of two disjoint term rewriting systems is defined as the union 
of the rules, and the reduction relation is defined on the set Term(F, u F2, V). 
A property P is called modular iff P(R,) and P(R,) is equivalent to P(RI @ R2). If 
a modular property P holds for several disjoint term rewriting systems, it can be lifted 
to their direct sum. 
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Let t be a term in Term(F1 u F2, V). We say the theory of a nonvariable term t is i 
(Th(t) = i, or t is an i-term) if root(t) E Ft. We say a subterm s = t/p is alien if p # E 

(E denotes the empty word) and if for the direct superterm so = t/p0 with p = p. .j, we 

have Th(s) # Th(so). We say a subterm s oft is a maximal alien subterm if there is no 
alien proper superterm of s in t. Notation is simplified by using contexts, denoted by 

r[t1,..., t.]. This can be formalized as a term t with n holes at occurrences pl,. . ., p., and 

t[tr,..., t,,] is the term t[pl + tl,...,pn + t,]. Given some term sl, and some alien 
subterm so denoted as a context sItI,.. ., t,], where ti, i = l,.. ., n are all the maximal 
alien subterms of so, we will call s[.,. . . , .] a layer within si. The top layer means the 
topmost layer of some term. The theory length of a position p in t is the number of 
theory changes on a path from the root to this position including the term t/p. The 
rank of a term t is defined as the maximal theory length of a position of a variable or 
a constant in t. 

We need some nonstandard notions that are suitable for reduction with left-linear 
term rewriting systems. Therefore, we give also a rigorous definition of the notion of 
term. 

Definition 2.1 (Labelled terms). A subset 0 # T E N* is an ordered tree iff (i) T is 
prefix-closed, i.e. the prefix of every word in T is also in T, and (ii) p.i E T A i > 1 * 
p.(i - 1) E T. Let F be a signature, arity: F + No be a function, and I/ be an infinite set 
of variables. A term t is a finite ordered tree T together with a function t: T + F u V, 

such that t(p) =frz F implies that p has arity(f) sons; t(p) E V implies that p has no 
sons. 

Let L be a set of labels. A labelled term consists of an ordered tree T, a function 
t: T + F u V and a partial function m: T + L. I.e., the nodes of a term are not only 
marked by function symbols or variables, but additionally nodes may be labelled. 

The labels at the nodes of a term are not intended to contribute to the structure of 
the term, but only to record the changes that rewriting does. Hence rewriting, equality 
tests and the like only look for the term part of a labelled term. However, there is one 
difference, a rewriting step has to label the resulting term in a sensible way. In 
particular, we want to give subterms a form of identity that survives rewriting, which 
is only possible for left-linear term rewriting systems. 

Definition 2.2. Let Rr and R2 be disjoint, left-linear term rewriting systems. We 
consider rewriting of labelled terms in RI @ R2. Let t be a labelled term t with 
labelling m. For the purposes of this paper it is sufficient to assume that only the root 
of alien subterms, the root of t or the variables are labelled. 

The operation of a left-linear rule 1 + r on t at position p is as follows: Rewriting on 
the term part is as usual, we have to say how the labels of the new term look like. Let 
al = t/p, t’ = t[p + ar] for some substitution 6. 
We make t’ a labelled term with labelling m’ as follows: 

If 4 > p or q I p, then m’(q):= m(q). 
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Fig. 1. 

Let x EVar(r) and pX be its position in 1. 
Let qX,i be any position of x in r. Then t’/p.q,,i has the same labelling as t/p.pX with 
one exception: 
If I = x, i.e., we have the application of a collapsing rule, then there may be two 
sources of a label for t//p: the label of t/p and the label of t/p.px. 

If neither t/p nor t/p.px are labelled, then t’/p has no label, too. 
If exactly one of the terms t/p or t/p.px is labelled, then the new label of t’/p will be 
this one. 
If both of them are labelled, i.e., we have a conflict, then there are two cases: in the 
case that t’/p is not an alien term, we delete both labels; otherwise, i.e., t’/p.px is 
a variable, we use the label of t/p. 

Example 2.3. Let g, b be l-symbols and let F, A be 2-symbols. Let F(A, x) + x be 
a rule. We give two examples of rewriting of labelled terms as shown in Fig. 1. 

3. Reductions in RI @ R2 

Now we consider disjoint and left-linear term rewriting systems R, and RZ, and 
study RI @ R,-reductions of terms in Term(F, u FZ, V). 

Examples 3.1. (i) This example demonstrates that it is not obvious how to construct 
a nonterminating reduction in one term rewriting system given a nonterminating 
reduction in the combination. However, it shows that the collapsing layers may play 
a r&e in such a construction process. Let 

R,: 

R,: 

F(x, A) --) x, F(A, x) + x, 

e31(4,gz(Y),z) + w?z,z), 
gt(4 -+ x, 
92(x) -+ x. 
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The following holds: RI and R2 are left-linear and consistent. The latter holds, since 
the model (1,2} with gi(l)= g2(1) = 1, g,(2) = g2(2) = 2, h(x,y,z) = z for all 
x,y,z ~(1,2} is a model of =R2. 

Let s = F(g1(A),g2(A)) and t = h(s, s, s). Then we have the cyclic reduction 
h(s, s,s) 3 h(gi(A), g2(A), s) 1s h(s,s, s). To try some kind of projection in order to 
construct a nonterminating reduction sequence for Rz does not work: A correspond- 
ing term would be as follows: (ghi(X), gj(y), gk(z)). However, the reduction +R2 termin- 
ates on such a term. Nevertheless, R2 is nonterminating: h(gr(g,(x)), g1(g2(x)), 

S1(92(X))) 3 h(gl(X)Y 92(X), S1(92(X))) 3 wgl(g*(X)), S1(92(X)), S1(92(X))). 

(ii) It is not true that consistency of a term rewriting system implies a unique 
collapsing of terms to some of their maximal alien subterms. Consider 

RI: ftx, 4 + x, ftb, 4 + x, 

R2: H(x) + x. 

Then RI and R2 are consistent, but f(H(a), H(b)) can be reduced to H(a) as well as to 

H(b). 
(iii) A first idea to deal with collapsable layers is to consider the relation that is the 
transitive closure of all layer collapsings. The task is then to find out which of some 
deep alien subterms may pop up to the surface. Given an infinite reduction one has to 
use a projection technique to produce an infinite reduction w.r.t a single theory. 
However, this does only work if some rewrite steps from both theories are considered. 
Let 

Rl:= {H,(X) --) Hz(X,X), H~(GI(X), G,(Y)) + Y, G,(x) -, x> 

R2 := {f(X) + X, f(UX)) + x} with F2 = {f; k, d}. 

Consider the term H,(f(G, (k(G,(d(x)))))). 
The following reduction shows that d(x) may pop up at the top level: 

H,tftG,tktG,tdtx)))))) -+ Hz(ftGltk(G,td(x))))), ftGMWW)N) 

However, there is no reduction to this term if we use layer by layer removal: Either 

Hltf(Gl(ktG,tdtx)))))) + HltftWWW)))) + Hl(WW)) 

or 

Hl(f(G,(QGz(d(x)))))) + H,(G,(k(Gz(d(x))))) + H,(k(G,(d(x)))). 

In the following, we will use positions as labels, where the source of these positions 
is always the first term of a considered reduction. 
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Definition 3.2. Let Ri, i = 1,2 be disjoint, left-linear term rewriting systems and let t be 
a labelled term, such that the initial labelling is as follows: The root and every node of 
an alien position or of a variable is explicitly labelled with its position in t. Note that 
this labelling is injective. 

The pair (p, q) is called an m*-collapsing if there is some reduction t 5 t’ and during 
reduction there occurs a conflict between label p and a label q with q c p where q is the 
position of a maximal alien subterm in t/p. The position p is called a modular 
collapsing position (m*-collapsing position). We call an m*-collapsing (p, q) maximal if 
the theory length of p is maximal. We use as a measure p of a term t the multiset of the 
theory lengths of all m*-collapsing positions in t. The usual multiset ordering is used 
for comparisons. 

Observe that our labelling technique guarantees that a labelling is an injective 
mapping on the term starting a reduction. However, this property may be violated 
after some reductions, since rules like f(x) + g(x,x) may generate several subterms 
with the same label. Note that there is a difference between m-collapsings in [9] and 
the m*-collapsings defined here. 

Lemma 3.3. Let Ri, i = 1,2 be disjoint, left-linear and r-consistent. Let p be a maximal 
m*-collapsing position in t and (p, ql), (p, q2) be some m*-collapsings. Then q1 = qz, i.e., 
maximal m*-collapsings are unique. 

Proof. Let (p, ql) and (p, q2) be two m*-collapsings. Since p is a maximal one, there is 
no further collapsing in some alien subterm of t/p. We write t as a context t[sl,. . ., sn], 

where sl,. . . ,s, are the maximal alien subterms and the variables of t/p, which are at 
positions p with theory length 0. Let pi, i = l,..., n be the positions of the terms si in 
to/p. Let i and j be the indices such that pi = q1 and pj = q2. Let t[xl,. . ., x,] be a term 
such that x 1,..., x, are new variables. The two reductions that show that (p,ql) and 
(p,q2) are m*-collapsings can be used to construct two different reductions 

t[xl,...,xnlj _$ Xi and t[r~i,...,~,I] 3 xj using the corresponding reductions in the top 
layer of t/p. This is a contradiction to r-consistency of RI or R2. 0 

In order to differentiate usual positions and positions that are used as labels, we will 
sometimes denote the latter by upper case letters. 

Definition 3.4. Let Ri, i = 1,2 be disjoint, left-linear and r-consistent. Let red = 
{to + tl + t2 + . ..} b e a reduction sequence w.r.t. RI @ R2. Let the term to be 
labelled as in Definition 3.2 and let (P,Q) be a maximal m*-collapsing. Then the 
transformation z w.r.t. (P, Q) is defined as follows: We treat only the case where to/P is 
a l-term; the case that t,/P is a 2-term is then a dual case. Note that the position Q is 
unique by Lemma 3.3. 

z(tJ is the term constructed from ti for i = 1,2,. . . by inserting to/P at every position 
q # E in ti that has the following properties: 
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Fig. 2. 

(i) ti/q is an alien 2-term, 
(ii) there is a position q’ < q such that q’ is labelled with P. 

The replacements are done as follows: Let q be such a position and let Q = P. Q’. Then 
ti/q is replaced by (to/P) [Q’ + ti/q], i.e., the term with root t,,/P and a hole at Q is 
plugged into the position q, where ti/q is shifted down. Furthermore, every term with 
label P is replaced by to/Q. An illustration is given in Fig. 2. These replacements are 
done in parallel, but could also be done sequentially bottom-up. We can use 7 also for 
the transformations of positions: for positions r in ti that are not below a node labelled 
P, we denote the image of I in z(ti) by Zi(l). The cases where P is the position of the root 
or some maximal alien subterm of t,, appears to be exceptional, since the m*- 
collapsing layer is then completely removed; however, this case is also covered by our 
definitions. 

Note that the illustration is an idealized one; in particular, there may be several 
alien terms labelled with P, hence the correct picture would be a tree-like tower 
instead of a linear tower. 

Lemma 3.5. Let Ri, i = 1,2 be disjoint, left-linear and r-consistent. Let red = 
{t,,+tl--+tz+~-} b e some reduction sequence w.r.t. RI 0 Rx. Then 

(i) 7(ti) 4 T(ti+l) for every i. 

(ii) A7(t0)) < dto). 

Proof. (i) We assume that the term to is labelled as in Definition 3.2. Let (P,Q) be 
some maximal m*-collapsing. By symmetry, we can assume that the subterm in 
to labelled P is a l-term. We have to show that there is a reduction T(ti) 3 r(ti+ 1) for 
every i. Assume the reduction ti + t. I + 1 is at position p. Then there are several cases. 

(1) In ti there is a node with label P above p. In this case we have r(ti) = z(ti+l). 

(2) There is no node labelled P above p nor below p. In this case, the position ri(p) 
in T(ti) is defined, and we have T(ti) + 7(ti+ 1) at position ri(p) by the same reduction as 
t{ + ti+ 1. 
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(3) There is a node labelled P properly below p. Then there are again several cases, 
which have to be considered in detail. 

(a) The reduction does not collapse a layer in tie The same reduction is then 
performed on r(ti) at position ri(p) resulting in ri. The effect of the reduction in ti may 
be to delete some nodes labelled P. Hence, in order to reduce the possible differences 
between ri and r(ti+ i) some of the copies of to/P have to be removed. It is obvious that 
then T(ti+l) can be reached from ri. 

(b) A l-layer has been collapsed: The same argumentation as in (a) is applicable. 
(c) A 2-layer has been collapsed that is not directly above the node labelled P: 

Again we can apply the argumentation of (a). 
(d) A 2-layer has been collapsed that is directly above the node labelled P: Then 

again we have first to perform the same collapsing of a 2-layer in T(ti) and then some 
removals of the plugged-in (partial) copies of to/P may be necessary. Furthermore, we 
have to make up the reductions in the image of the term that was labelled P. This, 
however, is possible, since the term in the image is exactly t,/P and the term in ti that 
was labelled P is a reduct of t,/P (see Fig. 3). 

(ii) Obviously, the transformation z reduces a maximal m*-collapsing, namely to/P. 
Since there are no m*-collapsings below P, the transformation may only introduce 
new collapsings which have a strictly smaller theory length than P. Furthermore, the 
number of m*-collapsing positions with the same theory length as P is unchanged, 
since the transformation 7 does not influence the criterion for m*-collapsings of these 
positions using (i) of this lemma. This means, /.&,) > p(7(tO)) with respect to the 
multiset-ordering. q 

Lemma 3.6. Let Ri, i = 1,2 be disjoint, left-linear, r-consistent and terminating. Then 

RI 0 R2 is also terminating. 

Proof. Assume by contradiction that there is some infinite reduction red = 

{ t,,-+t,+t,-+~~}.F th ur ermore, we can assume, that red is minimal among all such 
sequences, where we compare reduction sequences first by the rank oft,-,, and second 

by &o). 
(1) The root is not an m*-collapsing position. Furthermore, there is an infinite 

number of reductions in the top layer: 
If the root is an m*-collapsing position, then there must be an infinite reduction se- 

quence after the collapsing. Omitting the beginning of the reduction sequence, we get an 
infinite reduction sequence that starts with a term that has strictly smaller rank than to. 

Now assume the number of reductions in the top layer is finite. Then there is some 
index k, such that for all i >, k, there are no more reductions in the top layer. But then 
there must be at least one maximal alien subterm s of tk, from which an infinite 
reduction sequence starts. This term s has a strictly smaller rank than to, which is 
a contradiction to minimality of to. 

(2) p(to) = 8: Assume p(tO) # 8. Then there exists some maximal m*-collapsing 
in to. Instead of red = {to-* tl + tz + -.-I, we consider the sequence 
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Fig. 3. 

{z(to) ir, z(t1) 3 z(t,) -r, -+e}. Lemma 3.5 shows that this sequence is indeed a reduc- 
tion sequence and that furthermore the new sequence is a strictly smaller one. By (1) 
there must be infinitely many reductions in the top layer. Hence, we have a strictly 
smaller counterexample. This contradicts our assumption that ,~(t,,) # 0. 

(3) Final contradiction. We have ,u(Q = 0. This means there are no m*-collapsings 
at all in t,-,. Let so[sI ,..., s,] = to, where so[. ,..., .] denotes the top layer of to. By (1) 
there are infinitely many reductions in the top layer, hence there is an infinite 
reduction starting with the term so [x1,. . ., x,,], where xi are new variables. This is an 
infinite reduction sequence in one of the Rip which contradicts the assumption that 
Ri are both terminating. q 

Note that Lemma 3.6 provides a constructive method to obtain an infinite reduc- 
tion for pure terms given an infinite reduction of mixed terms. 

Corollary 3.1. Termination is modular for left-linear and r-consistent term rewriting 
systems. 

Example 3.8. Let us revisit Example 3.1 above. We show how it may be transformed 
using the construction from Corollary 3.7. Let 

RI: F(x, B) --) x, F(A, x) + x. 

R,: h(g1(x), 92(Y), 4 -+ &9 z, 4, 

g1w + x, 

gzw + x. 

Let s = F(gr(A), g*(B)) and t = h(s, s,s). Then we have the cyclic reduction 
h(s, s, s) 3 h(gI(A), g2(B), s) 3 h(s, s, s). The construction now means to apply the 



M. Schmidt-Schau$ et al. / Theoretical Computer Science 149 (199.5) 361-374 371 

transformation r several times. There are two maximal m*-collapsing positions, 
namely the terms g1 (A) and g2(B). Selecting one for the transformation, we first obtain 
the term h(s’,s’, s’) with s’ = g1(F(A,g2(B))). The reduction sequence is now 

Ws’, s’, s’) + &7,(W, B)), s’, s’) + h(g,(A),s’, s’) + &I(-% W,g,(@),s’) + &II(A), 
g2(B), s’) + h(s’, s’, s’). The next operation would construct the term h(s”, s”, s”) with 
s” = gl(g2(F(A,B))). Now there is an obvious infinite reduction using only l-terms 
and l-rules: h(s”,s”, s”) -P h(gr(F(A, B)), s”, s”) + h(g, @(A, B)), g,(F(A, B)), s”) + 
h(s”,s”,s”). Replacing F(A, I?) by some variables x, we have constructed a cyclic 

reduction of a l-term: h(gr(Ax), gr(gAx)), sr(gAx))) -+ &r(x), sr(g2(x)),gr(gAx))) 
-, h(gr(x), sz(x), sr(g2(x))) -+ h(gr(&)), s1(g2(x)), sl(gAx))). This reduction is the 
same as we have guessed in Example 3.1(i). 

The theorem of Toyama, Klop, and Barendregt [21] on the modularity of termina- 
tion for confluent and left-linear term rewriting systems can be obtained as a corollary 
of Corollary 3.7. 

Corollary 3.9. Termination is modular for left-linear and con.uent term rewriting 
systems. 

Proof. This follows since confluent term rewriting systems are also r-consistent. 0 

The above result in Corollary 3.7 allows us to prove the following modularity result, 
thus solving an open problem posed by Rao [16]. 

Corollary 3.10. Termination is modular for left-linear 
systems. 

and nonerasing term rewriting 

Proof. This follows since nonerasing term rewriting systems are also r-consistent. 
0 

This is in contrast to the fact that termination is not modular for nonerasing term 
rewriting systems as proved in [14]. 

The following proposition clarifies the structure of counterexamples to the 
modularity of termination in the case of left-linear term rewriting systems. 

Proposition 3.11. Let RI and R2 be two disjoint, left-linear and terminating term 
rewriting systems, and let RI QI R2 be nonterminating. Then one of the term rewriting 
systems Ri is r-consistent, while the other one is not r-consistent. 

Proof. Let red = {to + tI -_, -*e} be an infinite reduction w.r.t. RI $ R2. We can 
choose red, such that the rank oft,-, is minimal. Then the rank of ti is constant and the 



312 M. Schmidt-Schauj3 et al. / Theoretical Computer Science 149 (1995) 361-374 

number of reductions in the top layer is infinite. Without loss of generality, we can 
assume that Th(t,) = 1. 

Suppose R2 is not r-consistent. Then there is an R,-term s, such that s 3 x and 
s 1s y for different variables x,y. It follows immediately that there is a sequence of 
2-terms Si[X1p.**p xi], such that S~[TX~ ,..., xi] 1s xj for every j = l,..., i. NOW we con- 
struct a reduction sequence in RI as follows: a(ti) is defined as the term, where every 
alien 2-term s is replaced as follows. Ifs has n maximal alien 1-subterms ri,. . ., r, then it 
is replaced by s, [rr,. . ., r.]. This transformation can be done in parallel or bottom-up. 
The term a(tJ is then a l-term for all ti. Using the reductions in red we show that 
a(tJ + a(ti+ r). If ti + ti+ i is a reduction using a 2-rule, then there are two possibilities: 
If an alien 2-term r is replaced by one of its alien l-terms rk, we use the reduction 

s,[rr,...,r,B 3 rk to reduce a(r) to rk. In the other case, we Simply ignore the reduction. 
If it is a reduction using a l-rule, then we make the corresponding reduction in a(tJ, 
which yields a(ti+ r). Since the number of reductions in the top layer is infinite, we get 
an infinite reduction of a l-term, which contradicts the assumption that RI is 
terminating. Thus, R2 is r-consistent. By Corollary 3.7, RI cannot be r-consistent. 0 

The following theorem shows that r-consistency is a modular property of left-linear 
term rewriting systems. This permits to use the result of Corollary 3.7 also for 
a disjoint union of several r-consistent term rewriting systems. 

Theorem 3.12. r-consistency is a modular property of left-linear term rewriting systems. 

Proof. Let Ri, i = 1,2, be disjoint, left-linear and r-consistent term rewriting systems. 
Assume there is a term t,,, such that there are two reductions t,, 1s x and to -?; y and 
furthermore assume that p(to) is minimal. Since to collapses to a variable, there must 
be some m*-collapsing in to. Applying the transformation r, we get a further term z(t,-J 

that is reducible to z(x) = x and r(y) = y. Furthermore p(z(to)) < to. By minimality, 
to must be a l-term or 2-term, which contradicts the assumption that both Ri are 
r-consistent. 0 

The proof technique used in this paper appears not to be extendable to the sum of 
term rewriting systems where there may be common constructors, i.e., function 
symbols that do not appear at the top in the left-hand sides of rules (see [8,13,15]). 
One argument is that the deletion part of our argument does not work any more, since 
the plug-in operation in Definition 3.4 may copy constructors. Furthermore, there are 
simple counterexamples to the theorem if common constructors are permitted, even in 
the restricted case of constructor-based systems (i.e., symbols not in top position in the 
left-hand sides must be constructors): Let 

RI: Wa, b, x) -, Mx, x, 4, 

Rz: C + b, C + a. 



M. Schmidt-Schau$ et al. f Theoretical Computer Science 149 (1995) 361-374 313 

Then R 1 and R2 are left-linear, terminating, r-consistent, nonerasing and collapse-free. 
The common constructors are the constants a and b. However, there is an infinite 
reduction in the sum RI @ R,: 

h(C, C, C) + h(a,C, C) + h(a, b, C) + h(C, C, C). 

4. Conclusion 

This result generalizes the theorem from [21] stating that termination is a modular 
property of confluent and left-linear term rewriting systems. Our proof technique is 
different from theirs, but much simpler. 

Our result extends the range of direct sums of term rewriting systems, where 
termination can be concluded from the termination of the constituents. Consider, for 
example, the TRS: R = (f(x, f(y, z)) +f(x, g(f(y, x))), g@(x)) + x, h(x) + x}. This 
term rewriting system is terminating, but not confluent. If we try to make a comple- 
tion, compute a critical pair (g(x),x), and add the rule g(x) + x, then the system will 
not be terminating, since then the term f(x, j-(x,x)) starts a cyclic reduction. Hence 
the theorem of [21] cannot be applied to this example. 
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