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#### Abstract

We compare two deforestation techniques: short cut fusion formalized in category theory and the syntactic composition of tree transducers. The former strongly depends on types and uses the parametricity property or free theorem whereas the latter makes no use of types at all and allows more general compositions. We introduce the notion of a categorical transducer which is a generalization of a catamorphism and show a respective fusion result which is a generalization of the 'acid rain theorem'. We prove the following main theorems: (i) The class of all categorical transducers builds a category where composition is fusion. (ii) The semantics of categorical transducers is a functor. (iii) The subclass of top-down categorical transducers is a subcategory. (iv) Syntactic composition of top-down tree transducers is equivalent to the fusion of top-down categorical transducers.
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## 1 Introduction

A transformation of functional programs to eliminate intermediate data structures is called deforestation. The name 'deforestation' has been introduced by [Wad90] inspired by the fact that the values of algebraic data structures are trees.

A particular kind of deforestation is the following: for three given data structures $A, B, C$ and programs $A \stackrel{f}{\longleftarrow} B$ and $B \stackrel{g}{\longleftarrow} C$ consider the program $A \stackrel{f \cdot g}{\longleftarrow} C$, where $f \cdot g$ denotes the program which computes the value of $g$ from the input and computes the value of $f$ from the value of $g$. The deforestation transformation is the construction of a new program $A \stackrel{h}{\longleftrightarrow} C$ such that the semantics of $h$ is the composition of the semantics of $f$ and the semantics of $g$, and the construction of $h$ is independent from the explicit data structure $B$. Thus, the intermediate transfer from $g$ to $f$ of values of the data structure $B$ is eliminated. This deforestation technique is called fusion. It is of practical significance, because it can be used to deforest modularly constructed functional programs. Since memory space and time for the allocation of the eliminated data structures is saved, this can improve the runtime performance [PTH01].

In this paper we will compare two specific fusion techniques in a theoretical way: short cut fusion and the syntactic composition of top-down tree transducers. In fact, we will compare these two fusion techniques not only w.r.t. their behavior, but rather we will show that the techniques themselves are structurally equivalent.

Let us first briefly recall these two techniques and then indicate how we compare them.
Short cut fusion is a fusion technique which uses a single, local transformation rule called the cata/build-rule [GLP93, Gil96]. Consider the Haskell program:

```
data Tree = Alpha Sigma(Tree, Tree)
data List = N | A List | B List
zig :: Tree -> List
zag :: Tree -> List
zig Alpha = N
zag Alpha = N
zig (Sigma(x1, x2)) = A(zag x1)
zag (Sigma(x1, x2)) = B(zag x2)
bin :: List -> Tree
bin N = Alpha
bin (A x) = Sigma(bin x, bin x)
bin (B x) = Sigma(bin x, bin x)
bin_zig :: Tree -> Tree
bin_zig = bin . zig
bin_zag :: Tree -> Tree
bin_zag = bin . zag
```

We will deforest the function bin_zig: In order to use the cata/build-rule to fuse the functions bin and zig we have to express zig as a build and bin as a cata (which is a shorthand for catamorphism). The build for the List data structure is defined by

```
build :: (forall c. c -> (c -> c) -> (c -> c) -> d -> c) -> (d -> List)
build g = g N A B
```

where the semantics of build is to apply its argument to the List-constructors. Alternatively, we may view the term $g$ as the result of abstracting in the term build $g$ from the List-constructor-symbols $N$, A , and B , i.e. $\mathrm{g}=\backslash \mathrm{N} A \quad B->$ build $g .{ }^{1}$ Then we can write

```
zig = build zig'
zag = build zag'
zig' :: c -> (c -> c) -> (c -> c) -> Tree -> c
zag' :: c -> (c -> c) -> (c -> c) -> Tree -> c
zig' n a b Alpha = n
zag' n a b Alpha = n
zig' n a b (Sigma(x1, x2)) = a(zag' n a b x1)
zag' n a b (Sigma(x1, x2)) = b(zig' n a b x2)
```

where zig' and zag' are zig and zag, respectively, in which we have abstracted from the Listconstructors. The second ingredient - the catamorphism for the List data structure - is given by

```
cata n a b N = n
cata n a b (A x) = a(cata n a b x)
cata n a b (B x) = b (cata n a b x)
```

where the semantics of cata is to substitute the List-constructors $N, A$, and $B$ by the functions $n, a$, and $b$, respectively, e.g. cata $n a b(B(A(B N)))=b(a(b n))$. It is easy to see that we can express the function bin as a cata in the following way:
bin = cata Alpha ( $\backslash \mathrm{x} \rightarrow$ Sigma x x) ( x x $->$ Sigma x x)
Now we can apply the cata/build-rule
which leads to

[^1]\[

$$
\begin{aligned}
\text { bin_zig } & =\text { bin . zig } \\
& =\text { cata Alpha ( } \backslash x->\text { Sigma } x \text { x) }(\backslash x->\text { Sigma } x \text { x) . build zig' } \\
& =\text { zig' Alpha ( } \backslash x->\text { Sigma } x \text { })(\backslash x->\text { Sigma } x \text { })
\end{aligned}
$$
\]

and similarly for bin_zag. Finally, by applying bin_zig (and bin_zag) to every possible input pattern, we obtain the program

```
bin_zig Alpha = Alpha
bin_zag Alpha = Alpha
bin_zig (Sigma(x1, x2)) = Sigma((bin_zag x1), (bin_zag x1))
bin_zag (Sigma(x1, x2)) = Sigma((bin_zig x2), (bin_zig x2))
```

Notice that the List data structure has been eliminated.
Originally, short cut fusion and the cata/build-rule were defined only for the list data structure. This restricted transformation has also been implemented in the GHC (Glasgow Haskell Compiler) [PTH01]. For arbitrary algebraic data structures of the polymorphic $\lambda$-calculus 'PolyFix' (but not for Haskell) a proof for the correctness of short cut fusion is given in [Joh01]. It is also possible to prove an abstract version in terms of category theory of the cata/build-rule which is known as the 'acid rain theorem' [TM95]:

$$
\frac{\mathrm{H}:\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G},|\cdot|_{\mathrm{G}}\right)}{\left([\varphi)_{\mathrm{G}} \cdot\left(\mathrm{H} \operatorname{in}_{\mathrm{G}}\right)_{\mathrm{F}}=(\mathrm{H} \varphi)_{\mathrm{F}}\right.}
$$

where $\left([\varphi)_{G}\right.$ is the category theory notation for the catamorphism, which is the unique solution of the equation $\left([\varphi)_{\mathrm{G}} \cdot i n_{\mathrm{G}}=\varphi \cdot \mathrm{G}(\varphi)_{\mathrm{G}}, \mathrm{G}\right.$ is an endofunctor, $\varphi$ is a G-algebra, and $i n_{\mathrm{G}}$ is an initial G-algebra. The rôle of the build is taken by a concrete functor H . Other generalizations of short cut fusion can e.g. be found in [LS95] and [HIT96].

Syntactic composition of top-down tree transducers is the other fusion technique, we are interested in. The concept of top-down tree transducers has been introduced by [Rou68, Rou70] and [Tha70]. Roughly speaking, such a transducer $T=\left(Q, \Sigma, \Delta, q_{0}, R\right)$ is a deterministic finite-state top-down tree automaton (with state set $Q$ ) which reads a given input tree (over some ranked alphabet $\Sigma$ ) starting from the root, stepping towards the leaves, and thereby producing an output tree (over some ranked alphabet $\Delta$ ). The behavior of the transducer is determined by a finite set $R$ of term rewrite rules, as e.g.

$$
\begin{array}{ll}
\operatorname{zig} \alpha & \rightarrow N \\
\operatorname{zag} \alpha & \rightarrow N \\
\operatorname{zig}\left(\sigma\left(x_{1}, x_{2}\right)\right) & \rightarrow A\left(\operatorname{zag} x_{1}\right) \\
\operatorname{zag}\left(\sigma\left(x_{1}, x_{2}\right)\right) & \rightarrow B\left(\operatorname{zig} x_{2}\right)
\end{array}
$$

where $z i g$ and $z a g$ are states of rank $1, \sigma$ and $\alpha$ are input symbols of rank 2 and 0 , respectively, $A, B$, and $N$ are output symbols of rank 1,1 , and 0 , respectively, and $x_{1}$ and $x_{2}$ are term rewrite variables. By applying the usual term rewrite semantics, for every input tree $t$, the unique normal form of $z i g(t)$ is a monadic tree $A(B(A \ldots N \ldots))$ which shows the zig-zag path through $t$. Thus, in general, the semantics of a tree transducer is a tree transformation, i.e. a function mapping trees onto trees.

A top-down tree transducer can be viewed as a functional program by turning states into functions and rewrite rules into defining equations ( $c f$. the functional program from above). Clearly, only particular functional programs are related to top-down tree transducers. Roughly speaking, a top-down tree transducer is a primitive-recursion scheme with mutual recursion (cf. [EV91, FHVV93, NV01] for the computational power of tree transducers).

Let us denote the fact that a top-down tree transducer $T$ has input alphabet $\Sigma$ and output alphabet $\Delta$ by $\Delta \stackrel{T}{\longleftarrow} \Sigma$. The semantics of $T$ is a tree transformation $T_{\Delta} \stackrel{\tau T}{\longleftarrow} T_{\Sigma}$ where $T_{\Sigma}$ and $T_{\Delta}$ are the sets of trees over $\Sigma$ and $\Delta$, respectively. For two given top-down tree transducers $\Gamma \stackrel{T_{2}}{\longleftarrow} \Delta \stackrel{T_{1}}{\longleftarrow} \Sigma$ with
semantics $T_{\Gamma} \stackrel{\tau T_{2}}{\longleftarrow} T_{\Delta} \stackrel{\tau T_{1}}{\longleftarrow} T_{\Sigma}$ we can construct a new top-down tree transducer $\Gamma \stackrel{T_{2} \cdot T_{1}}{\longleftarrow} \Sigma$ such that the following composition result holds:

$$
\begin{equation*}
\tau T_{2} \cdot \tau T_{1}=\tau\left(T_{2} \cdot T_{1}\right) \tag{*}
\end{equation*}
$$

and thus the intermediate $\Delta$-trees are eliminated. The basic idea for the construction of $T_{2} \cdot T_{1}$ is to run a slightly modified version of $T_{2}$ on the right hand sides of the rules of $T_{1}$ to obtain the right hand sides of the rules of $T_{2} \cdot T_{1}$. Then $T_{2} \cdot T_{1}$ is called the syntactic composition of $T_{1}$ and $T_{2}$. In order to illustrate this fusion technique let us consider the top-down tree transducer $T_{1}$ as shown above and the following top-down tree transducer $T_{2}$ :

$$
\begin{array}{ll}
\operatorname{bin} N & \rightarrow \alpha \\
\operatorname{bin}\left(A x_{1}\right) & \rightarrow \sigma\left(\operatorname{bin} x_{1}, \operatorname{bin} x_{1}\right) \\
\operatorname{bin}\left(B x_{1}\right) & \rightarrow \sigma\left(\operatorname{bin} x_{1}, \operatorname{bin} x_{1}\right)
\end{array}
$$

which also corresponds to a part of our example Haskell-program. If we apply the syntactic composition to these two tree transducers, then we obtain the top-down tree transducer $T_{2} \cdot T_{1}$ :

$$
\begin{array}{ll}
(b i n, z i g) \alpha & \rightarrow \alpha \\
(b i n, z a g) \alpha & \rightarrow \alpha \\
(b i n, z i g)\left(\sigma\left(x_{1}, x_{2}\right)\right) & \rightarrow \sigma\left((b i n, z a g) x_{1},(b i n, z a g) x_{1}\right) \\
(b i n, z a g)\left(\sigma\left(x_{1}, x_{2}\right)\right) & \rightarrow \sigma\left((b i n, z i g) x_{2},(b i n, z i g) x_{2}\right)
\end{array}
$$

And this corresponds to the equations of the functional program that we have calculated for bin_zig (and bin_zag) using short cut fusion.

The syntactic composition of top-down tree transducers has been introduced and thoroughly studied in [Eng75, Eng77, Bak79, Eng82]. Further investigations of composition of semantically larger classes of transducers can be found in: [Fül81,Gie88, CDPR97b, CDPR97a] for attributed tree transducers, [Eng80, CF82, EV85b] for macro tree transducers (or: primitive-recursive program schemes with parameters), and [EV88] for high-level tree transducers (also cf. the survey articles and monographs [GS84, GS97, FV98]). In [KV01, VK01] the composition of tree transducers has been compared with the deforestation method for functional programs [Wad90] in a syntactical framework.

This finishes the short review on short cut fusion and syntactic composition. Since both fusion techniques eliminate intermediate data structures and produce equivalent results in our example, the obvious question is: what is the relationship between these two fusion techniques? In order to compare them we will introduce the notion of a categorical transducer which is a generalization of a catamorphism, and we will show a respective fusion result which is a generalization of the 'acid rain theorem'. Then - described in the language of category theory - both fusion techniques are instances of this generalization. The following diagram gives a rough illustration of this generalization process:


Let us explain now a bit more the notion of a categorical transducer and the consequences of the generalized 'acid rain theorem'. (We assure those readers who are not familiar with notions from category theory that we will develop later all the needed techniques in quite some detail.) The main idea is to reinvent tree transducers on an the abstract level of category theory, where we have the following intuition how the ingredients of a top-down categorical transducer are related to those of a top-down tree transducer:

$$
\begin{array}{ccc}
\text { top-down tree transducer } & \longleftrightarrow & \text { top-down categorical transducer over } \mathcal{S} \text { et } \\
T=\left(Q, \Sigma, \Delta, q_{0}, R\right) & \longleftrightarrow & C=(\mathrm{H}, \mathrm{U}, \pi): \mathrm{G} \leftarrow \mathrm{~F}
\end{array}
$$

finite set of states ranked input-alphabet ranked output-alphabet initial state finite set of rules

| $Q$ | $\longleftrightarrow$ | $\mathrm{U}: \mathcal{S e t} \leftarrow \mathcal{S} e t$ | faithful endofunctor |
| :---: | :---: | :---: | :---: |
| $\Sigma$ | $\longleftrightarrow$ | $\mathrm{F}: \mathcal{S e t} \leftarrow \mathcal{S}$ et | endofunctor |
| $\Delta$ | $\longleftrightarrow$ | $\mathrm{G}: \mathcal{S e t} \leftarrow \mathcal{S} e t$ | endofunctor |
| $q_{0} \in Q$ | $\longleftrightarrow$ | $\pi: \mathrm{ld} \leftarrow \mathrm{U}$ | natural transformation |
| $R$ | $\longleftrightarrow$ | $\mathrm{Hing}_{\mathrm{G}}$ | where H is a concrete functor |
|  |  | $\mathrm{H}:\left(\mathcal{A l g}_{\mathcal{S}_{e t} \mathrm{~F}}\right.$, | $\left.\left.\right\|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A l g} \mathrm{S}_{\text {set }} \mathrm{G}, \mathrm{U} \cdot\|\cdot\|_{\mathrm{G}}\right)$ |


| set of $\Sigma$-trees | $T_{\Sigma}$ | $\longleftrightarrow \mu \mathrm{F}$ |  |
| :--- | ---: | :--- | :--- |
| set of $\Delta$-trees | $T_{\Delta}$ | $\longleftrightarrow$ | $\mu \mathrm{G}$ |
| tree transformation |  |  |  |$\quad \tau T: T_{\Delta} \leftarrow T_{\Sigma} \quad \longleftrightarrow \quad$| S $C=\pi \cdot\left(\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}}: \mu \mathrm{G} \leftarrow \mu \mathrm{F}$ |
| :--- |

We will also formalize this relationship and call the top-down tree transducer $T$ and the top-down categorical transducer $C$ related and write $T \approx C$. Moreover we will define a function R which maps a given top-down tree transducer $T$ to a related top-down categorical transducer $T \approx \mathrm{R} T$.

The concrete functor H plays a particular rôle in our formalization. Intuitively H describes a 'rulepattern' in which the parameters can be substituted by particular 'output-functions', such that we obtain the 'rules' of $C$ if we substitute the parameters by the 'output-symbols' of $C$. The initial G-algebra $i n_{\mathrm{G}}$ stands for the 'output-symbols' of $C$ and thus $\mathrm{H} i n_{\mathrm{G}}$ describes the 'rules' of $C$. Finally, the catamorphism $\left(\mathrm{H} \operatorname{in} \mathrm{G}_{\mathrm{G}}\right)_{\mathrm{F}}$ yields the fixpoint of the 'rules' by induction and the natural transformation $\pi$ selects the value of the 'initial state'. We show that all categorical transducers over some category $\mathcal{C}$ are the morphisms of a category (denoted by $\operatorname{cat} \mathcal{T}_{\mathcal{C}}$ ), where the composition is defined as follows:

$$
\left(\mathrm{H}_{2}, \mathrm{U}_{2}, \pi_{2}\right) \cdot\left(\mathrm{H}_{1}, \mathrm{U}_{1}, \pi_{1}\right)=\left(\mathrm{H}_{1} \cdot \mathrm{H}_{2}, \mathrm{U}_{1} \cdot \mathrm{U}_{2}, \pi_{1} * \pi_{2}\right)
$$

and the category $t d-\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$ of all top-down categorical transducers is its subcategory. The crucial point is the composition $\mathrm{H}_{1} \cdot \mathrm{H}_{2}$ where the 'rules' of the second categorical transducer $\left(\mathrm{H}_{2}, \mathrm{U}_{2}, \pi_{2}\right)$ are used as 'output-symbols' for the first categorical transducer $\left(\mathrm{H}_{1}, \mathrm{U}_{1}, \pi_{1}\right)$. The reader should compare this idea with the cata/build-rule on page 3 .

The amazing coincidence is that this composition which comes natural with the definition of a categorical transducer turns out to be a generalization of short cut fusion in the following sense: With the functorial 'acid rain theorem' (Definition and Corollary 3.2.6) we can prove that the semantics $S$ of categorical transducers over $\mathcal{C}$ is a functor $\mathrm{S}: \mathcal{C} \leftarrow \boldsymbol{\operatorname { c a t }} \mathcal{T}_{\mathcal{C}}$, i.e.

$$
\mathrm{S}\left(\mathrm{H}_{2}, \mathrm{U}_{2}, \pi_{2}\right) \cdot \mathrm{S}\left(\mathrm{H}_{1}, \mathrm{U}_{1}, \pi_{1}\right)=\mathrm{S}\left(\mathrm{H}_{1} \cdot \mathrm{H}_{2}, \mathrm{U}_{1} \cdot \mathrm{U}_{2}, \pi_{1} * \pi_{2}\right)
$$

On the other hand we prove that top-down tree transducers (modulo isomorphism) with syntactic composition form a category $t d$-tree $\mathcal{T}$ and that $\mathrm{R}: t d-\boldsymbol{c a t} \boldsymbol{\mathcal { T }} \mathcal{S}_{\boldsymbol{e} t} \leftarrow t d-\operatorname{tree} \boldsymbol{\mathcal { T }}$ is an embedding functor (Theorem6.3.5). This functor respects the semantics, i.e. $\tau=\mathrm{R} \cdot \mathrm{S}$ (Corollary 6.2.11). Then the syntactic composition of top-down tree transducers ( $c f$. statement (*): $\tau T_{2} \cdot \tau T_{1}=\tau\left(T_{2} \cdot T_{1}\right)$ on page 5) is short cut fusion of the corresponding categorical transducers (Theorem 6.3.5):

$$
\mathrm{R} T_{2} \cdot \mathrm{R} T_{1}=\mathrm{R}\left(T_{2} \cdot T_{1}\right)
$$

Note that this equation compares the result of the syntactic composition $T_{2} \cdot T_{1}$ of top-down tree transducers $T_{1}$ and $T_{2}$ with the short cut fusion $\mathrm{R} T_{2} \cdot \mathrm{R} T_{1}$ of the corresponding categorical transducers $\mathrm{R} T_{1}$ and $\mathrm{R} T_{2}$ on a syntactic level, i.e., the two fusion techniques are structurally the same. Clearly, as a consequence on the semantical level, we obtain

$$
\mathrm{S}\left(\mathrm{R} T_{2}\right) \cdot \mathrm{S}\left(\mathrm{R} T_{1}\right)=\mathrm{S}\left(\mathrm{R}\left(T_{2} \cdot T_{1}\right)\right)
$$

i.e.

$$
\tau T_{2} \cdot \tau T_{1}=\tau\left(T_{2} \cdot T_{1}\right)
$$

Let us now compare our approach with other well-known approaches of embedding finite-state machines into the framework of category theory. The straightforward embedding would assume that, for two tree transducers $\Delta \stackrel{T_{2}, T_{1}}{\longleftarrow} \Sigma$ we define a homomorphism $h: T_{2} \Leftarrow T_{1}$ as a rule-preserving function between the state sets. Then the objects of the desired category are the tree transducers and the morphisms are the tree transducer homomorphisms. Clearly, then the composition of morphisms is the composition of tree transducer homomorphisms as shown in the following figure:


In fact, this approach of embedding finite-state machines into category theory has been successfully applied in in [EP72, Ehr74, BH75]. However, in the present paper we are not interested in the composition of homomorphisms between tree transducers, but rather in the composition of the tree transducers themselves. Thus our figure should look as follows:


Consequently, as objects we will use ranked alphabets and as morphisms we will use tree transducers (modulo isomorphism). Hence, our point of view is orthogonal to the classical approach of the cited literature. We note that the two approaches can be integrated by considering 2-categories (cf. Definition 7.1.1 of [Bor94]) where the ranked alphabets (like $\Sigma$ and $\Delta$ ) are 0-cells, the tree transducers (like $T_{1}$ and $T_{2}$ ) are 1-cells, and the tree transducer homomorphisms (like $h: T_{2} \Leftarrow T_{1}$ ) are 2-cells:


Finally let us summarize the main results of this paper and outline its structure:

- The class of all categorical transducers builds a category (Definition 5.1.1) where composition is fusion (Theorem 5.2.3).
- The semantics of categorical transducers is a functor (Theorem 5.2.3).
- The subclass of top-down categorical transducers is a subcategory (Theorem 5.4.2).
- For every top-down tree transducer there exists a top-down categorical transducer which has the same semantics (Lemma 6.2.9 and Theorem6.2.7). We use this construction to define a function R (Definition 6.2.10).
- Syntactic composition of top-down tree transducers is equivalent to the fusion of top-down categorical transducers (Theorem 6.3.2).
- The class of all top-down tree transducers modulo isomorphism is a category and the function R is a functor from this category to the category of top-down categorical transducers (Theorem 6.3.5).

The structure of this paper is as follows: In Section 2 we collect the needed notions and notation of universal algebra and category theory. The reader who is unfamiliar with either topic may have a look
at Appendix B or C, respectively. In Subsection 2.4 we define concrete categories and functors, which we will use in our generalized formulation of the 'acid rain theorem' in Section 3 (cf. Definition and Corollary 3.2.6). Then we give a little introduction into the theory of top-down tree transducers and the syntactic composition of these in Section 4. In Section 5 we generalize the notion of a tree transducer in terms of category theory and define the categorical transducer. We also define a top-down categorical transducer and show a respective composition result. Finally in Section 6 we establish a relation between top-down tree transducers and categorical transducers such that we are able to compare the two fusion techniques. We close with a brief outlook over some future work we plan to do.

## 2 Preliminaries

### 2.1 General notions

## Functions and arrows

We denote the fact that a function $f$ maps to a set $A$ from a set $B$ by $B=\operatorname{dom} f$ and $A=\operatorname{cod} f$ or by the relation $f: A \leftarrow B$. We will use this notation for a morphism $f$ to an object $A$ from an object $B$ as well, because a function is nothing else than a morphism in the category $\mathcal{S} \boldsymbol{e t}$. In order to avoid parentheses we will use the conventions $f x=f(x)$ and $\mathrm{F} f x=(\mathrm{F} f) x$ for function applications. The composition $f \cdot g: A \leftarrow C$ of two functions $f: A \leftarrow B$ and $g: B \leftarrow C$ is defined by $\forall x \in C::(f \cdot g) x=f(g x)$. This is the reason why the arrows point to the left ${ }^{2}$ :


Besides the composition operator . we will later define the binary operators + and $\times$ on functions and, more general, on morphisms. The function application may also be viewed as an invisible binary operator. We declare the following operator precedences:
e.g. $\mathrm{F} f \cdot g+h \times i=((\mathrm{F} f) \cdot g)+(h \times i)$. Partial functions are denoted by $\leftarrow \cdots$. We denote the identity function on a set $A$ by $i d_{A}$. For every two sets $F$ and $G$ of functions we define

$$
F \cdot G=\{f \cdot g \mid f \in F \wedge g \in G \wedge \operatorname{dom} f=\operatorname{cod} g\} .
$$

We denote the cardinality of a set $M$ by $\# M$.

## Inference rules

Sometimes we will write an implication

$$
\forall x_{1} \cdots \forall x_{k}:: A_{1} \wedge \cdots \wedge A_{m} \Longrightarrow B_{1} \wedge \cdots \wedge B_{n}
$$

in the form of an inference rule

$$
\begin{array}{ccc}
A_{1} & \cdots & A_{m} \\
\hline B_{1} & \cdots & B_{n}
\end{array}
$$

where free variables in the latter should be considered as universally quantified.

[^2]
### 2.2 Basic universal algebra

We will need the notions: ranked alphabet, algebra (homomorphism), free (term) algebra, and (2 $2^{\text {nd }}$-order) substitution. For a ranked alphabet $\Sigma$ and a set $A$ we define $\Sigma A=\left\{\sigma\left(a_{1}, \ldots, a_{\text {rank }_{\Sigma} \sigma}\right) \mid a \in A\right\}$. The free $\Sigma$-term algebra over a set $X$ is denoted by $T_{\Sigma} X$. The elements of $T_{\Sigma} X$ are called terms or trees. The substitution of the variables $x_{1}, \ldots, x_{n}$ by the terms $s_{1}, \ldots, s_{n} \in T_{\Sigma}$, respectively, in the term $t \in T_{\Sigma}$ is denoted by $\left[s_{1} / x_{1}, \ldots, s_{n} / x_{n}\right] t$. The reader can find a more detailed description of the universal algebra needed for our belongings in Appendix B or in [Ihr88, Wec92].

### 2.3 Basic category theory

The reader who is unfamiliar with category theory can find a brief introduction in Appendix C. We will need the notions: (quasi-)(pre-)category, (full) subcategory, object, morphism, (faithful) functor, embedding, (horizontal and vertical composition of a) natural transformation, unique mediating morphism ((co-)mediator), initial/final object, (co-)product (functor), projection, injection, initial F-algebra, least fixed point of a functor, and catamorphism. In Subsection 2.4 we will introduce the notions of concrete categories and concrete functors.

For improving the readability we use various fonts: we usually write categories $\mathcal{C}, \mathcal{D}, \mathcal{E}, \ldots$; objects $A, B, C, \ldots$; morphisms $f, g, h, \ldots$; functors $\mathrm{F}, \mathrm{G}, \mathrm{H}, \ldots$; and natural transformations $\varrho, \sigma, \tau, \ldots$.

We denote the final object by 1 and the initial object by 0 where we write $1 \stackrel{!_{A}}{\leftrightarrows} A$ and $A \stackrel{\boldsymbol{i}_{A}}{\leftrightarrows} 0$ for the unique mediating morphisms. The product of the $I$-indexed family $\left(A_{i}\right)_{i \in I}$ with projections $\left(\pi_{i}\right)_{i \in I}$ is denoted by $A_{j} \stackrel{\pi_{j}}{\longleftrightarrow} \prod_{i \in I} A_{i}$. For the unique mediating morphism to $\left(\pi_{i}\right)_{i \in I}$ from $A_{i} \stackrel{f_{i}}{\longleftrightarrow} B$ we write $\prod_{i \in I} A_{i} \stackrel{\left\langle f_{i}\right\rangle_{i \in I}}{\longleftrightarrow} B$ and call it pairing. Dually we use the notations $\amalg, \iota$, and [.] for the coproduct, and we call the unique mediating morphism copairing. For every endofunctor $F$ we write $\mu \mathrm{F} \stackrel{i n_{\mathrm{F}}}{\longleftarrow} \mathrm{F}(\mu \mathrm{F})$ for the initial F -algebra where $\mu \mathrm{F}$ denotes the least fixed point of F . The unique mediating morphism to $A \stackrel{\varphi}{\longleftarrow} \mathrm{~F} A$ from $i n_{\mathrm{F}}$ is denoted by $A \stackrel{(\varphi)_{\mathrm{F}}}{\longleftarrow} \mu \mathrm{F}$ and we call it catamorphism.

Our notation follows [AHS90] and [BdM97]. In particular, the arrows point to the left (cf. Subsection(2.1), i.e.

$$
\forall A, B \in \operatorname{Ob} \mathcal{C}:: f: A \longleftarrow B \Longleftrightarrow A \underset{\mathcal{c}}{\stackrel{f}{\mathcal{c}}} B \Longleftrightarrow f \in \mathcal{C}(A, B)
$$

Notice that $\mathcal{C}(A, B)$ is the hom-class of morphisms with codomain $A$ and domain $B$.

### 2.4 Concrete categories

Many familiar examples for categories are constructs (i.e. categories of structured sets and structurepreserving functions between them). E.g. the category $\Sigma$ - $\mathcal{A l g}$ of $\Sigma$-algebras is a construct. It turns out that many of the interesting properties of constructs result from the construction upon the base category Set. If we view a construct as an abstract category we will loose the information of this construction. In order to keep the information we can describe the construction by a faithful functor $\mathrm{U}: \mathcal{S}$ et $\leftarrow \Sigma$ - $\mathcal{A} \boldsymbol{l g}$, where $U$ forgets the additional structure of a $\Sigma$-algebra, i.e. it maps $\Sigma$-algebras onto their carrier sets and $\Sigma$-algebra homomorphisms onto their underlying functions. The pair ( $\Sigma-\mathcal{A l g}, \mathrm{U}$ ) (which we will call a construct) encodes the information of the construction. The concept of concrete categories is a generalization thereof, where the base category may differ from $\mathcal{S e t}$.

For some category $\mathcal{C}$ we will use the concrete category $\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right)$ built upon $\mathcal{C}$ in order to derive a more general notion of a 'type functor' ( $c f$. [BdM97] Section 2.7), which we will need in our generalization of the 'acid rain theorem' (Definition and Corollary 3.2.6).
2.4.1 Definition (embedding, faithful functor). Let $\mathrm{F}: \mathcal{C} \leftarrow \mathcal{D}$ be a functor.
(i) F is called an embedding provided that F is injective on morphisms and
(ii) F is called faithful provided that it is injective on hom-classes, i.e. $\forall A, B \in \mathcal{D}:: \forall f, g \in$ $\mathcal{D}(A, B):: \mathrm{F} f=\mathrm{F} g \Longrightarrow f=g$.
2.4.2 Note. A functor is an embedding iff it is injective on objects and faithful.
2.4.3 Definition (concrete category, forgetful functor [AHS90]). Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be categories and $U$ : $\mathcal{C} \leftarrow \mathcal{C}^{\prime}$ be a faithful functor. The pair $\left(\mathcal{C}^{\prime}, U\right)$ is called a concrete category built upon $\mathcal{C}$ with forgetful functor $U$. We call $\mathcal{C}$ the base category of $\left(\mathcal{C}^{\prime}, U\right)$. We also say ' $\mathcal{C}^{\prime}$ ' is built upon $\mathcal{C}$ ', if there exists a functor U such that $\left(\mathcal{C}^{\prime}, \mathrm{U}\right)$ is a concrete category built upon $\mathcal{C}$. For every $\mathcal{C}^{\prime}$-object $A$ we call $\cup A$ the underlying $\mathcal{C}$-object (or carrier) of $A$ and for every $\mathcal{C}^{\prime}$-morphism $f$ we call $\cup f$ the underlying $\mathcal{C}$-morphism of $f$. A concrete category built upon $\mathcal{S e t}$ is called a construct.
2.4.4 Example (concrete category, forgetful functor). The category $\Sigma$ - $\mathcal{A l g}$ is built upon $\mathcal{S e t}$. The forgetful functor maps a $\Sigma$-algebra onto its carrier set. More generally: Let $\mathcal{C}$ be a category and $\mathrm{F}: \mathcal{C} \leftarrow \mathcal{C}$ an endofunctor. The category $\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}$ is built upon $\mathcal{C}$. The forgetful functor $|\cdot|_{\mathrm{F}}$ maps an F -algebra onto its carrier.
2.4.5 Definition (concrete functor [AHS90]). Let $\mathcal{C}$ be a category and $(\mathcal{D}, \mathrm{U})$ and $\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)$ be concrete categories built upon $\mathcal{C}$. A functor $\mathrm{F}: \mathcal{D} \leftarrow \mathcal{D}^{\prime}$ is called a concrete functor to $(\mathcal{D}, \mathrm{U})$ from $\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)$ provided that

$$
\mathrm{U} \cdot \mathrm{~F}=\mathrm{U}^{\prime}
$$

In this case we write

$$
\mathrm{F}:(\mathcal{D}, \mathrm{U}) \leftarrow\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)
$$

2.4.6 Lemma ([AHS90]). A concrete functor is completely determined by its values on objects.

Proof. Let $\mathcal{C}$ be a category and $(\mathcal{D}, \mathrm{U})$ and $\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)$ be concrete categories built upon $\mathcal{C}$. Let $\mathrm{F}, \mathrm{G}$ : $(\mathcal{D}, \mathrm{U}) \leftarrow\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)$ be two concrete functors with $\forall A \in \mathrm{Ob} \mathcal{D}^{\prime}:: \mathrm{F} A=\mathrm{G} A$. We have to show that $\mathrm{F}=\mathrm{G}$. Let $f: A \longleftarrow \mathcal{\mathcal { D }}^{\prime} B$. Then

$$
\mathrm{F} f, \mathrm{G} f: \mathrm{F} A=\mathrm{G} A \breve{\mathcal{D}} \mathrm{~F} B=\mathrm{G} B,
$$

i.e. $\mathrm{F} f$ and $\mathrm{G} f$ are morphisms in the same hom-class. Since F and G are concrete, it holds

$$
\mathrm{U}(\mathrm{~F} f)=\mathrm{U}^{\prime} f=\mathrm{U}(\mathrm{G} f)
$$

and thus $\mathrm{F} f=\mathrm{G} f$ because U is faithful.
2.4.7 Definition and Lemma (quasi-categories of concrete categories). Let $\mathcal{C}$ be a category. It is easy to see that identity functors and the compositions of concrete functors are concrete. Thus the conglomerate of all concrete categories built upon $\mathcal{C}$ is the object class of a quasi-pre-category with all concrete functors as morphisms. We denote the according quasi-category (see Note C.1.4) of all concrete categories built upon $\mathcal{C}$ by $\boldsymbol{c} \boldsymbol{C A T} \mathcal{C}$. The quasi-category $\boldsymbol{c C A T} \mathcal{C}$ itself is built upon the quasi-category $\boldsymbol{C A T}$ by the forgetful functor $|\cdot|$ which maps a $(\boldsymbol{c C A T} \mathcal{C})$-morphism to its underlying $\boldsymbol{C A T}$-morphism, i.e. functor.
2.4.8 Note. Let $\mathcal{C}$ be a category and $(\boldsymbol{c C A T} \mathcal{C},|\cdot|)$ be the concrete quasi-category built upon $\boldsymbol{C A T}$ from Definition and Lemma 2.4.7. Let $(\mathcal{D}, \mathrm{U}),\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right) \in \mathrm{Ob}(\boldsymbol{c} \boldsymbol{C A T} \boldsymbol{\mathcal { C }})$ be two concrete categories and $\mathrm{F}:(\mathcal{D}, \mathrm{U}) \leftarrow\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)$ be a concrete functor. We may view F out of three different perspectives:
(i) as the functor $\mathrm{F}: \mathcal{D} \leftarrow \mathcal{D}^{\prime}{ }^{\text {(i.e. as a } \boldsymbol{C A T}} \boldsymbol{T}$-morphism) with the property $\mathrm{U} \cdot \mathrm{F}=\mathrm{U}^{\prime}$,
(ii) as the concrete functor $\mathrm{F}:(\mathcal{D}, \mathrm{U}) \leftarrow\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)$, i.e. as a morphism in the quasi-pre-category from Definition and Lemma 2.4.7, or
(iii) as the $\boldsymbol{c} \boldsymbol{C A T} \mathcal{C}$-morphism $\left((\mathcal{D}, \mathrm{U}), \mathrm{F},\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)\right):(\mathcal{D}, \mathrm{U}) \leftarrow\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)$.

The connection

- from (i) to (ii) is the Definition 2.4.5 (and Definition and Lemma 2.4.7),
- from (ii) to (iii) is the construction from Note C.1.4, and
- from (iii) to (i) is the forgetful functor: $\left|\left((\mathcal{D}, \mathrm{U}), \mathrm{F},\left(\mathcal{D}^{\prime}, \mathrm{U}^{\prime}\right)\right)\right|=\mathrm{F}$.
2.4.9 Definition and Lemma ('forgetting more' is a concrete functor). Let $\mathcal{C}$ and $\mathcal{C}^{\prime}$ be categories and $\left(\mathcal{D}_{1}, \mathrm{U}_{1}\right)$ and $\left(\mathcal{D}_{2}, \mathrm{U}_{2}\right)$ be concrete categories built upon $\mathcal{C}^{\prime}$ and let $\mathrm{U}: \mathcal{C} \leftarrow \mathcal{C}^{\prime}$ be a faithful functor. Then $\left(\mathcal{D}_{1}, \mathrm{U} \cdot \mathrm{U}_{1}\right)$ and $\left(\mathcal{D}_{2}, \mathrm{U} \cdot \mathrm{U}_{2}\right)$ are concrete categories built upon $\mathcal{C}$ and if $\mathrm{H}:\left(\mathcal{D}_{1}, \mathrm{U}_{1}\right) \leftarrow\left(\mathcal{D}_{2}, \mathrm{U}_{2}\right)$ is a concrete functor, so is $\mathrm{H}:\left(\mathcal{D}_{1}, \mathrm{U} \cdot \mathrm{U}_{1}\right) \leftarrow\left(\mathcal{D}_{2}, \mathrm{U} \cdot \mathrm{U}_{2}\right)$. This motivates the definition of the function u(.) by

$$
\mathrm{U}\left(\left(\mathcal{D}_{1}, \mathrm{U}_{1}\right), \mathrm{H},\left(\mathcal{D}_{2}, \mathrm{U}_{2}\right)\right)=\left(\left(\mathcal{D}_{1}, \mathrm{U} \cdot \mathrm{U}_{1}\right), \mathrm{H},\left(\mathcal{D}_{2}, \mathrm{U} \cdot \mathrm{U}_{2}\right)\right) .
$$

This function is a concrete functor

$$
\cup(\cdot):(c \boldsymbol{C A T} \mathcal{C},|\cdot|) \leftarrow\left(c \boldsymbol{C A T} \mathcal{C}^{\prime},|\cdot|\right)
$$

Proof. With the operation on objects $\mathrm{u}\left(\mathcal{D}_{1}, \mathrm{U}_{1}\right)=\left(\mathcal{D}_{1}, \mathrm{U} \cdot \mathrm{U}_{1}\right)$ the typing axiom is obvious. The function $u(\cdot)$ is also multiplicative and preserves identities, because it operates trivially on morphisms, i.e. it only changes domain and codomain. The concreteness property of $\mathrm{U}(\cdot)$ follows from $\left|\mathrm{U}\left(\left(\mathcal{D}_{1}, \mathrm{U}_{1}\right), \mathrm{H},\left(\mathcal{D}_{2}, \mathrm{U}_{2}\right)\right)\right|=\left|\left(\left(\mathcal{D}_{1}, \mathrm{U} \cdot \mathrm{U}_{1}\right), \mathrm{H},\left(\mathcal{D}_{2}, \mathrm{U} \cdot \mathrm{U}_{2}\right)\right)\right|=\mathrm{H}=\left|\left(\left(\mathcal{D}_{1}, \mathrm{U}_{1}\right), \mathrm{H},\left(\mathcal{D}_{2}, \mathrm{U}_{2}\right)\right)\right|$.

## 3 Calculating with initial and final objects

In this section we will develop our tools to calculate with the morphisms of a category. The basic idea is to use the laws for initial and final objects ( $c f$. Tables 4 and 5). We consider such a concrete category that the underlying category has an initial/final object and investigate the laws in the base category. This is a generalization of the well known constructions for (co-)product functors (Definitions and Corollaries C.5.1 and C.5.2).

The following Theorem 3.1.1 enables us to construct functors for arbitrary limits ${ }^{3}$ : We can conveniently translate the laws (reflection, fusion and cancelation) for (co-)mediators into laws for the according functors. In the case of (co-)products, the functors derived by Theorem 3.1.1 are the well known (co-)product functors. However the use of a quasi-category of concrete functors enables us to derive more general functors: n the case of initial algebras this directly leads to our version of the 'acid rain theorem' or to generalizations thereof.

### 3.1 Deriving functors by initiality or finality

3.1.1 Theorem (deriving natural transformations and functors from initiality (cf. Theorem 4.1.1 of [Jür00])). Let $\mathcal{C}$ and $\mathcal{D}$ be categories and

$$
\operatorname{CAT} \stackrel{|\cdot|}{\longleftarrow} \boldsymbol{c C A T} \mathcal{C} \stackrel{\mathrm{E}}{\longleftarrow} \mathcal{D}
$$

where $(\boldsymbol{c} \boldsymbol{C A T} \mathcal{C},|\cdot|)$ is the concrete quasi-category from Definition and Lemma 2.4.7 and E : $\boldsymbol{c C A T} \mathcal{C} \leftarrow \mathcal{D}$ is a functor. For every $D \in \operatorname{Ob} \mathcal{D}$ let the category $|E D|$ have an initial object $0_{D} \in \mathrm{Ob}|\mathrm{E} D|$ where for every $A \in \mathrm{Ob}|\mathrm{E} D|$

$$
\mathbf{i}_{A}^{D}: A \underset{|\mathrm{E} D|}{{ }_{\mathrm{E}}} 0_{D}
$$

is the unique mediating morphism. Let $\mathrm{U}_{D}: \mathcal{C} \leftarrow|\mathrm{E} D|$ be the forgetful functor of the concrete category $\mathrm{E} D$, i.e. $\mathrm{E} D=\left(|\mathrm{E} D|, \mathrm{U}_{D}\right)$. Now we define two functions:

[^3](a) the function $\tau$ on $\mathcal{D}$-objects by
$$
\forall D \in \mathrm{Ob} \mathcal{D}:: \tau^{D}=\left(\tau_{A}^{D}\right)_{A \in \mathrm{Ob}|\mathrm{E} D|} \text { where } \forall A \in \mathrm{Ob}|\mathrm{E} D|:: \tau_{A}^{D}=\mathrm{U}_{D} \dot{i}_{A}^{D}
$$
(b) and the function F on $\mathcal{D}$-objects by
$$
\forall D \in \operatorname{Ob} \mathcal{D}:: \mathrm{F} D=\mathrm{U}_{D} 0_{D}
$$
and on $\mathcal{D}$-morphisms by
$$
\forall D, D^{\prime} \in \operatorname{Ob} \mathcal{D}:: \forall d \in \mathcal{D}\left(D, D^{\prime}\right):: \mathrm{F} d=\tau_{|\mathrm{E} d| 0_{D^{\prime}}}^{D}
$$

Then the following holds:
(i) for every $D \in \operatorname{Ob} \mathcal{D}$, the function $\tau^{D}$ is a natural transformation $\tau^{D}: \mathrm{U}_{D} \leftarrow \mathrm{~K}_{\mathrm{F} D}$,
(ii) for every $D, D^{\prime} \in \operatorname{Ob} \mathcal{D}$, every $d \in \mathcal{D}\left(D, D^{\prime}\right)$, and $A \in \mathrm{Ob}\left|\mathrm{E} D^{\prime}\right|$ we have $\tau_{A}^{D^{\prime}} \cdot \mathrm{F} d=\tau_{|\mathrm{E} d| A}^{D}$, and
(iii) $\mathrm{F}: \mathcal{C} \leftarrow \mathcal{D}^{\mathrm{op}}$ is a functor.

Proof. Let $D, D^{\prime} \in \operatorname{Ob} \mathcal{D}$ and $d \in \mathcal{D}\left(D, D^{\prime}\right)$.
(i) Due to Corollary $\mathbb{C} .3 .5$ the comediator is a natural transformation $i^{D}$ : Id $\leftarrow \mathrm{K}_{0_{D}}$. Thus with Definition and LemmaC.2.6 (i) $\tau^{D}=\mathrm{U}_{D} \mathbf{i}^{D}$ is a natural transformation $\tau^{D}: \mathrm{U}_{D} \leftarrow \mathrm{U}_{D} \cdot \mathrm{~K}_{0_{D}}$. From (b) and Corollary C.1.9 we obtain $\mathrm{U}_{D} \cdot \mathrm{~K}_{0_{D}}=\mathrm{K}_{\mathrm{U}_{D} 0_{D}}=\mathrm{K}_{\mathrm{FD}}$.
(ii) Let $A \in \mathrm{Ob}\left|\mathrm{E} D^{\prime}\right|$. Starting with (i) we infer

```
        \(\tau^{D}: \mathrm{U}_{D} \dot{\mathrm{~K}} \mathrm{~F}_{D}\)
    \(\Longrightarrow \quad\{\) Definition Lemma C.2.6 (ii) and Corollary C.1.9 \}
        \(\tau^{D}|\mathrm{E} d|: \mathrm{U}_{D} \cdot|\mathrm{E} d| \leftarrow \mathrm{K}_{\mathrm{F} D}\)
    \(\Longrightarrow \quad\left\{|\mathrm{E} d|\right.\) is concrete, i.e. \(\left.\mathrm{U}_{D} \cdot|\mathrm{E} d|=\mathrm{U}_{D^{\prime}}\right\}\)
        \(\tau^{D}|\mathrm{E} d|: \mathrm{U}_{D^{\prime}} \leftarrow \mathrm{K}_{\mathrm{F} D}\)
    \(\Longrightarrow \quad\left\{\right.\) naturalness condition for \(\tau^{D}|\mathrm{E} d|\) from Definition C.2.1 applied to \(\left.\boldsymbol{i}_{A}^{D^{\prime}}\right\}\)
        \(\mathrm{U}_{D^{\prime}} \dot{\boldsymbol{i}}_{A}^{D^{\prime}} \cdot\left(\tau^{D}|\mathrm{E} d|\right)_{0_{D^{\prime}}}=\left(\tau^{D}|\mathrm{E} d|\right)_{A} \cdot \mathrm{~K}_{\mathrm{FD}} \dot{\boldsymbol{i}}_{A}^{D^{\prime}}\)
    \(\Longrightarrow \quad\{\) Definition and Lemma C.2.6 (ii) and definition of \(K\) in Definition C.1.8 \}
        \(\mathrm{U}_{D^{\prime}} \boldsymbol{i}_{A}^{D^{\prime}} \cdot \tau_{|\mathrm{E} d| 0_{D^{\prime}}}^{D}=\tau_{|\mathrm{E} d| A}^{D} \cdot i d_{\mathrm{F} D}\)
\(\Longrightarrow \quad\{\) definition of \(\tau\) in (a) and of F in (b) \(\}\)
        \(\tau_{A}^{D^{\prime}} \cdot \mathrm{F} d=\tau_{|\mathrm{E} d| A}^{D}\).
```

(iii) We have to verify the functor axioms of Definition C.1.8 for F :

- To check the typing axiom, we calculate the domain of $\mathrm{F} d$ using (a) and (b) and the typing axiom of the functor $\mathrm{U}_{D}$

$$
\operatorname{dom}(\mathrm{F} d)=\operatorname{dom}\left(\tau_{|\mathrm{E} d| 0_{D^{\prime}}}^{D}\right)=\operatorname{dom}\left(\mathrm{U}_{D} \dot{\boldsymbol{i}}_{|\mathrm{E} d| 0_{D^{\prime}}}^{D}\right)=\mathrm{U}_{D}\left(\operatorname{dom} \dot{\boldsymbol{i}}_{|\mathrm{E} d| 0_{D^{\prime}}}^{D}\right)=\mathrm{U}_{D} 0_{D}=\mathrm{F} D
$$

and the codomain of $\mathrm{F} d$ using (ii) and the typing axiom of the functor $\mathrm{U}_{D^{\prime}}$

$$
\operatorname{cod}(\mathrm{F} d)=\operatorname{cod} \tau_{|\mathrm{E} d| 0_{D^{\prime}}}^{D} \operatorname{cod} \tau_{0_{D^{\prime}}}^{D^{\prime}}=\operatorname{cod}\left(\mathrm{U}_{D^{\prime}}{\dot{\mathbf{0}_{D^{\prime}}}}_{D^{\prime}}\right)=\mathrm{U}_{D^{\prime}}\left(\operatorname{cod} \boldsymbol{i}_{0_{D^{\prime}}}^{D^{\prime}}\right)=\mathrm{U}_{D^{\prime}} 0_{D^{\prime}}=\mathrm{F} D^{\prime}
$$

- Using the reflection law of Table 4 for $\boldsymbol{i}^{D}$ and the identity axioms of the functors $|\cdot|, \mathrm{E}$, and $\mathrm{U}_{D}$ we calculate

$$
\mathfrak{F i d} d_{D}=\tau_{\left|\mathrm{E} i d_{D}\right| 0_{D}}^{D}=\tau_{0_{D}}^{D}=\mathrm{U}_{D} i_{0_{D}}^{D}=\mathrm{U}_{D} i d_{0_{D}}=i d_{\mathrm{U}_{D} 0_{D}}=i d_{\mathrm{F} D}
$$

Thus the identity axiom is satisfied for $F$.

- It remains to show that F satisfies the multiplicativity axiom: Let $D^{\prime \prime} \in \mathrm{Ob} \mathcal{D}, e \in$ $\mathcal{D}\left(D^{\prime}, D^{\prime \prime}\right)$, and $A=|\mathrm{E} e| 0_{D^{\prime \prime}}$. Starting with (ii) we infer

$$
\begin{aligned}
& \tau_{A}^{D^{\prime}} \cdot \mathrm{F} d=\tau_{|\mathrm{E} d| A}^{D} \\
& \Longrightarrow \quad\{\text { definition of } A \text { and of } \mathrm{F} \text { in }(\mathrm{b})\} \\
& \mathrm{Fe} \cdot \mathrm{~F} d=\tau_{|\mathrm{E} d| \cdot|\mathrm{E} e| 0_{D^{\prime \prime}}}^{D} \\
& \Longrightarrow \quad\{\text { multiplicativity of the functors } \mathrm{E} \text { and }|\cdot| ; \text { definition of } \mathrm{F} \text { in (b) }\} \\
& \mathrm{Fe} \cdot \mathrm{~F} d=\mathrm{F}(d \cdot \mathcal{D} e)=\mathrm{F}\left(e \cdot \mathcal{D}^{\mathrm{op}} d\right) .
\end{aligned}
$$

The dual proposition (for finality and $\mathcal{C}^{\text {op }}$ and $\mathcal{D}^{\text {op }}$ ) is also true.
3.1.2 Note. The functor $F$ in Theorem 3.1.1 is only determined uniquely up to isomorphism. It depends on the choice of the initial objects $\left(0_{D}\right)_{D \in \mathrm{Ob}} \mathcal{D}$, which are only determined uniquely up to isomorphism themselves.
3.1.3 Corollary. With the preconditions and notations from Theorem 3.1.1 we obtain the laws in Table 1 .

| Laws for F |  |
| :--- | :---: |
| reflection | $\mathrm{Fid}_{D}=i d_{\mathrm{F} D}$ |
| fusion (i) | $\tau_{A}^{D^{\prime}} \cdot \mathrm{F} d=\tau_{\|\mathrm{E} d\| A}^{D}$ |
| fusion (ii) |  |
| where $D, D^{\prime} \in \operatorname{Ob} \mathcal{D}, A \in\left\|\mathrm{E} D^{\prime}\right\|$, and $e, d \in \operatorname{Mor} \mathcal{D}^{\mathrm{op}}$ |  |

Table 1: Laws for $F$

Proof. The fusion (i) law follows from Theorem 3.1.1 (ii). The reflection and fusion (ii) laws are functor axioms of F and follow from Theorem 3.1.1 (iii).

### 3.2 Generalized 'acid rain theorems'

The 'acid rain theorem' is a generalization of the cata/build-rule. We can generalize it even more:
3.2.1 Corollary (generalized 'short cut fusion' or 'acid rain theorem' ( $c f$. Corollary 4.3.1 of [Jür00])). Let $\mathcal{C}$ be a category and $A \in \mathrm{Ob} \mathcal{C}$. Let $\left(D, \mathrm{U}_{D}\right)$ and $\left(D^{\prime}, \mathrm{U}_{D^{\prime}}\right)$ be concrete categories built upon $\mathcal{C}$, such that the categories $D$ and $D^{\prime}$ have initial objects. With the preconditions and notations from Theorem 3.1.1 we get

$$
\frac{\mathrm{H}:\left(D, \mathrm{U}_{D}\right) \leftarrow\left(D^{\prime}, \mathrm{U}_{D^{\prime}}\right)}{\tau_{A}^{D^{\prime}} \cdot \tau_{\mathrm{H}_{D^{\prime}}}^{D}=\tau_{\mathrm{H} A}^{D}}
$$

Proof. This is an instance of Theorem 3.1.1 (ii) where $\mathcal{D} \subseteq c \boldsymbol{C A T} \mathcal{C}$ is the full subcategory with $\operatorname{Ob} \mathcal{D}=\left\{\left(D, \mathrm{U}_{D}\right),\left(D^{\prime}, \mathrm{U}_{D^{\prime}}\right)\right\}$ and embedding functor $\mathrm{E}: \boldsymbol{c} \boldsymbol{C A T} \mathcal{C} \leftarrow \mathcal{D}$. With $|d|=\mathrm{H}$ it follows that $\mathrm{F} d=\tau_{\mathrm{H0}_{D^{\prime}}}^{D}$.

The well known 'acid rain theorem' is just an instance of this:
3.2.2 Corollary (mutual 'acid rain theorem'). Let $\mathcal{C}$ be a category and $\mathrm{F}, \mathrm{G}, \mathrm{U}: \mathcal{C} \leftarrow \mathcal{C}$ be endofunctors such that the categories $\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}$ and $\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}$ have initial objects and U is faithful. Let $\varphi \in \mathrm{Ob}\left(\mathcal{A l g}{ }_{\mathcal{C}} \mathrm{F}\right)$.

$$
\frac{\mathrm{H}:\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A l g _ { \mathcal { C } } \mathrm { G } , \mathrm { U } \cdot | \cdot | _ { \mathrm { G } } )}\right.}{\mathrm{U}(\varphi)_{\mathrm{G}} \cdot\left(\mathrm{H} \operatorname{in} n_{\mathrm{G}}\right)_{\mathrm{F}}=(\mathrm{H} \varphi)_{\mathrm{F}}} .
$$

Proof. This is an instance of Corollary 3.2 .1 with $D=\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}, \mathrm{U}_{D}=|\cdot|_{\mathrm{F}}, D^{\prime}=\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}$, and $\mathrm{U}_{D}^{\prime}=$ $\mathrm{U} \cdot|\cdot|_{\mathrm{G}}$. Note that, from the definition of catamorphisms (Definition and Lemma C.6.1) and the definition of $\tau$ in Theorem 3.1.1 (a), we obtain

$$
\mathrm{U}\left([\varphi)_{\mathrm{G}}=\mathrm{U}\left|\dot{\boldsymbol{i}}_{\varphi}^{D^{\prime}}\right|_{\mathrm{G}}=\mathrm{U}_{D^{\prime}} \dot{\boldsymbol{i}}_{\varphi}^{D^{\prime}}=\tau_{\varphi}^{D^{\prime}} .\right.
$$

3.2.3 Note. In the above Corollary 3.2.2 we use the concrete functor H in order to map G -algebras onto F-algebras such that the $U$ is applied on the carrier. If $U=I d$ this means that H maps G -algebras onto F -algebras with the same carrier. A function on algebras (and more general on dialgebras) with this properties is called an algebra transformer in [Fok92b].
3.2.4 Corollary ('short cut fusion' or 'acid rain theorem' (cf. Theorem 3.2 of [TM95] and Corollary 4.3.2 of [Jür00])). Let $\mathcal{C}$ be a category and $\mathrm{F}, \mathrm{G}: \mathcal{C} \leftarrow \mathcal{C}$ endofunctors such that the categories $\mathcal{A l} \boldsymbol{g}_{\mathcal{C}} \mathrm{F}$ and $\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}$ have initial objects. Let $\varphi \in \operatorname{Ob}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}\right)$.

$$
\frac{\mathrm{H}:\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G},|\cdot|_{\mathrm{G}}\right)}{(\mid \varphi)_{\mathrm{G}} \cdot\left(\mathrm{H} \operatorname{in}_{\mathrm{G}}\right)_{\mathrm{F}}=(\mathrm{H} \varphi)_{\mathrm{F}}}
$$

Proof. This is just an instance of Corollary 3.2.2 where $\mathrm{U}=\mathrm{Id}$.
3.2.5 Note. It is worth stressing that Corollary 3.2.4 is just a corollary of Theorem 3.1.1. In contrast to this, the classical 'acid rain theorem' ( $c f$. Theorem 3.2 of [TM95]) requires a naturalness precondition. In its turn, this needs the parametricity property or free theorem, i.e. polymorphic functions of the functional programming language will be mapped onto natural transformations by the categorical semantics (cf. [Wad89, dB89]). Our new approach is entirely different, because neither language nor semantics concepts occured - it is pure category theory.

Theorem 3.1.1 supplies not only a natural transformation but also a functor. We will use this functor to give a new version of the 'acid rain theorem' which is symmetrical, i.e. the form of either of the two morphisms we fuse is similar:
3.2.6 Definition and Corollary (functorial 'short cut fusion' or 'acid rain theorem' (cf. Definition and Corollary 4.3.4 of [Jür00])). Let $\mathcal{C}$ be a category. We define $\mathcal{D}$ to be the full subcategory of $\boldsymbol{c C A T} \mathcal{C}$ with

$$
\operatorname{Ob}(\mathcal{D})=\left\{\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F}, \mathrm{U}_{\mathrm{F}} \cdot|\cdot|_{\mathrm{F}}\right) \mid \mathrm{F}: \mathcal{C} \leftarrow \mathcal{C}, \mathcal{A} \lg _{\mathcal{C}} \mathrm{F} \text { has an initial object, } \mathrm{U}_{\mathrm{F}}: \mathcal{C} \leftarrow \mathcal{C} \text { faithful }\right\}
$$

and the function

$$
\left.\forall \mathrm{H} \in \mathcal{D}\left(\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}, \mathrm{U}_{\mathrm{F}} \cdot|\cdot|_{\mathrm{F}}\right),\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}, \mathrm{U}_{\mathrm{G}} \cdot|\cdot|_{\mathrm{G}}\right)\right):: \mathrm{M} \mathrm{H}=\mathrm{U}_{\mathrm{F}}\left(| | \mathrm{H} \mid i n_{\mathrm{G}}\right]\right)_{\mathrm{F}}
$$

The latter is a functor

$$
\mathrm{M}: \mathcal{C} \leftarrow \mathcal{D}^{\mathrm{op}}
$$

and in particular

$$
\frac{\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F}_{3}, \mathrm{U}_{\mathrm{F}_{3}} \cdot|\cdot|_{\mathrm{F}_{3}}\right) \stackrel{\mathrm{H}_{2}}{\underset{\mathcal{D}}{ }}\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F}_{2}, \mathrm{U}_{\mathrm{F}_{2}} \cdot|\cdot|_{\mathrm{F}_{2}}\right) \stackrel{\mathrm{H}_{1}}{\mathcal{D}}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}_{1}, \mathrm{U}_{\mathrm{F}_{1}} \cdot|\cdot|_{\mathrm{F}_{1}}\right)}{\left.\mathrm{U}_{\mathrm{F}_{2}}\left(\left|\mathrm{H}_{1}\right| i n_{\mathrm{F}_{1}}\right)\right)_{\mathrm{F}_{2}} \cdot \mathrm{U}_{\mathrm{F}_{3}}\left(| | \mathrm{H}_{2} \mid i n_{\mathrm{F}_{2}}\right)_{\mathrm{F}_{3}}=\mathrm{U}_{\mathrm{F}_{3}}\left(\left|\mathrm{H}_{2} \cdot \mathrm{H}_{1}\right| i n_{\mathrm{F}_{1}}\right)_{\mathrm{F}_{3}}} .
$$

Proof. We use Theorem 3.1.1 (ii) with $\mathrm{E}=\mathrm{Id}$. With $\operatorname{in}_{\mathrm{F}_{i}}=0_{\left(\mathcal{A} \lg _{\mathcal{F}_{i}}, \mathrm{U}_{\mathrm{F}_{i}} \cdot \|\left.\cdot\right|_{\mathrm{F}_{i}}\right)}$ and the definition of F in Theorem 3.1.1 (b) and the fact that $\mathrm{U}_{\mathrm{F}_{i}}[\varphi \mid)_{\mathrm{F}_{i}}=\tau_{\varphi}^{\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F}_{i}, \mathrm{U}_{\mathrm{F}_{i}} \cdot \|\left.\cdot\right|_{\mathrm{F}_{i}}\right)}$ (cf. the proof of Corollary 3.2.4) it is easy to see that $M=F$, because

$$
\mathrm{F} \mathrm{H}_{1}=\tau_{|\mathrm{H}| i n_{\mathrm{F}_{1}}}^{\left(\mathcal{A} \lg _{\mathrm{F}_{2}}, \mathrm{U}_{\mathrm{F}_{2}} \cdot|\cdot|_{\mathrm{F}_{2}}\right)}=\mathrm{U}_{\mathrm{F}_{2}}\left(| | \mathrm{H}_{1} \mid i n_{\mathrm{F}_{1}}\right)_{\mathrm{F}_{2}}=\mathrm{M} \mathrm{H}_{1} .
$$

The functor M is a generalization of the 'type functor' $\mu:\left(\mu \mathrm{F} \stackrel{\left.\left(i n_{\mathrm{F}} \cdot \tau\right)\right)_{\mathrm{G}}}{\leftrightarrows} \mu \mathrm{G}\right) \longleftarrow(\mathrm{F} \stackrel{\tau}{\longleftarrow} \mathrm{G})$ (cf. [BdM97] Section 2.7), i.e. $\mathrm{M} \mathrm{H}=\mu$ where $\forall \varphi:: \mathrm{H} \varphi=\varphi \tau$ (Later in Corollary 3.3.2 (ii) we will see that this indeed defines a concrete functor H ).
3.2.7 Lemma. Let $\mathcal{C}$ be a category and $U: \mathcal{C} \leftarrow \mathcal{C}$ be faithful. Then

$$
\mathrm{M} \cdot \mathrm{u}(\cdot)=\mathrm{U} \cdot \mathrm{M}
$$

where $\mathrm{U}(\cdot): \mathcal{D} \leftarrow \mathcal{D}$ is the functor defined in Definition and Definition and Lemma 2.4.9 restricted to $\mathcal{D}$ defined in Definition and Corollary 3.2.6.

Proof. For every

$$
\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}, \mathrm{U}_{\mathrm{F}} \cdot|\cdot|_{\mathrm{F}}\right) \underset{\mathcal{D}}{\stackrel{\mathrm{H}}{( }}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}, \mathrm{U}_{\mathrm{G}} \cdot|\cdot|_{\mathrm{G}}\right)
$$

we calculate

$$
\begin{equation*}
\mathrm{M}\left(\mathrm{U}^{\mathrm{H}}\right)=\left(\mathrm{U} \cdot \mathrm{U}_{\mathrm{F}}\right)\left(\left[|\mathrm{H}| i n_{\mathrm{G}}\right)_{\mathrm{F}}=\mathrm{U}\left(\mathrm{U}_{\mathrm{F}}\left(|\mathrm{H}| i n_{\mathrm{G}}\right)_{\mathrm{F}}\right)=\mathrm{U}(\mathrm{MH})\right. \tag{3.2.1}
\end{equation*}
$$

### 3.3 Characterization of concrete functors between categories of algebras

3.3.1 Lemma (characterization of concrete functors on categories of algebras (cf. Lemma 4.4.1 of [Jür00])). Let $\mathcal{C}$ be a category, $\mathrm{F}, \mathrm{G}, \mathrm{U}: \mathcal{C} \leftarrow \mathcal{C}$ be endofunctors where U is faithful and H : $\mathrm{Ob}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}\right) \leftarrow \mathrm{Ob}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}\right)$ a function. The following two statements are equivalent:
(i) The function H can be uniquely extended on $\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}\right)$-morphisms to a concrete functor

$$
\mathrm{H}:\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}, \mathrm{U} \cdot|\cdot|_{\mathrm{G}}\right)
$$

(ii) The function H satisfies the following condition: for every $\varphi, \varphi^{\prime} \in \mathrm{Ob}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}\right)$ and every $f$ : $|\varphi|_{G} \longleftarrow \underset{\mathcal{C}}{ }\left|\varphi^{\prime}\right|_{G}:$

$$
\begin{equation*}
\frac{\varphi \cdot \mathrm{G} f=f \cdot \varphi^{\prime}}{\mathrm{H} \varphi \cdot \mathrm{~F}(\mathrm{U} f)=\mathrm{U} f \cdot \mathrm{H} \varphi^{\prime}} \tag{*}
\end{equation*}
$$

Notice the different usage of functors F , G on morphisms and H on objects in the above equations.
Proof. '(ii) $\Longrightarrow$ (i)': We extend H on morphisms by

$$
\forall \varphi, \varphi^{\prime} \in \mathrm{Ob}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}\right):: \forall\left(\varphi, f, \varphi^{\prime}\right) \in \mathcal{A} \lg _{\mathcal{C}} \mathrm{G}\left(\varphi, \varphi^{\prime}\right):: \mathrm{H}\left(\varphi, f, \varphi^{\prime}\right)=\left(\mathrm{H} \varphi, \mathrm{U} f, \mathrm{H} \varphi^{\prime}\right)
$$

If this is a functor $\mathrm{H}: \mathcal{A} \lg _{\mathcal{C}} \mathrm{F} \leftarrow \mathcal{A} \lg _{\mathcal{C}} \mathrm{G}$, then it is obviously concrete, i.e.: $\mathrm{H}:\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow$ $\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}, \mathrm{U} \cdot|\cdot|_{\mathrm{G}}\right)$ and thus uniquely determined due to Lemma 2.4.6. The function H satisfies the functor axioms by construction, because U is a functor. The only property that we have to verify is H : $\operatorname{Mor}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}\right) \leftarrow \operatorname{Mor}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}\right)$, i.e. H maps G -algebra-morphisms onto F -algebra-morphisms. This is equivalent to the condition $(*)$ which is easy to see using the definition of H on morphisms and Definition and Lemma C.6.1.
${ }^{\text {'(i) }} \Longrightarrow$ (ii)': If H can be extended uniquely to a concrete functor $\mathrm{H}:\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow$ $\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{G}, \mathrm{U} \cdot|\cdot|_{\mathrm{G}}\right)$, then in particular $\mathrm{H}: \operatorname{Mor}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}\right) \leftarrow \operatorname{Mor}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}\right)$. Let $\varphi, \varphi^{\prime} \in \operatorname{Ob}\left(\mathcal{A l} \boldsymbol{g}_{\mathcal{C}} \mathrm{F}\right)$ and $f: \varphi \leftarrow \varphi^{\prime}$, which is equivalent to the precondition of $(*)$ for $|f|$. We have $\mathrm{H} f: \mathrm{H} \varphi \leftarrow \mathrm{H} \varphi^{\prime}$ and thus $\mathrm{H} \varphi \cdot \mathrm{F}|\mathrm{H} f|_{\mathrm{F}}=|\mathrm{H} f|_{\mathrm{F}} \cdot \mathrm{H} \varphi^{\prime}$. Using the concreteness of H , i.e. $|\mathrm{H} f|_{\mathrm{F}}=\mathrm{U}|f|_{\mathrm{F}}$, the latter is equivalent to the proposition of $(*)$.

The following corollary shows how to construct concrete functors on categories of algebras using the condition from Lemma 3.3.1.
3.3.2 Corollary (Construction of concrete functors (cf. Corollary 4.4.3 of [Jür00])). With the preconditions from Lemma 3.3.1, each of the following definitions yields an $\mathrm{H}:\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{G},|\cdot|_{\mathrm{G}}\right) \leftarrow$ $\left(\mathcal{A l} g_{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right)$. For every $\varphi \in \operatorname{Ob}\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F}\right)$ :
(i) $\mathrm{H} \varphi=\varphi \cdot \mathrm{F} \varphi \quad$ where $\mathrm{G}=\mathrm{F} \cdot \mathrm{F}$,
(ii) $\mathrm{H} \varphi=\varphi \cdot \tau \quad$ where $\tau: \mathrm{F} \leftarrow \mathrm{G}$,
(iii) $\mathrm{H} \varphi=\tau \quad$ where $\tau:$ Id $\leftarrow \mathrm{G}$,
(iv) If $\mathcal{C}$ has coproducts: $\mathrm{H} \varphi=\left[\mathrm{H}_{1} \varphi, \mathrm{H}_{2} \varphi\right]$, where $\mathrm{H}_{1}:\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}_{1},|\cdot|_{\mathrm{G}_{1}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right)$ and $\mathrm{H}_{2}:\left(\mathcal{A l} \boldsymbol{g}_{\mathcal{C}} \mathrm{G}_{2},|\cdot|_{\mathrm{G}_{2}}\right) \leftarrow\left(\mathcal{A l} \boldsymbol{g}_{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right)$ and $\mathrm{G}=\mathrm{G}_{1}+\mathrm{G}_{2}$,
Proof. All cases are instances of Lemma 3.3.1 with $\mathrm{U}_{\mathrm{G}}=\mathrm{Id}$.

## 4 Syntax and semantics of top-down tree transducers

The concept of top-down tree transducers was introduced by [Rou68, Rou70] and [Tha70]. A top-down tree transducer can be regarded as a restricted functional program that computes a tree transformation, i.e. a function which maps trees onto trees.

### 4.1 Syntax of top-down tree transducers

4.1.1 Definition (variables). Let $X=\left\{x_{1}, x_{2} \ldots\right\}$ be a countable infinite set of variables. We will use this set $X$ and for every $k \in \mathbb{N}_{0}$ the set $X_{k}=\left\{x_{1}, \ldots, x_{k}\right\}$ ( $X_{0}=\emptyset$ ) throughout the paper.
4.1.2 Definition (top-down tree transducer). A top-down tree transducer $T=\left(Q, \Sigma, \Delta, q_{0}, R\right)$ consists of a unary ranked alphabet Q of so called states, ranked alphabets $\Sigma$ and $\Delta$ called the input and output alphabet, respectively, an element $q_{0} \in Q$ called the initial state, and a relation $R \subseteq \bigcup_{k \in \mathbb{N}_{0}} Q\left(\Sigma X_{k}\right) \times T_{\Delta}\left(Q X_{k}\right)$ such that

$$
\forall q \in Q:: \forall k \in \mathbb{N}_{0}:: \forall \sigma \in \Sigma^{(k)}:: \exists!\operatorname{rhs}_{R, \sigma} q \in T_{\Delta}\left(Q X_{k}\right):: \quad\left(q\left(\sigma\left(x_{1}, \ldots, x_{k}\right)\right), \operatorname{rhs}_{R, \sigma} q\right) \in R
$$

and no other elements are in $R$. The elements of $R$ are called rules and we will write them as $q\left(\sigma\left(x_{1}, \ldots, x_{k}\right)\right) \rightarrow \operatorname{rhs}_{R, \sigma} q$ rather than $\left(q\left(\sigma\left(x_{1}, \ldots, x_{k}\right)\right), \operatorname{rhs}_{R, \sigma} q\right)$. Notice that for every $\sigma \in \Sigma$ we have $\operatorname{rhs}_{R, \sigma}: T_{\Delta}\left(Q X_{\operatorname{rank}_{\Sigma} \sigma}\right) \leftarrow Q$ is a function. We denote the class of all top-down tree transducers by $t d$-tree T and the subclass of all top-down tree transducers with output alphabet $\Delta$ and input alphabet $\Sigma$ by $t d$-tree $\mathrm{T}(\Delta, \Sigma)$.
4.1.3 Example (top-down tree transducer). We define the top-down tree transducer $T_{\text {zigzag }}=$ $(Q, \Sigma, \Delta, z i g, R)$ where $Q=\{z i g, z a g\} ; \Sigma=\left\{\alpha^{(0)}, \sigma^{(2)}\right\} ; \Delta=\left\{N^{(0)}, A^{(1)}, B^{(1)}\right\}$ and

$$
\left.\left.\begin{array}{rl}
R=\{ & \operatorname{zig} \alpha \\
& \rightarrow N, \\
& \operatorname{agog} \alpha \\
& \rightarrow N, \\
& z \operatorname{zag}\left(\sigma\left(x_{1}, x_{2}\right)\right)
\end{array} \rightarrow A\left(x_{1}, x_{2}\right)\right) \rightarrow B\left(\operatorname{zag} x_{1}\right), \quad . \quad\right\}
$$

### 4.2 Semantics of top-down tree transducers

4.2.1 Definition (computed tree transformation). Let $T=\left(Q, \Sigma, \Delta, q_{0}, R\right)$ be a top-down tree transducer. The tree transformation

$$
\tau T: T_{\Delta} \leftarrow T_{\Sigma}
$$

computed by $T$ is defined by $\tau T=\tau_{q_{0}} T$ where

$$
\begin{gathered}
\forall q \in Q:: \forall k \in \mathbb{N}_{0}:: \forall \sigma \in \Sigma^{(k)}:: \forall t_{1}, \ldots, t_{k} \in T_{\Sigma}:: \\
\tau_{q} T\left(\sigma\left(t_{1}, \ldots, t_{k}\right)\right)=\left[\tau_{p} T t_{j} / p x_{j}\right]_{\substack{p \in Q \\
x_{j} \in X_{k}}}\left(\operatorname{rhs}_{R, \sigma} q\right) .
\end{gathered}
$$

Since the number of symbols in the term $\sigma\left(t_{1}, \ldots, t_{k}\right)$ is finite and for every $p \in Q$ the function $\tau_{p} T$ on the right hand side is applied on the proper subexpressions $t_{1}, \ldots, t_{k}$ of $\sigma\left(t_{1}, \ldots, t_{k}\right)$, for every $q \in Q$ the function $\tau_{q} T$ is well defined. We call the function $\tau: T_{\Delta}^{T_{\Sigma}} \leftarrow t d-\operatorname{tree} \mathrm{T}(\Delta, \Sigma)$ the semantics of a top-down tree transducer.
4.2.2 Definition (top-down tree transformation). We denote the image class of the semantics function $\tau$ by $T O P_{\text {tree }}$, i.e. $T O P_{\text {tree }}=\{\tau T \mid T \in t d-\operatorname{tree} \mathrm{T}\}$. The elements of $T O P_{\text {tree }}$ are called top-down tree transformations.
4.2.3 Example (computed tree transformation). The tree transformation computed by the top-down tree transducer $T_{\text {zigzag }}$ from Example 4.1.3 is a function, which reads an input tree by traversing the $\sigma$ 's in a zig-zag-shape until an $\alpha$ is reached. It outputs a monadic tree of alternating $A$ 's and $B$ 's where the number of $A$ 's and $B$ 's together is the same as the number of traversed $\sigma$ 's, e.g. for arbitrary terms $t_{1}, t_{2} \in T_{\Sigma}:$

$$
\begin{aligned}
& \tau T_{\text {zigzag }}\left(\sigma\left(\sigma\left(t_{1}, \alpha\right), t_{2}\right)\right) \\
& =\tau_{z i g} T_{\text {zigzag }}\left(\sigma\left(\sigma\left(t_{1}, \alpha\right), t_{2}\right)\right) \\
& =A\left(\tau_{z a g} T_{\text {zigzag }}\left(\sigma\left(t_{1}, \alpha\right)\right)\right) \\
& =A\left(B\left(\tau_{z i g} T_{\text {zigzag }} \alpha\right)\right) \\
& =A(B N) .
\end{aligned}
$$

4.2.4 Definition (top-down tree transducer homomorphism). Let $T=\left(Q, \Sigma, \Delta, q_{0}, R\right)$ and $T^{\prime}=$ $\left(Q^{\prime}, \Sigma, \Delta, q_{0}^{\prime}, R^{\prime}\right)$ be top-down tree transducers. A function
(i) $h: Q \leftarrow Q^{\prime}$ with
(ii) $q_{0}=h q_{0}^{\prime}$ and
(iii) $\forall \sigma \in \Sigma::\left[h q^{\prime} x / q^{\prime} x\right]_{x \in X_{\operatorname{rank}_{\Sigma} \sigma} \in \in Q^{\prime}}^{q^{\prime}} \cdot \operatorname{rhs}_{R^{\prime}, \sigma}=\operatorname{rhs}_{R, \sigma} \cdot h$,
is called a top-down tree transducer homomorphism and we write

$$
h: T \leftarrow T^{\prime}
$$

If $h$ is bijective then we call it a top-down tree transducer isomorphism. If a top-down tree transducer isomorphism to $T$ from $T^{\prime}$ exists then we call $T$ and $T^{\prime}$ isomorphic and write $T \cong T^{\prime}$.
4.2.5 Lemma (homomorphisms preserve semantics of top-down tree transducers). Let $T, T^{\prime} \in$ $t d-\operatorname{tree} \mathrm{T}(\Delta, \Sigma)$ be top-down tree transducers.

$$
\frac{\exists h: T \leftarrow T^{\prime}}{\tau T=\tau T^{\prime}}
$$

Proof. Let $T=\left(Q, \Sigma, \Delta, q_{0}, R\right)$ and $T^{\prime}=\left(Q^{\prime}, \Sigma, \Delta, q_{0}^{\prime}, R^{\prime}\right)$ and $h: T \leftarrow T^{\prime}$. We will show:

$$
\forall t \in T_{\Sigma}:: \forall q^{\prime} \in Q^{\prime}:: \tau_{h q^{\prime}} T t=\tau_{q^{\prime}} T^{\prime} t
$$

by induction on $t$. Let $k \in \mathbb{N}_{0}, \sigma \in \Sigma^{(k)}$, and $t_{1}, \ldots, t_{k} \in T_{\Sigma}$ and assume that

$$
\forall j \in\{1, \ldots, k\}:: \forall p \in Q^{\prime}:: \tau_{h p} T t_{j}=\tau_{p} T^{\prime} t_{j}
$$

Then we calculate:

$$
\begin{aligned}
& \tau_{h q^{\prime}} T\left(\sigma\left(t_{1}, \ldots, t_{k}\right)\right) \\
= & {\left[\tau_{p} T t_{j} / p x_{j}\right]_{\substack{p \in Q \\
x_{j} \in X_{k}}}\left(\operatorname{rhs}_{R, \sigma}\left(h q^{\prime}\right)\right) } \\
= & {\left[\tau_{p} T t_{j} / p x_{j}\right]_{\substack{p \in Q \\
x_{j} \in X_{k}}}\left([h p x / p x]_{\substack{p \in Q^{\prime} \\
x \in X_{k}}}\left(\operatorname{rhs}_{R^{\prime}, \sigma} q^{\prime}\right)\right) } \\
= & {\left[\tau_{h p} T t_{j} / p x_{j}\right]_{\substack{p \in Q^{\prime} \\
x_{j} \in X_{k}}}\left(\operatorname{rhs}_{R^{\prime}, \sigma} q^{\prime}\right) } \\
= & {\left[\tau_{p} T^{\prime} t_{j} / p x_{j}\right]_{\substack{p \in Q^{\prime} \\
x_{j} \in X_{k}}}\left(\operatorname{rhs}_{R^{\prime}, \sigma} q^{\prime}\right) } \\
= & \tau_{q^{\prime}} T\left(\sigma\left(t_{1}, \ldots, t_{k}\right)\right) .
\end{aligned}
$$

And thus: $\tau T=\tau_{q_{0}} T=\tau_{h q_{0}^{\prime}} T=\tau_{q_{0}^{\prime}} T^{\prime}=\tau T^{\prime}$.

### 4.3 Syntactic composition of top-down tree transducers

4.3.1 Definition (syntactic composition of top-down tree transducers). (cf. Theorem 2 of [Rou70] and p. 195 of [Bak79]) Let $T_{1}=\left(P, \Sigma, \Delta, p_{0}, R_{1}\right)$ and $T_{2}=\left(Q, \Delta, \Gamma, q_{0}, R_{2}\right)$ be top-down tree transducers. We modify the top-down tree transducer $T_{2}$ so that it can operate on the right hand sides of rules of $T_{1}$ :

$$
\begin{aligned}
T_{2}^{\prime} & =\left(Q, \Delta \uplus\left\{(p x)^{(0)}\right\}_{\substack{p \in P \\
x \in X_{r}}}, \Gamma \uplus\left\{((q, p) x)^{(0)}\right\}_{\substack{q \in Q \\
p \in P \\
x \in X_{r}}}, q_{0}, R_{2}^{\prime}\right) \quad \text { where } \\
r & =\max _{\sigma \in \Sigma}\left(\operatorname{rank}_{\Sigma} \sigma\right) \text { and } \\
R_{2}^{\prime} & =R_{2} \uplus\{q(p x) \rightarrow(q, p) x\}_{\substack{q \in Q \\
p \in P \\
x \in X_{r}}}
\end{aligned}
$$

The syntactic composition $T_{2} \cdot T_{1}$ of $T_{2}$ and $T_{1}$ is the top-down tree transducer defined by

$$
\begin{aligned}
T_{2} \cdot T_{1} & =\left(Q \times P, \Sigma, \Gamma,\left(q_{0}, p_{0}\right), R\right) \quad \text { where } \\
R & =\left\{(q, p)\left(\sigma\left(x_{1}, \ldots, x_{\mathrm{rank}_{\Sigma} \sigma}\right)\right) \rightarrow \tau_{q} T_{2}^{\prime}\left(\operatorname{rhs}_{R_{1}, \sigma} p\right)\right\}_{\substack{q \in Q \\
p \in P \\
\sigma \in \Sigma}} .
\end{aligned}
$$

Notice that the expressions $p x$ and $(q, p) x$ are viewed from two different perspectives: for $T_{2}^{\prime}$ they are symbols of rank 0 . For $T_{1}$ and $T_{2} \cdot T_{1}$ they are composite terms built out of unary symbols $(p$ or $(p, q)$ ) and a variable $x$.
4.3.2 Theorem (syntactic composition preserves semantics). Let $\Sigma, \Delta$, and $\Gamma$ be ranked alphabets. Then

$$
\frac{T_{2} \in t d-\operatorname{tree} \mathrm{T}(\Gamma, \Delta) \quad T_{1} \in t d-\operatorname{tree} \mathrm{T}(\Delta, \Sigma)}{\tau T_{2} \cdot \tau T_{1}=\tau\left(T_{2} \cdot T_{1}\right)}
$$

Proof. See Theorem 2 of [Rou70] and Theorem 3.39 of [FV98].
4.3.3 Example (syntactic composition). Consider the top-down tree transducer $T_{\text {zigzag }}$ from Example 4.1.3 and the top-down tree transducer $T_{\text {bin }}=\left(Q^{\prime}, \Delta, \Sigma, b i n, R^{\prime}\right)$ where $Q^{\prime}=\{b i n\}, \Sigma$ and $\Delta$ are defined as in Example 4.1.3, and

$$
\begin{aligned}
R^{\prime}=\{ & \operatorname{bin} N
\end{aligned} \rightarrow \alpha,
$$

The tree transformation computed by $T_{\text {bin }}$ constructs the full binary tree the height of which is equal to the height of the input tree, e.g. $\tau T_{\text {bin }}(A(B N))=\sigma(\sigma(\alpha, \alpha), \sigma(\alpha, \alpha))$. We may construct the following syntactic composition

$$
T_{\mathrm{bin}} \cdot T_{\mathrm{zigzag}}=\left(Q^{\prime} \times Q, \Sigma, \Sigma,(b i n, z i g), R_{1}\right)
$$

where

$$
\begin{array}{rlrl}
R_{1}=\{ & (b i n, z i g) \alpha & & \rightarrow \alpha, \\
& (b i n, z a g) \alpha & & \rightarrow \\
& (b i n, z i g)\left(\sigma\left(x_{1}, x_{2}\right)\right) & \rightarrow \sigma\left((b i n, z a g) x_{1},(b i n, z a g) x_{1}\right), \\
& (b i n, z a g)\left(\sigma\left(x_{1}, x_{2}\right)\right) & \left.\rightarrow \sigma\left((b i n, z i g) x_{2},(b i n, z i g) x_{2}\right) \quad\right\} .
\end{array}
$$

Let $t_{1}, t_{2} \in T_{\Sigma}$ be arbitrary terms and $t=\sigma\left(\sigma\left(t_{1}, \alpha\right), t_{2}\right)$. The tree transformation computed by the top-down tree transducer $T_{\text {bin }} \cdot T_{\text {zigzag }}$ constructs a full binary tree, where the height is determined by the length of the 'zig-zag-path' of its argument tree (cf. Example 4.2.3), thus we have

$$
\tau\left(T_{\text {bin }} \cdot T_{\text {zigzag }}\right) t=\sigma(\sigma(\alpha, \alpha), \sigma(\alpha, \alpha))
$$

In Example 4.2.3 we saw that $\tau T_{\text {zigzag }} t=A(B(N))$. Together with the example for $T_{\text {bin }}$ from above we get

$$
\left(\tau T_{\text {bin }} \cdot \tau T_{\text {zigzag }}\right) t=\tau T_{\text {bin }}\left(\tau T_{\text {zigzag }} t\right)=\sigma(\sigma(\alpha, \alpha), \sigma(\alpha, \alpha)) .
$$

We can also compose the transducers $T_{\text {zigzag }}$ and $T_{\text {bin }}$ in the other order:

$$
T_{\text {zigzag }} \cdot T_{\text {bin }}=\left(Q \times Q^{\prime}, \Delta, \Delta,(z i g, \text { bin }), R_{2}\right)
$$

where

$$
\begin{aligned}
& R_{2}=\{(z i g, b i n)(N) \quad \rightarrow N, \\
& (z a g, b i n)(N) \rightarrow N, \\
& (z i g, b i n)\left(A x_{1}\right) \rightarrow A\left((z a g, b i n) x_{1}\right), \\
& (z a g, b i n)\left(A x_{1}\right) \rightarrow A\left((z i g, b i n) x_{1}\right), \\
& (z i g, b i n)\left(B x_{1}\right) \rightarrow B\left((z a g, b i n) x_{1}\right), \\
& \left.(z a g, \operatorname{bin})\left(B x_{1}\right) \rightarrow B\left((z i g, b i n) x_{1}\right) \quad\right\} .
\end{aligned}
$$

4.3.4 Lemma. For every ranked alphabet $\Sigma$ :

$$
i d_{T_{\Sigma}} \in T O P_{\text {tree }}
$$

Proof. It is easy to see that the tree transformation computed by the top-down tree transducer

$$
\begin{aligned}
T_{i d} & =\left(\left\{q^{(1)}\right\}, \Sigma, \Sigma, q, R\right) \quad \text { where } \\
R & =\left\{q\left(\sigma\left(x_{1}, \ldots, x_{\mathrm{rank}_{\Sigma} \sigma}\right)\right) \rightarrow \sigma\left(q x_{1}, \ldots, q x_{\mathrm{rank}_{\Sigma} \sigma}\right)\right\}_{\sigma \in \Sigma}
\end{aligned}
$$

is the identity function, i.e. $\tau T_{i d}=i d_{T_{\Sigma}}$.
4.3.5 Corollary. From Theorem 4.3.2 and Lemma 4.3 .4 we obtain

$$
T O P_{\text {tree }} \cdot T O P_{\text {tree }}=T O P_{\text {tree }}
$$

## 5 Syntax and semantics of categorical transducers

In the previous section we have seen top-down tree transducers and the syntactic composition of these. We want to compare this syntactic composition with short cut fusion formalized in category theory from Definition and Corollary 3.2.6. In order to do so we will need a category theory model of a top-down tree transducer. This will be the top-down categorical transducer.

### 5.1 Syntax of categorical transducers

5.1.1 Definition (categorical transducer). Let $\mathcal{C}$ be a category. We define the category $\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$ by

$$
\begin{aligned}
& \mathrm{Ob}\left(\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}\right)=\left\{\mathrm{F} \mid \mathrm{F}: \mathcal{C} \leftarrow \mathcal{C} \text { such that } \mathcal{A} l \boldsymbol{g}_{\mathcal{C}} \mathrm{F} \text { has an initial object }\right\} \\
& \operatorname{cat}_{\boldsymbol{\mathcal { C }}}^{\mathcal{C}}(\mathrm{G}, \mathrm{~F})=\{(\mathrm{H}, \mathrm{U}, \pi) \mid \mathrm{H}:\left(\mathcal{A} \boldsymbol{l g}_{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{G}, \mathrm{U} \cdot|\cdot|_{\mathrm{G}}\right) \\
& \wedge \mathrm{U}: \mathcal{C} \leftarrow \mathcal{C} \text { faithful } \\
&\wedge \pi: \mathrm{Id} \leftarrow \mathrm{U}\}
\end{aligned}
$$

where

$$
\begin{aligned}
i d_{\mathrm{F}} & =\left(\operatorname{ld}_{\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F},|\cdot|_{\mathfrak{F}}\left(\mathcal{A} l l_{\mathcal{C} F},|\cdot|_{\mathrm{F}}\right)\right.}, \mathrm{Id}_{\mathcal{C}}, i d\right), \\
\left(\mathrm{H}_{2}, \mathrm{U}_{2}, \pi_{2}\right) \cdot\left(\mathrm{H}_{1}, \mathrm{U}_{1}, \pi_{1}\right) & =\left(\mathrm{H}_{1} \cdot \mathrm{H}_{2}, \mathrm{U}_{1} \cdot \mathrm{U}_{2}, \pi_{1} * \pi_{2}\right)
\end{aligned}
$$

and $\pi_{1} * \pi_{2}=\pi_{1} \cdot \mathrm{U}_{1} \pi_{2}=\pi_{2} \cdot \pi_{1} \mathrm{U}_{2}$ is the vertical composition of the natural transformations $\pi_{1}$ and $\pi_{2}$ from Definition and Lemma C.2.7. This is a category, because the composition is obviously associative in the first and second component and also in the third component, because the vertical composition of natural transformations is associative (Lemma C.2.9). A morphism of the category $\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$ is called a categorical transducer over $\mathcal{C}$. Notice that $\mathrm{H}_{1} \cdot \mathrm{H}_{2}:\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}_{1},|\cdot|_{\mathrm{F}_{1}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}_{3}, \mathrm{U}_{1} \cdot \mathrm{U}_{2} \cdot|\cdot|_{\mathrm{F}_{3}}\right)$ as follows from the diagram:


### 5.2 Semantics of categorical transducers

5.2.1 Definition (semantics of categorical transducers). Let $\mathcal{C}$ be a category. For every $(\mathrm{H}, \mathrm{U}, \pi) \in$ $\boldsymbol{c a t}_{\boldsymbol{T}}^{\mathcal{C}}(\mathrm{G}, \mathrm{F})$ we define

$$
\mathrm{S}(\mathrm{H}, \mathrm{U}, \pi)=\pi \cdot\left(\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}}: \mu \mathrm{G} \leftarrow \mu \mathrm{~F}
$$

where in the right hand side expression the functor U is hidden in the codomain of the concrete functor H : $\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}, \mathrm{U} \cdot|\cdot|_{\mathrm{G}}\right)$. We call $\mathrm{S}:$ Mor $\mathcal{C} \leftarrow$ Mor $\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$ the semantics of categorical transducers. Notice that S depends on the choice of the initial algebras of the functors in $\mathrm{Ob} \boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$. In Definition 5.1.1 we demanded only the existence of initial algebras. From Lemma C.3.3 we know that initial algebras are uniquely determined up to algebra isomorphism, thus we may choose an initial algebra out of every isomorphism class.
5.2.2 Example (categorical transducer). Let $\mathcal{C}$ be a category which has finite products and coproducts. Let $\mathrm{F}=\mathrm{K}_{1}+\mathrm{Id} \times \mathrm{Id}: \mathcal{C} \leftarrow \mathcal{C}$ and $\mathrm{G}=\mathrm{K}_{1}+\mathrm{Id}+\mathrm{Id}: \mathcal{C} \leftarrow \mathcal{C}$ be functors which have initial algebras, where $i n_{\mathrm{G}}=[N, A, B]: \mu \mathrm{G} \leftarrow \mathrm{G}(\mu \mathrm{G})$. For every $C \in \mathrm{Ob} \mathcal{C}$ and every $\left[\varphi_{1}, \varphi_{2}, \varphi_{3}\right]: C \leftarrow \mathrm{G} C$ we define

$$
\mathrm{H}\left[\varphi_{1}, \varphi_{2}, \varphi_{3}\right]=\left[\left\langle\varphi_{1}, \varphi_{1}\right\rangle,\left\langle\varphi_{2} \cdot \pi_{2} \cdot \pi_{1}, \varphi_{3} \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right]
$$

which obviously satisfies $\mathrm{H}\left[\varphi_{1}, \varphi_{2}, \varphi_{3}\right]: C \times C \leftarrow \mathrm{~F}(C \times C)$. We use Lemma 3.3.1 to prove that H can be uniquely extended to a concrete functor

$$
\mathrm{H}:\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}, \Pi^{2} \cdot|\cdot|_{\mathrm{G}}\right)
$$

More precisely we show that for every $\varphi=\left[\varphi_{1}, \varphi_{2}, \varphi_{3}\right], \varphi^{\prime}=\left[\varphi_{1}^{\prime}, \varphi_{2}^{\prime}, \varphi_{3}^{\prime}\right] \in \operatorname{Ob}\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{G}\right)$ and every $f:|\varphi|_{G}{ }_{\mathcal{C}}\left|\varphi^{\prime}\right|_{G}$ the condition

$$
\begin{equation*}
\frac{\varphi \cdot \mathrm{G} f=f \cdot \varphi^{\prime}}{\mathrm{H} \varphi \cdot \mathrm{~F}(f \times f)=(f \times f) \cdot \mathrm{H} \varphi^{\prime}} \tag{*}
\end{equation*}
$$

is satisfied: With the definition of G the precondition of $(*)$ can be restated as $\varphi \cdot\left(i d_{1}+f+f\right)=f \cdot \varphi^{\prime}$, i.e.

$$
\varphi_{1}=f \varphi_{1}^{\prime} \quad \varphi_{2} \cdot f=f \cdot \varphi_{2}^{\prime} \quad \varphi_{3} \cdot f=f \cdot \varphi_{3}^{\prime}
$$

Using this we calculate

$$
\left\langle\varphi_{1}, \varphi_{1}\right\rangle=\left\langle f \cdot \varphi_{1}^{\prime}, f \cdot \varphi_{1}^{\prime}\right\rangle=(f \times f) \cdot\left\langle\varphi_{1}^{\prime}, \varphi_{1}^{\prime}\right\rangle
$$

where we used the fusion (i) law (Table 8). Moreover we calculate:

$$
\begin{aligned}
& \left\langle\varphi_{2} \cdot \pi_{2} \cdot \pi_{1}, \varphi_{3} \cdot \pi_{1} \cdot \pi_{2}\right\rangle \cdot((f \times f) \times(f \times f)) \\
= & \{\text { fusion (Table 6) and four times cancelation (Table 8) }\} \\
& \left\langle\varphi_{2} \cdot f \cdot \pi_{2} \cdot \pi_{1}, \varphi_{3} \cdot f \cdot \pi_{1} \cdot \pi_{2}\right\rangle \\
= & \{\text { precondition of }(*)\} \\
& \left\langle f \cdot \varphi_{2}^{\prime} \cdot \pi_{2} \cdot \pi_{1}, f \cdot \varphi_{3}^{\prime} \cdot \pi_{1} \cdot \pi_{2}\right\rangle \\
= & \{\text { fusion (i) (Table 8) }\} \\
& (f \times f) \cdot\left\langle\varphi_{2}^{\prime} \cdot \pi_{2} \cdot \pi_{1}, \varphi_{3}^{\prime} \cdot \pi_{1} \cdot \pi_{2}\right\rangle .
\end{aligned}
$$

Using the fusion (i) law (Table 9) we get
$\left[\left\langle\varphi_{1}, \varphi_{1}\right\rangle,\left\langle\varphi_{2} \cdot \pi_{2} \cdot \pi_{1}, \varphi_{3} \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right] \cdot\left(i d_{1}+((f \times f) \times(f \times f))\right)=(f \times f) \cdot\left[\left\langle\varphi_{1}^{\prime}, \varphi_{1}^{\prime}\right\rangle,\left\langle\varphi_{2}^{\prime} \cdot \pi_{2} \cdot \pi_{1}, \varphi_{3}^{\prime} \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right]$
which is nothing else than the conclusion of $(*)$. Thus we have

$$
\mathrm{H}:\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}, \Pi^{2} \cdot|\cdot|_{\mathrm{G}}\right)
$$

by means of Lemma 3.3.1. Obviously we have a natural transformation $\pi_{1}$ : Id $\leftarrow \mathrm{Id} \times \mathrm{Id}$. Finally we obtain that

$$
\left(\mathrm{H}, \mathrm{Id} \times \mathrm{Id}, \pi_{1}\right): \mathrm{G} \leftarrow \mathrm{~F}
$$

is a categorical transducer over $\mathcal{C}$.
5.2.3 Theorem (semantics functor). Let $\mathcal{C}$ be a category. The semantics of categorical transducers over $\mathcal{C}$ is a functor

$$
\mathrm{S}: \mathcal{C} \leftarrow \operatorname{cat} \mathcal{T}_{\mathcal{C}}
$$

and thus in particular (cf. Definition and Corollary 3.2.6 and Theorem 4.3.2):

$$
\frac{\mathrm{F}_{3} \stackrel{\left(\mathrm{H}_{2}, \mathrm{U}_{2}, \pi_{2}\right)}{4} \mathrm{~F}_{2} \stackrel{\left(\mathrm{H}_{1}, \mathrm{U}_{1}, \pi_{1}\right)}{\leftrightarrows} \mathrm{F}_{1}}{\mathrm{~S}\left(\mathrm{H}_{2}, \mathrm{U}_{2}, \pi_{2}\right) \cdot \mathrm{S}\left(\mathrm{H}_{1}, \mathrm{U}_{1}, \pi_{1}\right)=\mathrm{S}\left(\mathrm{H}_{1} \cdot \mathrm{H}_{2}, \mathrm{U}_{1} \cdot \mathrm{U}_{2}, \pi_{1} * \pi_{2}\right)} .
$$

Proof. S satisfies the typing axiom by construction where $\forall \mathrm{F} \in \mathrm{Ob} \boldsymbol{\operatorname { c a t }} \mathcal{T}_{\mathcal{C}}:$ : $\mathrm{SF}=\mu \mathrm{F}$. In order to prove the other functor axioms, we use the functor M from Definition and Corollary 3.2 .6 to express the function S : For every $\mathrm{H} \in \boldsymbol{c} \boldsymbol{C A T} \boldsymbol{\mathcal { C }}\left(\left(\mathcal{\mathcal { A }} \boldsymbol{g}_{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right),\left(\mathcal{A} \boldsymbol{g}_{\mathcal{C}} \mathrm{G}, \mathrm{U} \cdot|\cdot|_{\mathrm{G}}\right)\right)$, every faithful $\mathrm{U}: \mathcal{C} \leftarrow \mathcal{C}$ and every $\pi:$ Id $\leftarrow \mathrm{U}$ we know that $(|\mathrm{H}|, \mathrm{U}, \pi) \in \boldsymbol{\operatorname { c a t }} \mathcal{T}_{\mathcal{C}}(\mathrm{G}, \mathrm{F})$, and we obtain

$$
\mathrm{S}(|\mathrm{H}|, \mathrm{U}, \pi)=\pi \cdot\left(| | \mathrm{H} \mid i n_{\mathrm{G}}\right)_{\mathrm{F}}=\pi \cdot \mathrm{M} \mathrm{H} .
$$

Thus $\mathrm{S}(\mathrm{Id}, \mathrm{Id}, i d)=i d \cdot \mathrm{MId}=i d$ and hence S satisfies the identity axiom. Finally we show the multiplicativity axiom: For

$$
\mathrm{F}_{3} \stackrel{\left(\left|\mathrm{H}_{2}\right|, \mathrm{U}_{2}, \pi_{2}\right)}{\rightleftarrows} \mathrm{F}_{2} \stackrel{\left(\left|\mathrm{H}_{1}\right|, \mathrm{U}_{1}, \pi_{1}\right)}{\longleftrightarrow} \mathrm{F}_{1}
$$

we have (Definition 5.1.1 and Note 2.4.8)

$$
\begin{aligned}
& \mathrm{H}_{1}=\left(\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}_{1},|\cdot|_{\mathrm{F}_{1}}\right),\left|\mathrm{H}_{1}\right|,\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F}_{2}, \mathrm{U}_{1} \cdot|\cdot|_{\mathrm{F}_{2}}\right)\right), \\
& \mathrm{H}_{2}=\left(\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}_{2},|\cdot|_{\mathrm{F}_{2}}\right),\left|\mathrm{H}_{2}\right|,\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}_{3}, \mathrm{U}_{2} \cdot|\cdot|_{\mathrm{F}_{3}}\right)\right)
\end{aligned}
$$

and calculate

$$
\begin{aligned}
& \mathrm{S}\left(\left(\left|\mathrm{H}_{2}\right|, \mathrm{U}_{2}, \pi_{2}\right) \cdot\left(\left|\mathrm{H}_{1}\right|, \mathrm{U}_{1}, \pi_{1}\right)\right) \\
= & \{\text { Definition 5.1.1 }\} \\
= & \mathrm{S}\left(\left|\mathrm{H}_{1}\right| \cdot\left|\mathrm{H}_{2}\right|, \mathrm{U}_{1} \cdot \mathrm{U}_{2}, \pi_{1} * \pi_{2}\right) \\
= & \left\{\text { Definition and Lemma 2.4.9: }\left|\mathrm{U}_{1} \mathrm{H}_{2}\right|=\left|\mathrm{H}_{2}\right| \text { and }|\cdot| \text { is a functor }\right\} \\
= & \mathrm{S}\left(\left|\mathrm{H}_{1} \cdot \mathrm{U}_{1} \mathrm{H}_{2}\right|, \mathrm{U}_{1} \cdot \mathrm{U}_{2}, \pi_{1} * \pi_{2}\right) \\
= & \{\text { see above }\} \\
& \left(\pi_{1} * \pi_{2}\right) \cdot \mathrm{M}\left(\mathrm{H}_{1} \cdot \mathrm{U}_{1} \mathrm{H}_{2}\right) \\
= & \{\mathrm{M} \text { is a contravariant functor (short cut fusion })\} \\
& \left(\pi_{1} * \pi_{2}\right) \cdot \mathrm{M}\left(\mathrm{U}_{1} \mathrm{H}_{2}\right) \cdot \mathrm{M} \mathrm{H}_{1} \\
= & \{\text { Definition and LemmaC.2.7 of } * \text { and Lemma } 3.2 .7\} \\
& \pi_{1} \cdot \mathrm{U}_{1} \pi_{2} \cdot \mathrm{U}_{1}\left(\mathrm{M} \mathrm{H}_{2}\right) \cdot \mathrm{M} \mathrm{H}_{1} \\
= & \left\{\mathrm{U}_{1} \text { is a functor }\right\} \\
& \pi_{1} \cdot \mathrm{U}_{1}\left(\pi_{2} \cdot \mathrm{M} \mathrm{H}_{2}\right) \cdot \mathrm{M} \mathrm{H}_{1} \\
= & \left\{\pi_{1}: \mathrm{Id} \leftarrow \mathrm{U}_{1}\right\} \\
& \pi_{2} \cdot \mathrm{M} \mathrm{H}_{2} \cdot \pi_{1} \cdot \mathrm{M} \mathrm{H}_{1} \\
= & \{\text { see above }\} \\
& \mathrm{S}\left(\left|\mathrm{H}_{2}\right|, \mathrm{U}_{2}, \pi_{2}\right) \cdot \mathrm{S}\left(\left|\mathrm{H}_{1}\right|, \mathrm{U}_{1}, \pi_{1}\right) .
\end{aligned}
$$

### 5.3 Categorical transducer homomorphisms

In this subsection we lift the notion of homomorphisms between tree automata (cf. Definition 6.1 of [GS84]) to the abstract level of categorical transducers. Then we can prove that homomorphic categorical transducers have equal semantics and that isomorphism is a congruence w.r.t. to fusion, i.e. the composition of categorical transducers.
5.3.1 Definition (categorical transducer homomorphism). ( $c f$. Definition 4.2.4) Let $\mathcal{C}$ be a category and $C=(\mathrm{H}, \mathrm{U}, \pi): \mathrm{G} \leftarrow \mathrm{F}$ and $C^{\prime}=\left(\mathrm{H}^{\prime}, \mathrm{U}^{\prime}, \pi^{\prime}\right): \mathrm{G} \leftarrow \mathrm{F}$ categorical transducers over $\mathcal{C}$. A natural transformation
(i) $\eta: \mathrm{U} \leftarrow \mathrm{U}^{\prime}$ such that
(ii) $\exists \tilde{\eta}: \mathrm{H} \leftharpoonup \mathrm{H}^{\prime}$ with $|\tilde{\eta}|_{\mathrm{F}}=\eta_{|\cdot|_{\mathrm{G}}}$ and
(iii) $\pi \cdot \eta=\pi^{\prime}$
is called a categorical transducer homomorphism to $C$ from $C^{\prime}$ and we write

$$
\eta: C \leftarrow C^{\prime}
$$

If $\eta$ is a natural isomorphism, then we call it a categorical transducer isomorphism. If a categorical transducer isomorphism to $C$ from $C^{\prime}$ exists, then we call $C$ and $C^{\prime}$ isomorphic and write $C \cong C^{\prime}$.

The condition (ii) from Definition 5.3.1 seems to be peculiar. The following Lemma 5.3 .2 shows an equivalent statement which is closer to Definition 4.2.4 (ii):
5.3.2 Lemma. Let $\mathcal{C}$ be a category, $\mathrm{F}, \mathrm{G}, \mathrm{U}: \mathcal{C} \leftarrow \mathcal{C}$ endofunctors where U is faithful, and let $\mathrm{H}, \mathrm{H}^{\prime}$ : $\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}, \mathrm{U} \cdot|\cdot|_{\mathrm{G}}\right)$ be concrete functors.
(i) If there exists a natural transformation $\tilde{\eta}: \mathrm{H} \dot{\leftarrow} \mathrm{H}^{\prime}$ with $|\tilde{\eta}|_{\mathrm{F}}=\eta_{|\cdot|_{\mathrm{G}}}$ then it is uniquely determined by $\forall \varphi \in \mathrm{Ob}\left(\mathcal{A l g _ { \mathcal { C } }} \mathrm{G}\right):: \tilde{\eta}_{\varphi}=\left(\mathrm{H} \varphi, \eta_{|\varphi|_{G}}, \mathrm{H}^{\prime} \varphi\right)$ and
(ii) for $\tilde{\eta}$ given by $\forall \varphi \in \operatorname{Ob}\left(\mathcal{A l g} \mathcal{C}_{\mathcal{C}} \mathrm{G}\right):: \tilde{\eta}_{\varphi}=\left(\mathrm{H} \varphi, \eta_{|\varphi|_{\mathrm{G}}}, \mathrm{H}^{\prime} \varphi\right)$, we have that

$$
\tilde{\eta}: \mathrm{H} \leftarrow \mathrm{H}^{\prime} \quad \Longleftrightarrow \quad \forall \varphi \in \mathrm{Ob}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}\right):: \eta \cdot \mathrm{H}^{\prime} \varphi=\mathrm{H} \varphi \cdot \mathrm{~F} \eta
$$

Proof. Let $\varphi, \psi \in \operatorname{Ob}\left(\mathcal{A} \boldsymbol{l g}_{\mathcal{C}} \mathrm{G}\right)$.
(i) From the definition of $|\cdot|_{F}$ on morphisms and the preconditions we obtain $\left|\left(\mathrm{H} \varphi, \eta_{|\varphi|_{G}}, \mathrm{H}^{\prime} \varphi\right)\right|_{F}=$ $\eta_{|\varphi|_{G}}=\left|\tilde{\eta}_{\varphi}\right|_{\mathrm{F}}$. Since $|\cdot|_{\mathrm{F}}$ is faithful, its restriction to $\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}\left(\mathrm{H} \varphi, \mathrm{H}^{\prime} \varphi\right)$ is injective and we have $\left(\mathrm{H} \varphi, \eta_{|\varphi|_{G}}, \mathrm{H}^{\prime} \varphi\right)=\tilde{\eta}_{\varphi}$.
(ii) ' $\Rightarrow$ ':

$$
\begin{array}{ll} 
& \tilde{\eta}: \mathrm{H} \leftarrow \mathrm{H}^{\prime} \\
\Longrightarrow \quad & \{\text { Definition } \overline{\mathrm{C} .2 .1}\} \\
& \tilde{\eta}_{\varphi}: \mathrm{H} \varphi \longleftarrow \mathcal{A l l g}_{\mathcal{C}} \mathrm{H} \mathrm{H}^{\prime} \varphi \\
\Longleftrightarrow \quad & \{\text { Definition and Lemma C.6.1 }\} \\
& \left|\tilde{\eta}_{\varphi}\right|_{\mathrm{F}} \cdot \mathrm{H}^{\prime} \varphi=\mathrm{H} \varphi \cdot \mathrm{~F}\left|\tilde{\eta}_{\varphi}\right|_{\mathrm{F}} \\
\Longleftrightarrow \quad & \{\text { Definition } \overline{\mathrm{C} .2 .4} \text { and definition of } \tilde{\eta}\} \\
& \eta \cdot \mathrm{H}^{\prime} \varphi=\mathrm{H} \varphi \cdot \mathrm{~F} \eta
\end{array}
$$

' $\Leftarrow$ ': The last two steps in the above derivation are in fact equivalences, thus we have a transformation $\tilde{\eta}: \mathrm{H} \leftarrow \mathrm{H}^{\prime}$ and have to show that it is natural:

$$
\begin{array}{ll} 
& \eta: \mathrm{U} \leftarrow \mathrm{U}^{\prime} \\
& \{\text { naturalness of } \eta\} \\
& \mathrm{U}|f|_{\mathrm{G}} \cdot \eta_{|\psi|_{\mathrm{G}}}=\eta_{|\varphi|_{\mathrm{G}}} \cdot \mathrm{U}^{\prime}|f|_{\mathrm{G}} \\
\Longrightarrow \quad & \left\{\text { concreteness of } \mathrm{H} \text { and } \mathrm{H}^{\prime} \text { and definition of } \tilde{\eta}\right\} \\
& |\mathrm{H} f|_{\mathrm{F}} \cdot\left|\tilde{\eta}_{\psi}\right|_{\mathrm{F}}=\left|\tilde{\eta}_{\varphi}\right|_{\mathrm{F}} \cdot\left|\mathrm{H}^{\prime} f\right|_{\mathrm{F}} \\
\Longrightarrow \quad & \left\{|\cdot|_{\mathrm{F}} \text { is faithful }\right\} \\
& \mathrm{H} f \cdot \tilde{\eta}_{\psi}=\tilde{\eta}_{\varphi} \cdot \mathrm{H}^{\prime} f \\
\Longrightarrow \quad & \{\text { the latter is true for every } \varphi \text { and } \psi\} \\
& \tilde{\eta}: \mathrm{H} \leftarrow \mathrm{H}^{\prime}
\end{array}
$$

5.3.3 Lemma. Let $\mathcal{C}$ be a category and $(\mathrm{H}, \mathrm{U}, \pi),(\mathrm{H}, \mathrm{U}, \pi): \mathrm{G} \leftarrow \mathrm{F}$ be categorical transducers over $\mathcal{C}$.

$$
\frac{(\mathrm{H}, \mathrm{U}, \pi) \stackrel{\eta}{\longleftrightarrow}\left(\mathrm{H}^{\prime}, \mathrm{U}^{\prime}, \pi^{\prime}\right)}{\forall \varphi \in \mathrm{Ob}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{G}\right)::(\mathrm{H} \varphi)_{\mathrm{F}}=\eta \cdot\left(\mathrm{H}^{\prime} \varphi\right)_{\mathrm{F}}} .
$$

Proof.

$$
\begin{aligned}
& (\mathrm{H} \varphi)_{\mathrm{F}} \\
= & \left\{\text { fusion Table } 10 \text { with }\left|\tilde{\eta}_{\varphi}\right|_{\mathrm{F}} \cdot \mathrm{H}^{\prime} \varphi=\mathrm{H} \varphi \cdot \mathrm{~F}\left|\tilde{\eta}_{\varphi}\right|_{\mathrm{F}}\right\} \\
= & \left|\tilde{\eta}_{\varphi}\right|_{\mathrm{F}} \cdot\left(\mathrm{H}^{\prime} \varphi\right)_{\mathrm{F}} \\
= & \{\text { Definition } 5.3 .1 \text { (ii) }\} \\
= & \eta_{|\varphi|_{G} \cdot\left(\mathrm{H}^{\prime} \varphi\right)_{\mathrm{F}}} \quad\{\text { Definition } \overline{\mathrm{C} .2 .4}\} \\
& \eta \cdot\left(\mathrm{H}^{\prime} \varphi\right)_{\mathrm{F}} .
\end{aligned}
$$

5.3.4 Theorem (homomorphisms preserve semantics of categorical transducers). (cf. Lemma 4.2.5) Let $\mathcal{C}$ be a category and $C, C^{\prime}: \mathrm{G} \leftarrow \mathrm{F}$ categorical transducers over $\mathcal{C}$.

$$
\frac{\exists \eta: C \leftarrow C^{\prime}}{\mathrm{S} C=\mathrm{S} C^{\prime}}
$$

Proof. Let $C=(\mathrm{H}, \mathrm{U}, \pi)$ and $C^{\prime}=\left(\mathrm{H}^{\prime}, \mathrm{U}^{\prime}, \pi^{\prime}\right)$ and $\eta: C \leftarrow C^{\prime}$ be a categorical transducer homomorphism. We calculate:

$$
\begin{aligned}
& \mathrm{SC} \\
= & \{\text { Definition } 5.2 .1\} \\
= & \pi \cdot\left(\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}} \\
= & \{\text { Theorem } 5.3 .3\} \\
= & \pi \cdot \eta \cdot\left(\mathrm{H}^{\prime} i n_{\mathrm{G}}\right)_{\mathrm{F}} \\
= & \{\text { Definition } 5.3 .1\} \\
= & \pi^{\prime} \cdot\left(\mathrm{H}^{\prime} i n_{\mathrm{G}}\right]_{\mathrm{F}} \\
= & \{\text { Definition } 5.2 .1\} \\
& \mathrm{S} C^{\prime} .
\end{aligned}
$$

5.3.5 Theorem (vertical composition of categorical transducer homomorphisms). Let $\mathcal{C}$ be a category and

$$
\mathrm{F}_{3} \stackrel{C_{2}=\left(\mathrm{H}_{2}, \mathrm{U}_{2}, \pi_{2}\right), C_{2}^{\prime}=\left(\mathrm{H}_{2}^{\prime}, \mathrm{U}_{2}^{\prime}, \pi_{2}^{\prime}\right)}{\longleftarrow} \mathrm{F}_{2} \stackrel{C_{1}=\left(\mathrm{H}_{1}, \mathrm{U}_{1}, \pi_{1}\right), C_{1}^{\prime}=\left(\mathrm{H}_{1}^{\prime}, \mathrm{U}_{1}^{\prime}, \pi_{1}^{\prime}\right)}{\rightleftarrows} \mathrm{F}_{1}
$$

be categorical transducers over $\mathcal{C}$. Then

$$
\frac{C_{2} \stackrel{\eta_{2}}{\longleftarrow} C_{2}^{\prime} \quad C_{1} \stackrel{\eta_{1}}{\longleftarrow} C_{1}^{\prime}}{C_{2} \cdot C_{1} \stackrel{\eta_{1} * \eta_{2}}{\longleftarrow} C_{2}^{\prime} \cdot C_{1}^{\prime}}
$$

Proof. We have to show that the vertical composition $\eta_{1} * \eta_{2}$ of $\eta_{1}$ and $\eta_{2}$ is a categorical transducer homomorphism to $C_{2} \cdot C_{1}=\left(\mathrm{H}_{1} \cdot \mathrm{H}_{2}, \mathrm{U}_{1} \cdot \mathrm{U}_{2}, \pi_{1} * \pi_{2}\right)$ from $C_{2}^{\prime} \cdot C_{1}^{\prime}=\left(\mathrm{H}_{1}^{\prime} \cdot \mathrm{H}_{2}^{\prime}, \mathrm{U}_{1}^{\prime} \cdot \mathrm{U}_{2}^{\prime}, \pi_{1}^{\prime} * \pi_{2}^{\prime}\right)$. according to Definition 5.3.1:
(i) Obviously, we have $\eta_{1} * \eta_{2}: \mathrm{U}_{1} \cdot \mathrm{U}_{2} \leftarrow \mathrm{U}_{1}^{\prime} \cdot \mathrm{U}_{2}^{\prime}$.
(ii) We set $\widetilde{\eta_{1} * \eta_{2}}=\tilde{\eta}_{1} * \tilde{\eta}_{2}$ then we have $\widetilde{\eta_{1} * \eta_{2}}: \mathbf{H}_{1} \cdot \mathbf{H}_{2} \dot{\leftarrow \mathbf{H}_{1}^{\prime}} \cdot \mathbf{H}_{2}^{\prime}$. It remains to show that $\left|\widetilde{\eta_{1} * \eta_{2}}\right|_{\mathrm{F}_{1}}=\left(\eta_{1} * \eta_{2}\right)|\cdot|_{\mathrm{F}_{3}}$ holds: For every $\mathcal{C}$-endofunctor F we use the abbreviation $\hat{\mathrm{F}}$ for the identical natural transformation from the forgetful functor $|\cdot|_{F}$ to itself, i.e. $\hat{F}=i d d_{|\cdot|_{F}}:|\cdot|_{F} \leftarrow$ $|\cdot|_{F}$. Notice that from Definition and LemmaC.2.7for every categorical transducer homomorphism between categorical transducers in $\boldsymbol{\operatorname { c a t }} \boldsymbol{\mathcal { T }}_{\mathcal{C}}(\mathrm{G}, \mathrm{F})$ we have $\hat{\mathrm{F}} * \tilde{\eta}=|\tilde{\eta}|_{\mathrm{F}}$ and $\eta_{|\cdot|_{\mathrm{G}}}=\eta * \hat{\mathrm{G}}$. Thus we have got $\hat{\boldsymbol{F}}_{1} * \tilde{\eta}_{1}=\eta_{1} * \hat{\mathrm{~F}}_{2}$ and $\hat{\mathrm{F}}_{2} * \tilde{\eta}_{2}=\eta_{2} * \hat{\mathrm{~F}}_{3}$ and we have to show $\hat{\mathrm{F}}_{1} * \eta_{1} * \eta_{2}=\eta_{1} * \eta_{2} * \hat{\mathrm{~F}}_{3}$ which now is a straightforward calculation (using the associativity of $*$ according to Lemma C.2.9): $\hat{\boldsymbol{F}}_{1} * \widetilde{\eta_{1} * \eta_{2}}=\hat{\mathbf{F}}_{1} * \tilde{\eta}_{1} * \tilde{\eta}_{2}=\eta_{1} * \hat{\mathrm{~F}}_{2} * \tilde{\eta}_{2}=\eta_{1} * \eta_{2} * \hat{\mathrm{~F}}_{3}$.
(iii) With Lemma C.2.8 we have $\left(\pi_{1} * \pi_{2}\right) \cdot\left(\eta_{1} * \eta_{2}\right)=\left(\pi_{1} \cdot \eta_{1}\right) *\left(\pi_{2} \cdot \eta_{2}\right)=\pi_{1}^{\prime} * \pi_{2}^{\prime}$.
5.3.6 Corollary (isomorphism is a congruence w.r.t. fusion). With the preconditions from Theorem 5.3.5 we have

$$
\frac{C_{2} \cong C_{2}^{\prime} \quad C_{1} \cong C_{1}^{\prime}}{C_{2} \cdot C_{1} \cong C_{2}^{\prime} \cdot C_{1}^{\prime}}
$$

Proof. We just have to show that the vertical composition of natural transformations $*$ preserves isomorphisms, which is easy to see with Lemma C.2.8 and the obvious fact that $i d * i d=i d$.

### 5.4 Top-down categorical transducers

The concept of 'categorical transducer' is very general. Now we will define a subclass of so called topdown categorical transducers, which will be our model for top-down tree transducers in category theory. We derive a respective composition result for top-down categorical transducers.
5.4.1 Definition (top-down categorical transducer). Let $\mathcal{C}$ be a category which has finite products and finite coproducts. A categorical transducer $(\mathrm{H}, \mathrm{U}, \pi) \in \boldsymbol{\operatorname { c a t }} \mathcal{T}_{\mathcal{C}}(\mathrm{G}, \mathrm{F})$ is called a top-down categorical transducer over $\mathcal{C}$ provided that
(i) F and G are finite coproducts of finite products of identity functors,
(ii) U is a finite product of identity functors, and
(iii) $\pi$ is one of the projections of the product U .

Notice that it is part of the definition of the (top-down) categorical transducer that $F$ and $G$ have initial algebras.
5.4.2 Theorem (composition of top-down categorical transducers). Let $\mathcal{C}$ be a category which has finite products and finite coproducts. The class of all top-down categorical transducers over $\mathcal{C}$ is a subcategory of $\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$ which we will denote by $t d$ - $\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$

Proof. According to Definition C.1.11 it suffices to show that $t d$ - $\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$ contains the identities and is closed under composition. Obviously, the identical categorical transducer (Id, Id, id) is a top-down categorical transducer. Let $\left(\mathrm{H}, \mathrm{U}, \pi_{1}\right): \mathrm{F}_{3} \leftarrow \mathrm{~F}_{2}$ and $\left(\mathrm{H}^{\prime}, \mathrm{U}^{\prime}, \pi_{1}^{\prime}\right): \mathrm{F}_{2} \leftarrow \mathrm{~F}_{1}$ be top-down categorical transducers. By Definition 5.4.1 there exist finite products

$$
\left(\pi_{i}: \mathrm{Id} \leftarrow \mathrm{U}\right)_{i \in I} \quad \text { and } \quad\left(\pi_{j}^{\prime}: \mathrm{Id} \leftarrow \mathrm{U}^{\prime}\right)_{j \in J}
$$

where $I$ and $J$ are some finite sets with $1 \in I \cap J$. In order to show that

$$
\left(\mathrm{H}, \mathrm{U}, \pi_{1}\right) \cdot\left(\mathrm{H}^{\prime}, \mathrm{U}^{\prime}, \pi_{1}^{\prime}\right)=\left(\mathrm{H}^{\prime} \cdot \mathrm{H}, \mathrm{U}^{\prime} \cdot \mathrm{U}, \pi_{1}^{\prime} * \pi_{1}\right): \mathrm{F}_{3} \leftarrow \mathrm{~F}_{1}
$$

is a top-down categorical transducer it is sufficient to show that

$$
\left(\pi_{j}^{\prime} * \pi_{i}: \mathrm{Id} \leftarrow \mathrm{U}^{\prime} \cdot \mathrm{U}\right)_{(i, j) \in I \times J}
$$

is a finite product. We define for every $\mathrm{U}^{\prime \prime}: \mathcal{C} \leftarrow \mathcal{C}$ and every $\tau_{i j}: \mathrm{Id} \leftarrow \mathrm{U}^{\prime \prime}$ the pairing $\left\langle\tau_{i j}\right\rangle_{(i, j) \in I \times J}=$ $\left\langle\left\langle\tau_{i j}\right\rangle_{i \in I}\right\rangle_{j \in J}$ and verify the UP (Table6): Let $\sigma:$ Id $\leftarrow \mathrm{U}^{\prime \prime}$ such that $\forall(i, j) \in I \times J::\left(\pi_{j}^{\prime} * \pi_{i}\right) \cdot \sigma=\tau_{i j}$. We have to show $\sigma=\left\langle\tau_{i j}\right\rangle_{(i, j) \in I \times J}$. First we calculate for every $(i, j) \in I \times J$ :

$$
\begin{aligned}
& \begin{aligned}
& \pi_{j}^{\prime} * \pi_{i} \\
&=\{\text { Definition and Lemma }[\text { C.2.7 }\} \\
&= \pi_{j}^{\prime} \cdot \mathrm{U}^{\prime} \pi_{i}
\end{aligned} \\
& \left\{\mathrm{U}^{\prime}=\prod_{k \in J} \mathrm{Id}\right\} \\
& \pi_{j}^{\prime} \cdot \prod_{j \in J} \pi_{i} \\
= & \{\text { fusion (i) for product functors (Table } 8)\} \\
& \pi_{i} \cdot \pi_{j}^{\prime} .
\end{aligned}
$$

With this we continue:

$$
\begin{array}{cc} 
& \forall(i, j) \in I \times J::\left(\pi_{j}^{\prime} * \pi_{i}\right) \cdot \sigma=\tau_{i j} \\
\Longleftrightarrow \quad\{\text { see above }\} \\
& \forall(i, j) \in I \times J:: \pi_{i} \cdot \pi_{j}^{\prime} \cdot \sigma=\tau_{i j} \\
\Longleftrightarrow \quad\{\text { UP (Table 6) for the product U }\}
\end{array}
$$

5.4.3 Lemma. Let $\mathcal{C}$ be a category. The class $\mathrm{Ob} t d$ - $\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$ is a $\cong$-block in $\mathrm{Ob} \boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$, i.e. a disjoint union of categorical transducer isomorphism classes.

Proof. Let $C=(\mathrm{H}, \mathrm{U}, \pi)$ and $C^{\prime}=\left(\mathrm{H}^{\prime}, \mathrm{U}^{\prime}, \pi^{\prime}\right)$ be categorical transducers over $\mathcal{C}$ with $C \cong C^{\prime}$. We have to show: if $C$ is a top-down categorical transducer then $C^{\prime}$ is also a top down categorical transducer. Using Definition 5.3 .1 and Definition 5.4.1 this is obvious, because we have a natural isomorphism $\eta: \mathrm{U} \leftarrow \mathrm{U}^{\prime}$ with $\pi \cdot \eta=\pi^{\prime}$.
5.4.4 Definition. We define the following class:

$$
T O P_{c a t}=\left\{\mathrm{SC} \mid C \in \operatorname{Mor} t d-\boldsymbol{c a t} \mathcal{T}_{\mathcal{S}_{e t}}\right\}
$$

which the reader should compare with $T O P_{\text {tree }}$ from Definition 4.2.2.

## 6 Relating top-down tree transducers and categorical transducers

In this section we describe a translation (Lemma 6.2.9) of a top-down tree transducer into a top-down categorical transducer.

### 6.1 Category of forests

6.1.1 Definition (forest). Let $\Sigma$ be a ranked alphabet. A $\Sigma$-forest is a tuple of $\Sigma$-trees, i.e. an element of $T_{\Sigma}^{*}$.

Now we will give the set of $\Sigma$-forests the structure of a category, by defining an appropriate composition. The following construction can also be found in [GTWW77] on page 74 (footnote 10) where functions are used instead of tuples. It is also possible to generalize this construction, which is then known as a Kleisli category [Kle65]. In this paper we will not focus on monads or Kleisli categories.
6.1.2 Definition (category of forests). Let $\Sigma$ be a ranked alphabet. We define the category $\mathcal{T}_{\Sigma}$ by

$$
\begin{aligned}
\operatorname{Ob} \mathcal{T}_{\Sigma} & =\mathbb{N}_{0}, \\
\boldsymbol{\mathcal { T }}_{\Sigma}(m, n) & =\left(T_{\Sigma} X_{n}\right)^{m}
\end{aligned}
$$

where $\forall l, m, n \in \operatorname{Ob} \mathcal{T}_{\Sigma}:: \forall f=\left(f_{i}\right)_{i=1}^{l} \in \mathcal{T}_{\Sigma}(l, m):: \forall g=\left(g_{j}\right)_{j=1}^{m} \in \mathcal{T}_{\Sigma}(m, n)::$

$$
f \cdot g=\left(\left[g_{j} / x_{j}\right]_{j=1}^{m} f_{i}\right)_{i=1}^{l}
$$

and $\forall n \in \operatorname{Ob} \mathcal{T}_{\Sigma}::$

$$
i d_{n}=\left(x_{i}\right)_{i=1}^{n}
$$

Notice that $\mathcal{T}_{\Sigma}$ is actually a pre-category, which we view as a category according to Note C.1.4. $\quad *$
6.1.3 Lemma (finite products in the category of forests). Let $\Sigma$ be a ranked alphabet. The category $\mathcal{T}_{\Sigma}$ has finite products.

Proof. To simplify the notation we will only give the proof for a binary product. This may be generalized straightforwardly for arbitrary finite products. It is obvious that $0 \in \mathrm{Ob} \boldsymbol{\mathcal { T }}_{\Sigma}$ is a final object. Let $m, n \in$ $\mathrm{Ob} \mathcal{T}_{\Sigma}$. We define

$$
\begin{aligned}
m \times n & =m+n \quad \text { where }+ \text { is the usual sum of natural numbers, } \\
\pi_{1} & =\left(x_{1}, \ldots, x_{m}\right) \\
\pi_{2} & =\left(x_{m+1}, \ldots, x_{m+n}\right)
\end{aligned}
$$

and $\forall l \in \mathrm{Ob} \mathcal{T}_{\Sigma}:: \forall f=\left(f_{i}\right)_{i=1}^{m} \in \mathcal{T}_{\Sigma}(m, l):: \forall g=\left(g_{j}\right)_{j=1}^{n} \in \mathcal{T}_{\Sigma}(n, l)::$

$$
\langle f, g\rangle=\left(f_{1}, \ldots, f_{m}, g_{1}, \ldots, g_{n}\right)
$$

and can easily verify the UP of the product (Table 6).
6.1.4 Note. The pairing of the product in $\mathcal{T}_{\Sigma}$ from Lemma 6.1 .3 is associative, because it is defined by the concatenation of tuples. Thus for the product functor in $\mathcal{T}_{\Sigma}$ the following holds for every $m, n \in \mathbb{N}_{0}$ : $\prod_{i=1}^{m} \cdot \prod_{j=1}^{n}=\prod_{i=1}^{m+n}$. This is not true in general: The pairing of the product in $\mathcal{S e t}$ from Lemma C.4.2 is not associative, because it is defined by tupling and successive tupling is not associative. However it is associative up to isomorphism.
6.1.5 Lemma (embedding of the category of forests). Let $\Sigma$ be a ranked alphabet. The function $E$ : Mor $\mathcal{S} \boldsymbol{e t} \leftarrow \operatorname{Mor} \boldsymbol{\mathcal { T }}_{\Sigma}$ defined by

$$
\begin{aligned}
\forall m, n \in \operatorname{Ob} \mathcal{T}_{\Sigma}:: \forall f= & \left(f_{i}\right)_{i=1}^{m} \in \mathcal{T}_{\Sigma}(m, n):: \forall t=\left(t_{1}, \ldots, t_{n}\right) \in T_{\Sigma}^{n}:: \\
& \mathrm{E} f t=\left(\left[t_{j} / x_{j}\right]_{j=1}^{n} f_{i}\right)_{i=1}^{m}
\end{aligned}
$$

is an embedding functor

$$
\mathrm{E}: \mathcal{S} \boldsymbol{e} t \leftarrow \mathcal{T}_{\Sigma}
$$

which preserves finite products.
Proof. Note that, for every $l \in \operatorname{Ob} \mathcal{T}_{\Sigma}$ we have $\mathrm{E} l=\mathcal{T}_{\Sigma}^{l}$. We have to prove three statements:
(i) E is a functor. The composition in $\mathcal{T}_{\Sigma}(c f$. Definition 6.1.2) and the function E are both defined by means of a substitution operator. Using these definitions it is a straightforward calculation to show that $E$ is a functor.
(ii) The functor E is an embedding. Let $f, g \in \mathcal{T}_{\Sigma}(m, n)$. Then $\mathrm{E} f=\mathrm{E} g \Longrightarrow f=\mathrm{E} f\left(x_{i}\right)_{i=1}^{n}=$ $\mathrm{E} g\left(x_{i}\right)_{i=1}^{n}=g$
(iii) The functor E preserves products, i.e. it maps products onto products. From the definition of E we get that $\forall n \in \operatorname{Ob} \mathcal{T}_{\Sigma}=\mathbb{N}_{0}:: \mathrm{E} n=T_{\Sigma}^{n}$ and thus $\forall\left(m_{i}\right)_{i=1}^{n} \in \operatorname{Ob} \mathcal{T}_{\Sigma}^{n}:: \mathbf{E}\left(\prod_{i=1}^{n} m_{i}\right)=$ $\mathrm{E}\left(\sum_{i=1}^{n} m_{i}\right)=T_{\Sigma}^{\sum_{i=1}^{n} m_{i}} \cong \prod_{i=1}^{n} T_{\Sigma}^{m_{i}}$.
6.1.6 Note. Let $\Sigma$ be a ranked alphabet.
(i) In order to avoid unnecessary notation, we will assume that the above embedding

$$
\mathrm{E}: \mathcal{S e t} \leftarrow \mathcal{T}_{\Sigma}
$$

is an inclusion, or in other words, we identify a morphism $f \in \operatorname{Mor} \mathcal{T}_{\Sigma}$ (i.e. a $\Sigma$-forest) with the set function $\mathrm{E} f$. Notice that this means that we have to identify an object $n \in \mathrm{Ob} \mathcal{T}_{\Sigma}$ with the set $T_{\Sigma}^{n}$, which is not a problem, since in category theory objects are only indexes for the identities.
(ii) To make our notation even simpler, we will identify a symbol $\sigma \in \Sigma$ with the set function $\mathrm{E}\left(\sigma\left(x_{1}, \ldots, x_{\mathrm{rank}_{\Sigma} \sigma}\right)\right)$ (see Definition B.2.2). Consider e.g. $\Sigma=\left\{\sigma^{(2)}, \alpha^{(0)}\right\}$. We identify the forest $\left(\sigma\left(\alpha, x_{1}\right), \alpha, \sigma\left(\sigma\left(x_{1}, x_{2}\right), \alpha\right)\right) \in\left(T_{\Sigma} X_{2}\right)^{3}$ with a set function that we may write $\left\langle\left\langle\sigma \cdot\left\langle\alpha \cdot \mathbf{!}, \pi_{1}\right\rangle, \alpha \cdot \mathbf{!}, \sigma \cdot\langle\sigma, \alpha \cdot \mathbf{!}\rangle\right\rangle: T_{\Sigma}^{3} \leftarrow T_{\Sigma}^{2}\right.$
6.1.7 Note. Let $\Sigma$, and $\Sigma^{\prime}$ be ranked alphabets with $\Sigma \subseteq \Sigma^{\prime}$ such that for every $\sigma \in \Sigma$ the equality $\operatorname{rank}_{\Sigma^{\prime}} \sigma=\operatorname{rank}_{\Sigma} \sigma$ holds. Since for every $n \in \mathbb{N}_{0}: T_{\Sigma} X_{n} \subseteq T_{\Sigma^{\prime}} X_{n}$ we obviously have an embedding

$$
\mathcal{T}_{\Sigma^{\prime}} \leftarrow \mathcal{T}_{\Sigma}
$$

We will identify this embedding with the inclusion.

### 6.2 Relating semantics of top-down tree transducers and top-down categorical transducers

6.2.1 Example (motivating example for relation). To motivate the description of the semantics of topdown tree transducers as categorical transducers over $\mathcal{S e} \boldsymbol{t}$, consider the top-down tree transducer $T_{\text {zigzag }}$ from Example 4.1.3. We view the rules of $R$ as equations in the category $\mathcal{T}_{Q \cup \Sigma \cup \Delta}$ which is embedded into $\mathcal{S e}$ by E :

$$
\begin{aligned}
\mathrm{E}\left(z i g x_{1}\right) \cdot \mathrm{E}(\alpha) & =\mathrm{E}(N), \\
\mathrm{E}\left(z a g x_{1}\right) \cdot \mathrm{E}(\alpha) & =\mathrm{E}(N), \\
\mathrm{E}\left(z i g x_{1}\right) \cdot \mathrm{E}\left(\sigma\left(x_{1}, x_{2}\right)\right) & =\mathrm{E}\left(A x_{1}\right) \cdot \mathrm{E}\left(z a g x_{1}\right), \\
\mathrm{E}\left(z a g x_{1}\right) \cdot \mathrm{E}\left(\sigma\left(x_{1}, x_{2}\right)\right) & =\mathrm{E}\left(B x_{1}\right) \cdot \mathrm{E}\left(z i g x_{2}\right) .
\end{aligned}
$$

If we identify forests with set functions according to Note 6.1.6(i), we may describe the rules of $R$ as a system of equations in the category $\mathcal{S}$ et just by omitting the E. Our aim is to find solutions for $z i g$ and zag that suffice the above equations. First, let us simplify the notation according to Note 6.1.6 (ii):

$$
\begin{aligned}
z i g \cdot \alpha & =N, \\
z a g \cdot \alpha & =N, \\
z i g \cdot \sigma & =A \cdot z a g \cdot \pi_{1}, \\
z a g \cdot \sigma & =B \cdot z i g \cdot \pi_{2} .
\end{aligned}
$$

We use pairing to collect all the states:

$$
\begin{aligned}
\langle z i g \cdot \alpha, z a g \cdot \alpha\rangle & =\langle N, N\rangle \\
\langle z i g \cdot \sigma, z a g \cdot \sigma\rangle & =\left\langle A \cdot z a g \cdot \pi_{1}, B \cdot z i g \cdot \pi_{2}\right\rangle .
\end{aligned}
$$

On the left hand side we use the fusion law for the product (Table 6) and on the right hand side the fusion (i) law for product functors (Table 9) and cancelation law for products (Table 6) and obtain

$$
\begin{aligned}
& \langle z i g, z a g\rangle \cdot \alpha=\langle N, N\rangle \cdot i d_{1} \\
& \langle z i g, z a g\rangle \cdot \sigma=\left\langle A \cdot \pi_{2} \cdot \pi_{1}, B \cdot \pi_{1} \cdot \pi_{2}\right\rangle \cdot(\langle z i g, z a g\rangle \times\langle z i g, z a g\rangle)
\end{aligned}
$$

We use copairing to collect all input symbols:

$$
[\langle z i g, z a g\rangle \cdot \alpha,\langle z i g, z a g\rangle \cdot \sigma]=\left[\langle N, N\rangle \cdot i d_{1},\left\langle A \cdot \pi_{2} \cdot \pi_{1}, B \cdot \pi_{1} \cdot \pi_{2}\right\rangle \cdot(\langle z i g, z a g\rangle \times\langle z i g, z a g\rangle)\right]
$$

To the left hand side we apply the fusion law for coproducts (Table 7) and to the right hand side we apply the fusion (i) law for coproduct functors (Table 9) and obtain

$$
\langle z i g, z a g\rangle \cdot[\alpha, \sigma]=\left[\langle N, N\rangle,\left\langle A \cdot \pi_{2} \cdot \pi_{1}, B \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right] \cdot\left(i d_{1}+\langle z i g, z a g\rangle \times\langle z i g, z a g\rangle\right)
$$

Since the functor $\mathrm{F}=\mathrm{K}_{1}+\mathrm{Id} \times \mathrm{Id}: \mathcal{S}$ et $\leftarrow \mathcal{S}$ et has the least fixed point $\mu \mathrm{F}=T_{\Sigma}$ where the initial F -algebra is $[\alpha, \sigma]=i n_{\mathrm{F}}: \mu \mathrm{F} \leftarrow \mathrm{F}(\mu \mathrm{F})$, we can write

$$
\langle z i g, z a g\rangle \cdot i n_{\mathrm{F}}=\left[\langle N, N\rangle,\left\langle A \cdot \pi_{2} \cdot \pi_{1}, B \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right] \cdot \mathrm{F}\langle z i g, z a g\rangle
$$

Due to the UP of the catamorphism (Table 10), the above is equivalent to

$$
\langle z i g, z a g\rangle=\left(\left[\left[\langle N, N\rangle,\left\langle A \cdot \pi_{2} \cdot \pi_{1}, B \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right] D_{\mathrm{F}}\right.\right.
$$

Notice that we found a unique solution for $z i g$ and for $z a g$, respectively. Using the functor $\mathrm{G}=\mathrm{K}_{1}+$ $\mathrm{Id}+\mathrm{Id}$ with $i n_{\mathrm{G}}=[N, A, B]$, we may write

$$
\begin{aligned}
z i g & =\pi_{1} \cdot\left(\left[\left[\langle N, N\rangle,\left\langle A \cdot \pi_{2} \cdot \pi_{1}, B \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right] D_{\mathrm{F}}\right.\right. \\
& =\pi_{1} \cdot\left(\mathrm{H} \mathrm{Hin}_{\mathrm{G}}\right)_{\mathrm{F}} \quad \text { where } \quad \mathrm{H}\left[\varphi_{1}, \varphi_{2}, \varphi_{3}\right]=\left[\left\langle\varphi_{1}, \varphi_{1}\right\rangle,\left\langle\varphi_{2} \cdot \pi_{2} \cdot \pi_{1}, \varphi_{3} \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right]
\end{aligned}
$$

With Example 5.2.2 we get that

$$
C_{\text {zigzag }}=\left(\mathrm{H}, \mathrm{Id} \times \mathrm{Id}, \pi_{1}\right): \mathrm{G} \leftarrow \mathrm{~F}
$$

is a categorical transducer over $\boldsymbol{\mathcal { S }} \boldsymbol{e} \boldsymbol{t}$ with

$$
z i g=\pi_{1} \cdot\left(\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}}=\mathrm{S}\left(\mathrm{H}, \mathrm{Id} \times \mathrm{Id}, \pi_{1}\right)
$$

It is worth mentioning that the fact that H is a certain concrete functor is important in Theorem 5.2.3, because it is a precondition for the functorial 'acid rain theorem' 3.2.6.
6.2.2 Example (top-down categorical transducer). The categorical transducer $C_{\text {zigzag }}=\left(\mathrm{H}, \mathrm{Id} \times \mathrm{Id}, \pi_{1}\right)$ from the Example 6.2.1 is a top-down categorical transducer over $\mathcal{S e t}$. With the notations from the Example 6.2.1 we can show how a top-down categorical transducer 'works': for every $f: T_{\Sigma}^{2} \leftarrow T_{\Sigma}^{0}$ :

$$
\begin{aligned}
& \mathrm{S} C_{\mathrm{zigzag}} \cdot \sigma \cdot f \\
= & \pi_{1} \cdot\left(\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}} \cdot i n_{\mathrm{F}} \cdot \iota_{2} \cdot f \\
= & \{\mathrm{UP}(\text { Table } 10)\} \\
& \pi_{1} \cdot \mathrm{H} i n_{\mathrm{G}} \cdot \mathrm{~F}\left(\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}} \cdot \iota_{2} \cdot f \\
= & \{\text { definition of } \mathrm{H} \text { and } \mathrm{F} \text { and cancelation for coproduct functors }(\text { Table } 9)\} \\
& \pi_{1} \cdot\left[\langle N, N\rangle,\left\langle A \cdot \pi_{2} \cdot \pi_{1}, B \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right] \cdot \iota_{2} \cdot\left(\left(\mathrm{H} i i_{\mathrm{G}}\right)_{\mathrm{F}} \times\left(\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}}\right) \cdot f \\
= & \{\text { cancelation }(\text { Table } 7 \text { and Table 6) }\} \\
& A \cdot \pi_{2} \cdot \pi_{1} \cdot\left(\left(\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}} \times\left(\mathrm{H} \text { in } n_{\mathrm{G}}\right)_{\mathrm{F}}\right) \cdot f \\
= & \{\text { cancelation }(\text { Table } 8)\} \\
& A \cdot \pi_{2} \cdot\left(\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}} \cdot \pi_{1} \cdot f \\
= & A \cdot \mathrm{~S}\left(\mathrm{H}, \mathrm{Id} \times \mathrm{Id}, \pi_{2}\right) \cdot \pi_{1} \cdot f .
\end{aligned}
$$

6.2.3 Note (motivation for relation). We want to generalize the construction from Example 6.2.1. Let $T \in \operatorname{td}$-tree $\mathrm{T}(\Delta, \Sigma)$ be a top-down tree transducer and $C=(\mathrm{H}, \mathrm{U}, \pi): \mathrm{G} \leftarrow \mathrm{F}$ be a top-down categorical transducer over Set. In Table 2 we list the parts of $T$ and $C$ which correspond to each other. The following Definition 6.2 .5 will define this correspondence formally.


Table 2: Relation between the components of top-down tree and top-down categorical transducers
6.2.4 Lemma. Let $T=\left(Q, \Sigma, \Delta, q_{1}, R\right)$ be a top-down tree transducer with $Q=\left\{q_{1}, \ldots, q_{l}\right\}, r \in \mathbb{N}_{0}$, $\sigma \in \Sigma^{(r)}$ and $q \in Q$. We can write the right hand side of the rule

$$
q\left(\sigma\left(x_{1}, \ldots, x_{r}\right)\right) \rightarrow \operatorname{rhs}_{R, \sigma} q
$$

of $R$ in the form (see Definition and Corollary $\bar{C} .5 .1$ for the definition of $\prod^{r}$ )

$$
\operatorname{rhs}_{R, \sigma} q=\operatorname{rhs}_{R, \sigma}^{\prime} q \cdot \prod^{r}\left(\left\langle q_{i}\right\rangle_{i=1}^{l}\right) \quad \text { with } \quad \operatorname{rhs}_{R, \sigma}^{\prime} q \in T_{\Delta} X_{r \cdot l}
$$

where the composition is that of the category of forests and

$$
\operatorname{rhs}_{R, \sigma}^{\prime} q=\left[x_{(t-1) \cdot l+s} / q_{s} x_{t}\right]_{s=1}^{l} \underset{t=1}{r}\left(\operatorname{rhs}_{R, \sigma} q\right)
$$

Proof.

$$
\begin{aligned}
& \operatorname{rhs}_{R, \sigma}^{\prime} q \cdot \prod^{r}\left(\left\langle q_{i}\right\rangle_{i=1}^{l}\right) \\
= & \{\text { Lemma } 6.1 .3\} \\
& \operatorname{rhs}_{R, \sigma}^{\prime} q \cdot \prod_{t=1}^{r}\left(q_{1} x_{t}, \ldots, q_{l} x_{t}\right) \\
= & \{\text { Lemma } 6.1 .3 \text { and Definition and Corollary } \mathbf{C . 5 . 1}\} \\
& \operatorname{rhs}_{R, \sigma}^{\prime} q \cdot\left(q_{1} x_{1}, \ldots, q_{l} x_{1}, q_{1} x_{2}, \ldots, q_{l} x_{2}, \ldots q_{1} x_{r}, \ldots, q_{l} x_{r}\right) \\
= & \{\text { Definition } 6.1 .2\} \\
& {\left[q_{s} x_{t} / x_{(t-1) \cdot l+s}\right]_{s=1}^{l} r=1 } \\
= & \left\{\operatorname{rhs}_{R, \sigma}^{\prime} q\right) \\
& \operatorname{rhs}_{R, \sigma} q .
\end{aligned}
$$

6.2.5 Definition (relation). Let $T=\left(Q, \Sigma, \Delta, q_{0}, R\right)$ be a top-down tree transducer and $C=(\mathrm{H}, \mathrm{U}, \pi) \in$ $\boldsymbol{\operatorname { c a t }} \mathcal{T}_{\mathcal{S}_{\text {et }}}(\mathrm{G}, \mathrm{F})$ be a categorical transducer. We call $T$ and $C$ related and write

$$
T \approx C
$$

provided that
(i) $\mathrm{F}=\coprod_{\sigma \in \Sigma}\left(\prod^{\mathrm{rank}_{\Sigma} \sigma} \mathrm{Id}\right)$ and $\mathrm{G}=\coprod_{\delta \in \Delta}\left(\prod^{\mathrm{rank}_{\Delta} \delta}\right.$ Id) such that $i n_{\mathrm{F}}=[\sigma]_{\sigma \in \Sigma}$ and $i n_{\mathrm{G}}=[\delta]_{\delta \in \Delta}$,
(ii) U is a product $\left(\mathrm{ld} \stackrel{\pi_{q}}{\longleftarrow} \mathrm{U}\right)_{q \in Q}$ such that $\pi_{q_{0}}=\pi$, and
(iii) $\mathrm{H} i n_{\mathrm{G}}=\left[\left\langle\mathrm{rhs}_{R, \sigma}^{\prime} q\right\rangle_{q \in Q}\right]_{\sigma \in \Sigma}$.
6.2.6 Example (relation). The top-down tree transducer $T_{\text {zigzag }}$ from Example 4.1.3 and the categorical transducer $C_{\text {zigzag }}$ from Example 6.2.1 are related: $T_{\text {zigzag }} \approx C_{\text {zigzag }}$. It is obvious by construction that (i) and (ii) from Definition 6.2 .5 are satisfied. Let us have a look at (iii): From the definition of $T_{\text {zigzag }}$ in Example 4.1.3 and with Lemma 6.2.4 we obtain

$$
\begin{aligned}
\operatorname{rhs}_{R, \alpha}^{\prime} z i g & =N \\
\operatorname{rhs}_{R, \alpha}^{\prime} z a g & =N \\
\operatorname{rhs}_{R, \sigma}^{\prime} z i g & =A x_{2} \\
\operatorname{rhs}_{R, \sigma}^{\prime} z a g & =B x_{3} .
\end{aligned}
$$

With Definition 6.1.2 and Lemma 6.1.3 we calculate:

$$
\begin{aligned}
& A \cdot \pi_{2} \cdot \pi_{1}=\left(A x_{1}\right) \cdot\left(x_{2}\right) \cdot\left(x_{1}, x_{2}\right)=A x_{2} \\
& B \cdot \pi_{1} \cdot \pi_{2}=\left(B x_{1}\right) \cdot\left(x_{1}\right) \cdot\left(x_{3}, x_{4}\right)=B x_{3}
\end{aligned}
$$

and thus

$$
\mathrm{Hin}_{\mathrm{G}}=\left[\langle N, N\rangle,\left\langle A \cdot \pi_{2} \cdot \pi_{1}, B \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right]=\left[\left\langle\mathrm{rhs}_{R, \alpha}^{\prime} z i g, \mathrm{rhs}_{R, \alpha}^{\prime} z a g\right\rangle,\left\langle\mathrm{rhs}_{R, \sigma}^{\prime} z i g, \mathrm{rhs}_{R, \sigma}^{\prime} z a g\right\rangle\right]
$$

Notice that we have used the same symbols for different projections: $\pi_{1}, \pi_{2}: T_{\Delta} \leftarrow T_{\Delta}^{2}$ and $\pi_{1}, \pi_{2}$ : $T_{\Delta}^{2} \leftarrow T_{\Delta}^{4}$. We do this according to Definition C.2.4, because projections are natural transformations due to Definition and Corollary C.5.1.
6.2.7 Theorem. Let $C$ be a top-down categorical transducer over $\mathcal{S e t}$ and $T$ be a top-down tree transducer.

$$
T \approx C \Longrightarrow \tau T=\mathrm{SC}
$$

Proof. We use the notations from Definition 6.2.5 and let $Q=\left\{q_{1}, \ldots, q_{l}\right\}$ with $l \in \mathbb{N}$.

$$
\begin{aligned}
& \left(\left[\mathrm{H} i n_{\mathrm{G}}\right)_{\mathrm{F}}=\left\langle\tau_{q} T\right\rangle_{q \in Q}\right. \\
& \Longleftrightarrow \quad\{\text { UP (Table 10) }\} \\
& \left\langle\tau_{q} T\right\rangle_{q \in Q} \cdot[\sigma]_{\sigma \in \Sigma}=\operatorname{Hin}_{\mathrm{G}} \cdot \mathrm{~F}\left\langle\tau_{q} T\right\rangle_{q \in Q} \\
& \Longleftrightarrow \quad\{\text { UP (Tables } 6 \text { and 7) }\} \\
& \forall \sigma \in \Sigma:: \forall q \in Q:: \tau_{q} T \cdot \sigma=\pi_{q} \cdot \mathrm{Hin}{ }_{\mathrm{G}} \cdot \mathrm{~F}\left\langle\tau_{q} T\right\rangle_{q \in Q} \cdot \iota_{\sigma} \\
& \Longleftrightarrow \quad\{\text { definition of } \mathrm{F} \text { in Definition 6.2.5; cancelation (Table 9) \} } \\
& \forall \sigma \in \Sigma:: \forall q \in Q:: \tau_{q} T \cdot \sigma=\pi_{q} \cdot \mathrm{Hin}_{\mathrm{G}} \cdot \iota_{\sigma} \cdot \prod^{\text {rank }_{\Sigma} \sigma}\left(\left\langle\tau_{q} T\right\rangle_{q \in Q}\right) \\
& \Longleftrightarrow \quad\{\text { Definition 6.2.5 (iii) }\} \\
& \forall \sigma \in \Sigma:: \forall q \in Q:: \tau_{q} T \cdot \sigma=\operatorname{rhs}_{R, \sigma}^{\prime} q \cdot \prod^{\text {rank }_{\Sigma} \sigma}\left(\left\langle\tau_{q} T\right\rangle_{q \in Q}\right) \\
& \Longleftrightarrow \quad \text { \{ pointwise on terms with Lemma 6.2.4 and Definition 6.1.2 \} } \\
& \forall \sigma \in \Sigma:: \forall q \in Q:: \forall\left(t_{r}\right)_{r=1}^{\mathrm{rank}_{\Sigma} \sigma} \in T_{\Sigma}^{\mathrm{rank}_{\Sigma} \sigma}:: \\
& \tau_{q} T\left(\sigma\left(t_{1}, \ldots, t_{\text {rank }_{\Sigma} \sigma}\right)\right) \\
& =\left[\tau_{q_{1}} T t_{1} / x_{1}, \ldots, \tau_{q_{l}} T t_{1} / x_{l}, \tau_{q_{1}} T t_{2} / x_{l+1}, \ldots, \tau_{q_{l}} T t_{2} / x_{2 \cdot l}, \ldots\right]\left(\mathrm{rhs}_{R, \sigma}^{\prime} q\right) \\
& =\left[\tau_{p} T t_{j} / p x_{j}\right]_{\substack{p \in Q \\
x_{j} \in X_{\text {rank }} \sigma}}\left(\operatorname{rhs}_{R, \sigma} q\right) .
\end{aligned}
$$

The latter is the definition of $\tau$ in Definition 4.2 .1 and thus with Definition 6.2.5 (ii):

$$
\left.\mathrm{S} C=\pi \cdot\left(\mathrm{H} i n_{\mathrm{G}}\right]\right)_{\mathrm{F}}=\tau_{q_{0}} T=\tau T .
$$

6.2.8 Lemma. Let $\Delta=\left\{\delta_{1}, \ldots, \delta_{n}\right\}$ be a ranked alphabet and $A=\left(|A| ; \varphi_{1}, \ldots, \varphi_{n}\right)$ and $B=$ $\left(|B| ; \varphi_{1}^{\prime}, \ldots, \varphi_{n}^{\prime}\right)$ be $\Delta$-algebras. For every $\Delta$-algebra homomorphism $f: A \leftarrow B$, every $k \in \mathbb{N}_{0}$, and every $\Delta$-term $t \in T_{\Delta} X_{k}$ the following holds:

$$
\left[\varphi_{i} / \delta_{i}\right]_{i=1}^{n} t \cdot \prod^{k}|f|=|f| \cdot\left[\varphi_{i}^{\prime} / \delta_{i}\right]_{i=1}^{n} t
$$

Proof. Let $\left(b_{j}\right)_{j=1}^{k} \in B^{k}$. The $\Delta$-algebra $T_{\Delta} X_{k}$ is free over $X_{k}$. The $2^{\text {nd }}$-order substitution operators from Definition B.2.4 (ii) are defined as follows
( $\alpha$ ) $\left(\left[\varphi_{i} / \delta_{i}\right]_{i=1}^{n} t \cdot \prod^{k}|f|\right)\left(b_{j}\right)_{j=1}^{k}=\left[\varphi_{i} / \delta_{i}\right]_{i=1}^{n} t\left(|f| b_{j}\right)_{j=1}^{k}=|g| t$ where $g: A \leftarrow T_{\Delta} X_{k}$ is the unique $\Delta$-algebra homomorphism with $\forall x_{j} \in X_{k}::|g| x_{j}=|f| b_{j}$ and
$(\beta)\left[\varphi_{i}^{\prime} / \delta_{i}\right]_{i=1}^{n} t\left(b_{j}\right)_{j=1}^{k}=|h| t$ where $h: B \leftarrow T_{\Delta} X_{k}$ is the unique $\Delta$-algebra homomorphism with $\forall x_{j} \in X_{k}::|h| x_{j}=b_{j}$.

Thus $\forall x_{i} \in X_{k}::|f \cdot h| x_{i}=|f|\left(|h| x_{i}\right)=|f| b_{i}=|g| x_{i}$ and hence with $(\beta): g=f \cdot h$.
6.2.9 Lemma. For every top-down tree transducer $T \in t d$-tree $T$ there exists a related top-down categorical transducer $C \in \operatorname{Mor} t d-\boldsymbol{c a t} \mathcal{T}_{\mathcal{S} e t}$, i.e. $T \approx C$.

Proof. Let $T=\left(Q, \Sigma, \Delta, q_{0}, R\right)$ be a top-down tree transducer. We use the product and coproduct functor according to Lemma 6.1 .3 and Lemma C.4.4 to define the functors F, G, U : Set $\leftarrow \mathcal{S}$ et by

$$
\mathrm{F}=\coprod_{\sigma \in \Sigma}\left(\prod^{\mathrm{rank} \mathrm{k}_{\Sigma} \sigma} \mathrm{Id}\right), \quad \mathrm{G}=\coprod_{\delta \in \Delta}^{\mathrm{rank} \Delta}\left(\prod^{\mathrm{ran}} \mathrm{Id}\right), \quad \mathrm{U}=\prod^{\# Q} \mathrm{Id} .
$$

According to Lemma C.6.3 we have the initial algebras

$$
i n_{\mathrm{F}}=[\sigma]_{\sigma \in \Sigma} \quad \text { and } \quad i n_{\mathrm{G}}=[\delta]_{\delta \in \Delta} .
$$

This choice of initial algebras leads to

$$
\mu \mathrm{F}=T_{\Sigma} \quad \text { and } \quad \mu \mathrm{G}=T_{\Delta}
$$

Lemma C.5.5 ensures that U is faithful. We claim that the function $\mathrm{H}: \mathrm{Ob}\left(\mathcal{A} \boldsymbol{l g}_{\mathcal{S}_{e t}} \mathrm{~F}\right) \leftarrow \mathrm{Ob}\left(\mathcal{A} \boldsymbol{\mathcal { l g }}_{\mathcal{S}_{e t} \mathrm{G}}\right)$ defined by

$$
\forall \varphi \in \mathrm{Ob}\left(\mathcal{A l} \boldsymbol{g}_{\mathcal{S}_{e t}} \mathrm{G}\right):: \mathrm{H} \varphi=\left[\left\langle\left[\varphi \cdot \iota_{\delta} / \delta\right]_{\delta \in \Delta}\left(\mathrm{rhs}_{R, \sigma}^{\prime} q\right)\right\rangle_{q \in Q}\right]_{\sigma \in \Sigma}
$$

can be uniquely extended to a concrete functor

$$
\mathrm{H}:\left(\mathcal{A} l g_{\mathcal{S}_{e t}} \mathrm{~F},|\cdot|_{\mathrm{F}}\right) \leftarrow\left(\mathcal{A} \lg _{\mathcal{S}_{e t}} \mathrm{G}, \mathrm{U} \cdot|\cdot|_{\mathrm{G}}\right)
$$

To prove this we use Lemma 3.3.1, thus we have to verify that for every $\varphi, \varphi^{\prime} \in \mathrm{Ob}\left(\mathcal{A} \boldsymbol{l g}_{\mathcal{S}_{e t}} \mathrm{G}\right)$ and every $f:|\varphi|_{G} \leftarrow|\varphi|_{G}^{\prime}$ the condition

$$
\begin{equation*}
\frac{\varphi \cdot \mathrm{G} f=f \cdot \varphi^{\prime}}{\mathrm{H} \varphi \cdot \mathrm{~F}(\mathrm{U} f)=\mathrm{U} f \cdot \mathrm{H} \varphi^{\prime}} \tag{*}
\end{equation*}
$$

holds. First we restate the precondition of ( $*$ ):

```
    \(\varphi \cdot \mathrm{G} f=f \cdot \varphi^{\prime}\)
\(\Longleftrightarrow \quad\{\) fusion and reflection in Table 7 and definition of \(G\) \}
    \(\left[\varphi \cdot \iota_{\delta}\right]_{\delta \in \Delta} \cdot \coprod_{\delta \in \Delta}\left(\prod^{\text {rank }} \delta f\right)=f \cdot\left[\varphi^{\prime} \cdot \iota_{\delta}\right]_{\delta \in \Delta}\)
\(\Longleftrightarrow \quad\{\) fusion (i) in Table 9\(\}\)
    \(\left[\varphi \cdot \iota_{\delta} \cdot \prod^{\text {rank }} \delta \delta\right]_{\delta \in \Delta}=f \cdot\left[\varphi^{\prime} \cdot \iota_{\delta}\right]_{\delta \in \Delta}\)
\(\Longleftrightarrow \quad\{\) UP and cancelation in Table 7 \(\}\)
    \(\forall \delta \in \Delta:: \varphi \cdot \iota_{\delta} \cdot \prod^{\text {rank } \Delta} f=f \cdot \varphi^{\prime} \cdot \iota_{\delta}\)
\(\Longleftrightarrow \quad\{\) Definition B.1.3 \(\}\)
    \(f:\left(|\varphi|_{G} ;\left(\varphi \cdot \iota_{\delta}\right)_{\delta \in \Delta}\right) \leftarrow\left(\left|\varphi^{\prime}\right|_{G} ;\left(\varphi^{\prime} \cdot \iota_{\delta}\right)_{\delta \in \Delta}\right)\) is a \(\Delta\)-algebra homomorphism.
```

Now we show the conclusion of (*):

$$
\begin{aligned}
& \mathrm{H} \varphi \cdot \mathrm{~F}(\mathrm{U} f) \\
& =\left[\left\langle\left[\varphi \cdot \iota_{\delta} / \delta\right]_{\delta \in \Delta}\left(\mathrm{rhs}_{R, \sigma}^{\prime} q\right)\right\rangle_{q \in Q}\right]_{\sigma \in \Sigma} \cdot \coprod_{\sigma \in \Sigma}\left(\prod^{\text {rank }_{\Sigma} \sigma}(\mathrm{U} f)\right) \\
& =\left[\left\langle\left[\varphi \cdot \iota_{\delta} / \delta\right]_{\delta \in \Delta}\left(\mathrm{rhs}_{R, \sigma}^{\prime} q\right) \cdot \prod^{\text {rank }_{\Sigma} \sigma}(\mathrm{U} f)\right\rangle_{q \in Q}\right]_{\sigma \in \Sigma} \\
& =\left\{\text { Lemma6.2.8 with } \prod^{\text {rank }_{\Sigma} \sigma \cdot \# Q}=\prod^{\text {rank }_{\Sigma} \sigma} \cdot \mathrm{U} \text { and precondition of }(*)\right\} \\
& {\left[\left\langle f \cdot\left[\varphi^{\prime} \cdot \iota_{\delta} / \delta\right]_{\delta \in \Delta}\left(\mathrm{rhs}_{R, \sigma}^{\prime} q\right)\right\rangle_{q \in Q}\right]_{\sigma \in \Sigma}} \\
& =\{\text { fusion (i) for product functors (Table 8), definition of } U \text {, and fusion for coproducts (Table 7) \} } \\
& \mathrm{U} f \cdot\left[\left\langle\left[\varphi^{\prime} \cdot \iota_{\delta} / \delta\right]_{\delta \in \Delta}\left(\mathrm{rhs}_{R, \sigma}^{\prime} q\right)\right\rangle_{q \in Q}\right]_{\sigma \in \Sigma} \\
& =\mathrm{U} f \cdot \mathrm{H} \varphi^{\prime} \text {. }
\end{aligned}
$$

It is easy to see that $\operatorname{Hin}_{\mathrm{G}}=\left[\left\langle\left(\operatorname{rhs}_{R, \sigma}^{\prime} q\right)\right\rangle_{q \in Q}\right]_{\sigma \in \Sigma}$ and thus $C=\left(\mathrm{H}, \mathrm{U}, \pi_{q_{0}}\right)$ is a categorical transducer over $\mathcal{S e}$ t with $T \approx C$.
6.2.10 Definition. We use the construction from the preceding Lemma 6.2 .9 to define a function

$$
\mathrm{R}: \operatorname{Mor} t d-\boldsymbol{c a t} \mathcal{T}_{\mathcal{S}^{\text {et }}} \leftarrow t d-\text {-tree } \mathrm{T}
$$

Notice that the functors $F, G$, and $U$ from Lemma 6.2 .9 are only determined up to isomorphism. We make R a function just by choosing one of the representatives of the isomorphism class. Notice that we can view the category $t d-c a t \mathcal{T}_{\mathcal{S} e t}$ modulo categorical transducer isomorphisms, because of Corollary 5.3.6, Lemma 5.4.3, and Theorem 5.3.4.
6.2.11 Corollary. From Lemma 6.2.9 and Theorem 6.2.7 it follows that:
(i) For every top-down tree transducer $T$ we have: $T \approx \mathrm{R} T$.
(ii) $\tau=\mathrm{S} \cdot \mathrm{R}$.
6.2.12 Corollary. With Lemma 6.2.9 and Theorem 6.2.7 we get

$$
T O P_{t r e e} \subseteq T O P_{c a t}
$$

6.2.13 Note. We have not yet proven the other direction, and thus equality, in Corollary 6.2.12, because there may be top-down categorical transducers, which are not in the image of R. Perhaps we would need additional preconditions on the concrete functors of the categorical transducers, to force R to be surjective.

### 6.3 Relating syntactic composition and fusion

6.3.1 Example (composition of top-down categorical transducers). Consider the two top-down tree transducers $T_{\text {zigzag }}$ and $T_{\text {bin }}$ from the Examples 4.1.3 and 4.3.3. For both we may construct a related categorical transducer over $\mathcal{S}$ et according to Lemma 6.2.9, i.e. $T_{\text {zigzag }} \approx C_{\text {zigzag }}$ and $T_{\text {bin }} \approx C_{\text {bin }}$. In Example 6.2.1 we have already seen $C_{\text {zigzag }}=\left(\mathrm{H}, \mathrm{Id} \times \mathrm{Id}, \pi_{1}\right)$ where $\mathrm{H}\left[\varphi_{1}, \varphi_{2}, \varphi_{3}\right]=\left[\left\langle\varphi_{1}, \varphi_{1}\right\rangle,\left\langle\varphi_{2}\right.\right.$. $\left.\left.\pi_{2} \cdot \pi_{1}, \varphi_{3} \cdot \pi_{1} \cdot \pi_{2}\right\rangle\right]$. Likewise we can construct the $C_{\text {bin }}=\left(\mathrm{H}^{\prime}\right.$, Id,$\left.i d\right)$ where $\mathrm{H}^{\prime}\left[\varphi_{1}, \varphi_{2}\right]=\left[\varphi_{1}, \varphi_{2}\right.$. $\left.\langle i d, i d\rangle, \varphi_{2} \cdot\langle i d, i d\rangle\right]$. We construct the composition (cf. Example 4.3.3):

```
\(C_{\text {bin }} \cdot C_{\text {zigzag }}\)
\(=\left(\mathrm{H}^{\prime}, \mathrm{Id}, i d\right) \cdot\left(\mathrm{H}, \mathrm{Id} \times \mathrm{Id}, \pi_{1}\right)\)
\(=\left(\mathrm{H} \cdot \mathrm{H}^{\prime}, \mathrm{Id} \times \mathrm{Id}, \pi_{1}\right) \quad\) where \(\left(\mathrm{H} \cdot \mathrm{H}^{\prime}\right)\left[\varphi_{1}, \varphi_{2}\right]=\left[\left\langle\varphi_{1}, \varphi_{1}\right\rangle, \varphi_{2} \cdot\langle i d, i d\rangle \cdot \pi_{2} \cdot \pi_{1}, \varphi_{2} \cdot\langle i d, i d\rangle \cdot \pi_{2} \cdot \pi_{1}\right]\)
```

In the same way we could construct the composition:

$$
C_{\text {zigzag }} \cdot C_{\mathrm{bin}}=\left(\mathrm{H}^{\prime} \cdot \mathrm{H}, \mathrm{Id} \times \mathrm{Id}, \pi_{1}\right) \quad \text { where }\left(\mathrm{H}^{\prime} \cdot \mathrm{H}\right)\left[\varphi_{1}, \varphi_{2}, \varphi_{3}\right]=\left[\varphi_{2} \cdot \pi_{2} \cdot \pi_{1}, \varphi_{3} \cdot \pi_{1}, \varphi_{3} \cdot \pi_{1}\right] .
$$

The following theorem justifies the title of the paper: syntactic composition of top-down tree transducers is short cut fusion.
6.3.2 Theorem. Let $T_{1}$ and $T_{2}$ be top-down tree transducers such that the input alphabet of $T_{2}$ is the output alphabet of $T_{1}$. Then

$$
\mathrm{R} T_{2} \cdot \mathrm{R} T_{1}=\mathrm{R}\left(T_{2} \cdot T_{1}\right)
$$

Proof. Let $T_{1}=\left(P, \Sigma, \Delta, p_{0}, R_{1}\right), T_{2}=\left(Q, \Delta, \Gamma, q_{0}, R_{2}\right)$, and $T_{2} \cdot T_{1}=\left(Q \times P, \Sigma, \Gamma,\left(q_{0}, p_{0}\right), R\right)$ with

$$
R=\left\{(q, p)\left(\sigma\left(x_{1}, \ldots\right)\right) \rightarrow \tau_{q} T_{2}^{\prime}\left(\operatorname{rhs}_{R_{1}, \sigma} p\right) \mid q \in Q \wedge p \in P \wedge \sigma \in \Sigma\right\}
$$

where $T_{2}^{\prime}$ is constructed from $T_{2}$ as in the proof of Theorem 4.3.2. Let $r=\max \left(\operatorname{rank}_{\Sigma} \sigma\right)$. Without loss of generality we can assume that $\Delta$ and $\Gamma$ are disjoint. We define the top-down categorical tree transducers

$$
\mathrm{F}_{3} \stackrel{C_{2}=\left(\mathrm{H}_{2}, \mathrm{U}_{2}, \pi_{q_{0}}\right)}{\longleftarrow} \mathrm{F}_{2} \stackrel{C_{1}=\left(\mathrm{H}_{1}, \mathrm{U}_{1}, \pi_{p_{0}}\right)}{\longleftrightarrow} \mathrm{F}_{1} \quad \text { and } \quad \mathrm{F}_{3} \stackrel{C=\left(\mathrm{H}, \mathrm{U}, \pi_{\left(q_{0}, p_{0}\right)}\right)}{\longleftrightarrow} \mathrm{F}_{1}
$$

by $C_{1}=\mathrm{R} T_{1}, C_{2}=\mathrm{R} T_{2}$, and $C=\mathrm{R}\left(T_{2} \cdot T_{1}\right)$ where we use the construction of Lemma 6.2.9 and thus in particular:

$$
\begin{gathered}
\forall \varphi \in \mathrm{Ob}\left(\mathcal{A l g} g_{\mathcal{S}_{e t}} \mathrm{~F}_{2}\right):: \mathrm{H}_{1} \varphi=\left[\left\langle\left[\varphi \cdot \iota_{\delta} / \delta\right]_{\delta \in \Delta}\left(\mathrm{rhs}_{R_{1}, \sigma}^{\prime} p\right)\right\rangle_{p \in P}\right]_{\sigma \in \Sigma}, \\
\forall \varphi \in \mathrm{Ob}\left(\mathcal{A l g _ { \mathcal { S } e t } \mathrm { F } _ { 3 } ) : : \mathrm { H } _ { 2 } \varphi = [ \langle [ \varphi \cdot \iota _ { \gamma } / \gamma ] _ { \gamma \in \Gamma } ( \mathrm { rhs } _ { R _ { 2 } , \delta } ^ { \prime } q ) \rangle _ { q \in Q } ] _ { \delta \in \Delta } , \text { and }}\right. \\
\forall \varphi \in \mathrm{Ob}\left(\mathcal{A} \lg _{\mathcal{S}_{e t}} \mathrm{~F}_{3}\right):: \mathrm{H} \varphi=\left[\left\langle\left[\varphi \cdot \iota_{\gamma} / \gamma\right]_{\gamma \in \Gamma}\left(\mathrm{rhs}_{R, \sigma}^{\prime} p\right)\right\rangle_{(q, p) \in Q \times P}\right]_{\sigma \in \Sigma}
\end{gathered}
$$

We have to show that $C_{2} \cdot C_{1}=C$ holds. From Definition 5.1.1 we obtain $C_{2} \cdot C_{1}=\left(\mathrm{H}_{1} \cdot \mathrm{H}_{2}, \mathrm{U}_{1}\right.$. $\mathrm{U}_{2}, \pi_{1} * \pi_{2}$ ). Since the functors $\mathrm{F}_{1}, \mathrm{~F}_{2}, \mathrm{~F}_{3}, \mathrm{U}_{1}, \mathrm{U}_{2}$, and U are determined only up to isomorphism, we may assume that $\mathrm{U}_{1} \cdot \mathrm{U}_{2}=\mathrm{U}$ and $\pi_{\left(q_{0}, p_{0}\right)}=\pi_{p_{0}} * \pi_{q_{0}}$ (cf. Theorem 5.4.2).

The essential statement we have to show is $\mathrm{H}_{1} \cdot \mathrm{H}_{2}=\mathrm{H}$ : From the definition of $\tau$ in Definition 4.2.1 and with Lemma 6.2.4 we obtain

$$
\forall \delta \in \Delta::\left\langle\tau_{q} T_{2}^{\prime}\right\rangle_{q \in Q} \cdot \delta=\left\langle\operatorname{rhs}_{R_{2}, \sigma}^{\prime} q\right\rangle_{q \in Q} \cdot \prod^{\text {rank }_{\Sigma} \sigma}\left\langle\tau_{q} T_{2}^{\prime}\right\rangle_{q \in Q}
$$

and $\forall p x \in P X_{r}::\left\langle\tau_{q} T_{2}^{\prime}\right\rangle_{q \in Q}(p x)=((q, p) x)_{q \in Q}$, i.e. $\left\langle\tau_{q} T_{2}^{\prime}\right\rangle_{q \in Q}$ is a unique $\Delta$-algebra homomorphism on the $\Delta$-algebra $T_{\Delta}\left(P X_{r}\right)$ which is free on $P X_{r}$. With Definition B.2.4 (ii) we get

```
    \(\forall p \in P:: \forall \sigma \in \Sigma::\left[\left\langle\operatorname{rhs}_{R_{2}^{\prime}, \sigma} q\right\rangle_{q \in Q} / \delta\right]_{\delta \in \Delta}\left(\operatorname{rhs}_{R_{1}, \sigma} p\right)=\left\langle\tau_{q} T_{2}^{\prime}\right\rangle\left(\operatorname{rhs}_{R_{1}, \sigma} p\right)\)
\(\Longrightarrow \quad\{\) definition of \(R\}\)
    \(\forall p \in P:: \forall \sigma \in \Sigma::\left[\left\langle\operatorname{rhs}_{R_{2}^{\prime}, \sigma} q\right\rangle_{q \in Q} / \delta\right]_{\delta \in \Delta}\left(\operatorname{rhs}_{R_{1}, \sigma} p\right)=\left\langle\operatorname{rhs}_{R, \sigma}(q, p)\right\rangle_{q \in Q}\)
\(\Longrightarrow \quad\{\) Lemma 6.2.4 \(\}\)
    \(\forall p \in P:: \forall \sigma \in \Sigma::\left[\left\langle\operatorname{rhs}_{R_{2}, \sigma}^{\prime} q\right\rangle_{q \in Q} / \delta\right]_{\delta \in \Delta}\left(\operatorname{rhs}_{R_{1}, \sigma}^{\prime} p\right)=\left\langle\operatorname{rhs}_{R, \sigma}^{\prime}(q, p)\right\rangle_{q \in Q}\)
\(\Longrightarrow \quad\left\{\right.\) apply the substitution operator \(\left[\varphi \cdot \iota_{\gamma} / \gamma\right]_{\gamma \in \Gamma}\) on both sides \(\}\)
    \(\forall \varphi \in \mathrm{Ob}\left(\mathcal{A l g}_{\left.\mathcal{S}_{e t} \mathrm{~F}_{3}\right):: \forall p \in P:: \forall \sigma \in \Sigma:: ~}^{\text {: }}\right.\)
        \(\left[\varphi \cdot \iota_{\gamma} / \gamma\right]_{\gamma \in \Gamma}\left(\left[\left\langle\mathrm{rhs}_{R_{2}, \sigma}^{\prime} q\right\rangle_{q \in Q} / \delta\right]_{\delta \in \Delta}\left(\mathrm{rhs}_{R_{1}, \sigma}^{\prime} p\right)\right)=\left\langle\left[\varphi \cdot \iota_{\gamma} / \gamma\right]_{\gamma \in \Gamma} \operatorname{rhs}_{R, \sigma}^{\prime}(q, p)\right\rangle_{q \in Q}\)
\(\Longrightarrow \quad\left\{\right.\) there are no symbols from \(\Gamma\) in the term \(\left.\operatorname{rhs}_{R_{1}, \sigma p}^{\prime} \in T_{\Delta} X\right\}\)
    \(\forall \varphi \in \mathrm{Ob}\left(\mathcal{A l g}_{\mathcal{S}_{e t}} \mathrm{~F}_{3}\right):: \forall p \in P:: \forall \sigma \in \Sigma::\)
        \(\left[\left\langle\left[\varphi \cdot \iota_{\gamma} / \gamma\right]_{\gamma \in \Gamma} \operatorname{rhs}_{R_{2}, \sigma}^{\prime} q\right\rangle_{q \in Q} / \delta\right]_{\delta \in \Delta}\left(\operatorname{rhs}_{R_{1}, \sigma}^{\prime} p\right)=\left\langle\left[\varphi \cdot \iota_{\gamma} / \gamma\right]_{\gamma \in \Gamma} \operatorname{rhs}_{R, \sigma}^{\prime}(q, p)\right\rangle_{q \in Q}\)
\(\Longrightarrow \quad\left\{\right.\) definition of \(\mathrm{H}_{2}\) and cancelation (Table 7) \(\}\)
    \(\forall \varphi \in \operatorname{Ob}\left(\mathcal{A l g}_{\mathcal{S}_{e t}} \mathrm{~F}_{3}\right):: \forall \sigma \in \Sigma::\)
        \(\left[\mathrm{H}_{2} \varphi \cdot \iota_{\delta} / \delta\right]_{\delta \in \Delta}\left(\mathrm{rhs}_{R_{1}, \sigma}^{\prime} p\right)=\left\langle\left[\varphi \cdot \iota_{\gamma} / \gamma\right]_{\gamma \in \Gamma} \operatorname{rhs}_{R, \sigma}^{\prime}(q, p)\right\rangle_{(q, p) \in Q \times P}\)
\(\Longrightarrow \quad\left\{\right.\) definition of \(\mathrm{H}_{1}\) and H and cancelation (Table 7) \}
    \(\forall \varphi \in \mathrm{Ob}\left(\mathcal{A l} \boldsymbol{g}_{\mathcal{S}_{e t}} \mathrm{~F}_{3}\right):: \mathrm{H}_{1}\left(\mathrm{H}_{2} \varphi\right)=\mathrm{H} \varphi\)
\(\Longrightarrow \quad\{\) Lemma 2.4.6 \(\}\)
    \(\mathrm{H}_{1} \cdot \mathrm{H}_{2}=\mathrm{H}\).
```

6.3.3 Lemma. Let $T_{i d}$ be the top-down tree transducer from Lemma 4.3.4. Then $\mathrm{R} T_{i d}=\mathrm{Id}$.

Proof. Let $\mathrm{R} T_{i d}=(\mathrm{H}, \mathrm{U}, \pi)$. Since $T_{i d}$ has only one state, it is obvious that $\mathrm{U}=\mathrm{Id}$ and $\pi=i d$. The construction for R in Lemma 6.2.9 yields for every $\varphi: \mathrm{H} \varphi=\left[\left[\varphi \cdot \iota_{\sigma} / \sigma\right]_{\sigma \in \Sigma}\left(\mathrm{rhs}_{R, \sigma}^{\prime} q\right)\right]_{\sigma \in \Sigma}=$ $\left[\left[\varphi \cdot \iota_{\sigma} / \sigma\right]_{\sigma \in \Sigma}\right]_{\sigma \in \Sigma}=\left[\varphi \cdot \iota_{\sigma}\right]_{\sigma \in \Sigma}=\varphi$. And thus we obtain with Lemma 2.4.6 that $\mathrm{H}=\mathrm{Id}$.
6.3.4 Lemma. Let $T_{1}=\left(P, \Sigma, \Delta, p_{0}, R_{1}\right)$ and $T_{2}=\left(Q, \Sigma, \Delta, q_{0}, R_{2}\right)$ be top-down tree transducers. The following holds:

$$
\mathrm{R} T_{1}=\mathrm{R} T_{2} \quad \Longleftrightarrow \quad T_{1} \cong T_{2}
$$

where $\cong$ is the isomorphism of top-down tree transducers from Definition 4.2.4.

Proof. The direction ' $\Leftarrow$ ' is obvious, because the construction from Lemma 6.2 .9 which is the definition of R (Definition 6.2.10) depends only on the number of states rather than on the set of states. Let $C_{1}=$ $\left(\mathrm{H}_{1}, \mathrm{U}_{1}, \pi_{p_{0}}\right)=\mathrm{R} T_{1}$ and $C_{2}=\left(\mathrm{H}_{2}, \mathrm{U}_{2}, \pi_{q_{0}}\right)=\mathrm{R} T_{2}$ where $C_{1}, C_{2}: \mathrm{G} \leftarrow \mathrm{F}$. Thus we have $\mathrm{H}_{1}=\mathrm{H}_{2}$, $\mathrm{U}_{1}=\mathrm{U}_{2}$, and $\pi_{p_{0}}=\pi_{q_{0}}$. With the construction of R from Lemma 6.2.9 we obtain $\prod^{\# P} \mathrm{Id}=\mathrm{U}_{1}=$
$\mathrm{U}_{2}=\prod^{\# Q}$ Id and thus $\# P=\# Q$, i.e. there exists a bijection between $P$ and $Q$. We calculate

$$
\begin{aligned}
& \mathrm{R} T_{1}=\mathrm{R} T_{2} \\
& \Longrightarrow \quad\{\text { see above }\} \\
& \mathrm{H}_{1}=\mathrm{H}_{2} \\
& \Longrightarrow \mathrm{H}_{1} i n_{\mathrm{G}}=\mathrm{H}_{2} i n_{\mathrm{G}} \\
& \Longrightarrow \quad\left\{\text { Corollary 6.2.11: } T_{1} \approx C_{1} \text { and } T_{2} \approx C_{2} \text { and Definition 6.2.5 }\right\} \\
& \forall \sigma \in \Sigma::\left\langle\operatorname{rhs}_{R_{1}, \sigma}^{\prime} p\right\rangle_{p \in P}=\left\langle\mathrm{rhs}_{R_{2}, \sigma}^{\prime} q\right\rangle_{q \in Q} \\
& \Longrightarrow \quad\{\text { choose the appropriate bijection } h: P \leftarrow Q\} \\
& \forall q \in Q:: \forall \sigma \in \Sigma:: \operatorname{rhs}_{R_{1}, \sigma}^{\prime}(h q)=\operatorname{rhs}_{R_{2}, \sigma}^{\prime} q \\
& \Longrightarrow \forall q \in Q:: \forall \sigma \in \Sigma:: \operatorname{rhs}_{R_{1}, \sigma}^{\prime}(h q) \cdot \prod^{\text {rank } \sigma}\left(\langle p x\rangle_{p \in P}\right)=\operatorname{rhs}_{R_{2}, \sigma}^{\prime} q \cdot \prod^{\text {rank } \sigma}\left(\langle p x\rangle_{p \in P}\right) \\
& \Longrightarrow \forall q \in Q:: \forall \sigma \in \Sigma:: \operatorname{rhs}_{R_{1}, \sigma}^{\prime}(h q) \cdot \prod^{\text {rank }_{\Sigma} \sigma}\left(\langle p x\rangle_{p \in P}\right)=\operatorname{rhs}_{R_{2}, \sigma}^{\prime} q \cdot \prod^{\text {rank }_{\Sigma} \sigma}\left(\langle h q\rangle_{q \in Q}\right) \\
& \Longrightarrow \quad\{\text { Lemma6.2.4 }\} \\
& \forall q \in Q:: \forall \sigma \in \Sigma:: \operatorname{rhs}_{R_{1}, \sigma}(h q)=[h q x / q x]_{\substack{q \in Q \\
x \in X}}\left(\operatorname{rhs}_{R_{2}, \sigma} q\right)
\end{aligned}
$$

The latter is the property (iii) from Definition 4.2.4.
6.3.5 Theorem. (i) The class of all top-down tree transducers modulo $\cong$ is a category (denoted by $t d$-tree $\mathcal{T}$ ) where the composition is the syntactic composition of top-down tree transducers.
(ii) The function R is an embedding functor $\mathrm{R}: t d-\boldsymbol{c a t} \mathcal{T}_{\mathcal{S} e t} \leftarrow t d$-tree $\mathcal{T}$.

Proof. (i) We have to show that $\cong$ is a congruence relation w.r.t. syntactic composition of top-down tree transducers, and we have to show that syntactic composition is associative modulo $\cong$. Let $T_{1}$, $T_{2}$, and $T_{3}$ be top-down tree transducers (with input and output alphabets, such that the following compositions are defined): Since R maps to a category and is multiplicative (Theorem 6.3.2) we have $\mathrm{R}\left(\left(T_{3} \cdot T_{2}\right) \cdot T_{1}\right)=\mathrm{R} T_{3} \cdot \mathrm{R} T_{2} \cdot \mathrm{R} T_{1}=\mathrm{R}\left(T_{3} \cdot\left(T_{2} \cdot T_{1}\right)\right)$ and thus with Lemma 6.3.4 we obtain $\left(T_{3} \cdot T_{2}\right) \cdot T_{1} \cong T_{3} \cdot\left(T_{2} \cdot T_{1}\right)$. Similarly we show that $\cong$ is a congruence: Let $T_{1}, T_{1}^{\prime}, T_{2}$, and $T_{2}^{\prime}$ be top-down tree transducers (with input and output alphabets, such that the following compositions are defined) such that $T_{1} \cong T_{1}^{\prime}$ and $T_{2} \cong T_{2}^{\prime}$. From Lemma 6.3.4 we get that $\mathrm{R} T_{1}=\mathrm{R} T_{1}^{\prime}$ and $\mathrm{R} T_{2}=\mathrm{R} T_{2}^{\prime}$ and thus with Theorem 6.3.2; $\mathrm{R}\left(T_{2} \cdot T_{1}\right)=\mathrm{R} T_{2} \cdot \mathrm{R} T_{1}=\mathrm{R} T_{2}^{\prime} \cdot \mathrm{R} T_{1}^{\prime}=\mathrm{R}\left(T_{2}^{\prime} \cdot T_{1}^{\prime}\right)$. We use Lemma 6.3.4 again and have $T_{2} \cdot T_{1} \cong T_{2}^{\prime} \cdot T_{1}^{\prime}$. The latter means that $\cong$ is a congruence. Thus we obtain a category $t d$-tree $\mathcal{T}$ where Mor $t d$-tree $\mathcal{T}=t d$-tree $\mathbf{T} / \cong$ and $\operatorname{Ob} t d$-tree $\mathcal{T}$ is the class of all finite ranked alphabets.
(ii) We already know from Theorem 6.3.2 that R is multiplicative, from Lemma 6.3.3 that R preserves identities, and from Lemma 6.3.4 that R does not depend on the representative of the isomorphism class. Thus together with (i), we obtain that R is a functor $\mathrm{R}: t d-\boldsymbol{c a t} \mathcal{T}_{\mathcal{S} e t} \leftarrow t d$-tree $\mathcal{T}$. It is obvious from Lemma 6.3.4 that $R$ is also an embedding.
6.3.6 Note. We try to visualize the relation between top-down tree transducers and top-down categorical transducers over $\mathcal{S} e t$ in a diagram in Figure 1.

## 7 Future work

The composition of top-down tree transducers leads to a multiplication of the number states, thus it would be a good idea to minimize the number of states of the composition result. We want to investigate this

tree transformations
Figure 1: Relation between $t d$-tree $\mathcal{T}$ and $t d-\boldsymbol{c a t} \mathcal{T}_{\mathcal{S}}{ }_{\boldsymbol{e} t}$
for categorical transducers, where we can use Lemma 5.3.4, i.e. categorical transducer homomorphisms preserve semantics:

$$
\frac{\exists \eta: C \leftarrow C^{\prime}}{\mathrm{S} C=\mathrm{SC}^{\prime}}
$$

and the fact that the number of states of a top-down categorical transducer can be expressed by the functor

$$
\text { Size }:(\mathbb{N}, \cdot, 1) \leftarrow t d-\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}: n \longleftarrow\left(\mathrm{H}, \prod_{i=1}^{n} \mathrm{Id}, \pi\right)
$$

We want to describe the number of states of more complicated categorical transducers by analogous Sizefunctors. Then we want to investigate minimal categorical transducers like this is done for automata (cf. [Ehr74]).

We have shown that syntactic composition of top-down tree transducers and top-down categorical transducers over $\mathcal{S} \boldsymbol{e}$ is essentially the same. We want to extend our notion of a categorical transducer to describe tree transducers which are more complex than top-down tree transducers, e.g. macro tree transducers [Eng80, CF82, EV85b] where the class of all macro tree transformations is denoted by MAC.

A macro tree transducer is a generalization of a top-down tree transducer, where the states may have additional context parameters for values of the output tree. In [Eng81, EV85b] it is demonstrated that $M A C$ is not closed under composition, i.e. the subclass of respective macro categorical transducers can not be a subcategory. However, there exist composition results for restricted macro tree transducers: using a translation into so called attributed tree transducers [KV01] or even a direct approach [VK01]. We want to know what all this means for a macro categorical transducer. Short cut fusion has some problems dealing with functions that have context parameters: either one has to introduce extra list consumption functions (which can not be guaranteed to be removed by subsequent fusions) or one can use the so called cata/augment-rule ( $c f$. [Gil96, Joh01]), but that is only possible in certain cases. We believe that our concept of a categorical transducer leads us to a generalized fusion-rule for functions with context parameters.

Moreover, functions with context parameters may also be described using monads [Wad92] and the category of forests from Definition 6.1.1 can be generalized to a Kleisli category using some monad. We should investigate whether we can bring together these monads with our fusion results in the sense of [Fok94] and [Par00].

The attempt to close the class of macro tree transducers under composition leads to the class of highlevel tree transducers [EV85a, EV88] where the context parameters may be functions. The types of the functions are restricted to a specific level hierarchy (also $c f$. [Dam82]). A high-level tree transducer is called $n$-level tree transducer if $n \in \mathbb{N}$ is the highest level occuring in this tree transducer. A 0 -level or 1 -level tree transducer is a top-down or macro tree transducer, respectively. The syntactic composition of an $n$-level and a $k$-level tree transducer is an $(n+k)$-level tree transducer, i.e. the class of highlevel tree transducers is closed under composition. We want to define the class of high-level categorical transducers, such that it will be a category $h l-c a t \mathcal{T}$ where composition is fusion and the level is a functor Level : $\left(\mathbb{N}_{0},+, 0\right) \leftarrow h l$ - $\boldsymbol{c a t} \mathcal{T}_{\mathcal{C}}$. We hope that this leads to new insights into short cut fusion of functions with context parameters.
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## A Laws

|  | comediators | mediators |
| :--- | :---: | :---: |
| UP | $f=\boldsymbol{i}_{A} \Longleftrightarrow f: A \leftarrow 0$ | $f=\mathbf{!}_{A} \Longleftrightarrow f: 1 \leftarrow A$ |
| reflection | $\boldsymbol{i}_{0}=i d_{0}$ | $\mathbf{!}_{1}=i d_{1}$ |
| fusion | $f: A \leftarrow B \Longrightarrow f \cdot \boldsymbol{i}_{B}=\boldsymbol{i}_{A}$ | $f: A \leftarrow B \Longrightarrow \mathbf{!}_{A} \cdot f=\mathbf{!}_{B}$ |

Table 4
Table 5

|  | coproducts | products |
| :--- | :---: | :---: |
| UP | $h=\left[f_{i}\right]_{i \in I} \Longleftrightarrow \forall i \in I:: h \cdot \iota_{i}=f_{i}$ | $h=\left\langle f_{i}\right\rangle_{i \in I} \Longleftrightarrow \forall i \in I:: \pi_{i} \cdot h=f_{i}$ |
| reflection | $\left[\iota_{i}\right]_{i \in I}=i d_{\amalg_{i \in I} A_{i}}$ | $\left\langle\pi_{i}\right\rangle_{i \in I}=i d_{\prod_{i \in I} A_{i}}$ |
| fusion | $h \cdot\left[f_{i}\right]_{i \in I}=\left[h \cdot f_{i}\right]_{i \in I}$ | $\left\langle f_{i}\right\rangle_{i \in I} \cdot h=\left\langle f_{i} \cdot h\right\rangle_{i \in I}$ |
| cancelation | $\forall j \in I::\left[f_{i}\right]_{i \in I} \cdot \iota_{j}=f_{j}$ | $\forall j \in I:: \pi_{j} \cdot\left\langle f_{i}\right\rangle_{i \in I}=f_{j}$ |

Table 7
Table 6

|  | catamorphisms |
| :--- | :---: |
| UP | $f=(\mid \varphi)_{\mathrm{F}} \Longleftrightarrow f \cdot i n_{\mathrm{F}}=\varphi \cdot \mathrm{F} f$ |
| reflection | $\left(i n_{\mathrm{F}}\right)_{\mathrm{F}}=i d_{\mu \mathrm{F}}$ |
| fusion | $f \cdot \varphi^{\prime}=\varphi \cdot \mathrm{F} f \Longrightarrow f \cdot\left(\left[\varphi^{\prime}\right)_{\mathrm{F}}=(\mid \varphi)_{\mathrm{F}}\right.$ |

Table 10

|  | coproduct functors | product functors |
| :--- | :---: | :---: |
| reflection | $\coprod_{i=1}^{n} i d_{A_{i}}=i d_{\coprod_{i=1}^{n} A_{i}}$ | $\prod_{i=1}^{n} i d_{A_{i}}=i d_{\prod_{i=1}^{n} A_{i}}$ |
| fusion (i) | $\left[f_{i}\right]_{i=1}^{n} \cdot \coprod_{i=1}^{n} g_{i}=\left[f_{i} \cdot g_{i}\right]_{i=1}^{n}$ | $\prod_{i=1}^{n} f_{i} \cdot\left\langle g_{i}\right\rangle_{i=1}^{n}=\left\langle f_{i} \cdot g_{i}\right\rangle_{i=1}^{n}$ |
| fusion (ii) | $\coprod_{i=1}^{n} g_{i} \cdot \coprod_{i=1}^{n} h_{i}=\coprod_{i=1}^{n}\left(g_{i} \cdot h_{i}\right)$ | $\prod_{i=1}^{n} f_{i} \cdot \prod_{i=1}^{n} h_{i}=\prod_{i=1}^{n}\left(f_{i} \cdot h_{i}\right)$ |
| cancelation | $\forall j:: \coprod_{i=1}^{n} g_{i} \cdot \iota_{j}=\iota_{j} \cdot g_{j}$ | $\forall j:: \pi_{j} \cdot \prod_{i \in I}^{n} f_{i}=f_{j} \cdot \pi_{j}$ |

Table 9
Table 8

## B Basic universal algebra

## B. 1 Algebras and homomorphisms

B.1.1 Definition (ranked alphabet). A finite set $\Sigma$ together with a function $\operatorname{rank}_{\Sigma}: \mathbb{N}_{0} \leftarrow \Sigma$ is called a ranked alphabet. The function $\operatorname{rank}_{\Sigma}$ is called the rank-function of the alphabet $\Sigma$. The elements of $\Sigma$ are called function-symbols or just symbols. Sometimes we will use the (formally incorrect, but easy to understand) notation

$$
\Sigma=\left\{\sigma_{1}^{\left(r_{1}\right)}, \ldots, \sigma_{m}^{\left(r_{m}\right)}\right\}
$$

to indicate that $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}$ is a ranked alphabet with rank-function

$$
\operatorname{rank}_{\Sigma}: \mathbb{N}_{0} \leftarrow \Sigma: r_{i} \longleftarrow \sigma_{i} \quad \forall i
$$

For every $k \in \mathbb{N}_{0}$ we define the following subset of the ranked alphabet $\Sigma$ :

$$
\Sigma^{(k)}=\left\{\sigma \in \Sigma \mid \operatorname{rank}_{\Sigma} \sigma=k\right\} .
$$

A ranked alphabet $\Sigma$ is called unary if $\Sigma=\Sigma^{(1)}$. If $\# \Sigma^{(0)}=1$ and $\Sigma^{(k)}=\emptyset$ for every natural number $k>2$, then $\Sigma$ is called monadic.
B.1.2 Definition (algebra). Let $\Sigma=\left\{\sigma_{1}^{\left(r_{1}\right)}, \ldots, \sigma_{m}^{\left(r_{m}\right)}\right\}$ be a ranked alphabet. A tuple $A=$ $\left(|A| ; f_{1}, \ldots, f_{m}\right)$, where $|A|$ is a set and the $f_{i}$ are functions, is called a $\Sigma$-algebra provided that $\forall i:: f_{i}:|A| \leftarrow|A|^{r_{i}}$. We call $|A|$ the carrier-set of $A, f_{i}$ the function belonging to the functionsymbol $\sigma_{i}$, and $r_{i}$ the arity of $f_{i}$. Functions with arity 1 are called unary and those with arity 2 are called binary functions. In general, a function with arity $k \in \mathbb{N}_{0}$ is called a $k$-ary function.
B.1.3 Definition (algebra homomorphism). Let $\Sigma=\left\{\sigma_{1}^{\left(r_{1}\right)}, \ldots, \sigma_{m}^{\left(r_{m}\right)}\right\}$ be a ranked alphabet and $A=\left(|A| ; f_{1}, \ldots, f_{m}\right)$ and $B=\left(|B| ; g_{1}, \ldots, g_{m}\right)$ be $\Sigma$-algebras. A function $h:|A| \leftarrow|B|$ such that

$$
\forall i:: \forall \xi_{1}, \ldots, \xi_{r_{i}} \in|B|:: h\left(g_{i}\left(\xi_{1}, \ldots, \xi_{r_{i}}\right)\right)=f_{i}\left(h \xi_{1}, \ldots, h \xi_{r_{i}}\right)
$$

is called a $\Sigma$-algebra homomorphism. We denote this fact by

$$
h: A \leftarrow B .
$$

To emphasize the difference between the $\Sigma$-algebra homomorphism $h$ and its underlying function, we sometimes denote this function by $|h|:|A| \leftarrow|B|$.
B.1.4 Lemma (composition of algebra homomorphisms). The identity-functions and the composition of algebra homomorphisms are algebra homomorphisms.
B.1.5 Definition (algebra isomorphism, isomorphic). Let $\Sigma$ be a ranked alphabet and $A$ and $B$ be two $\Sigma$-algebras. A $\Sigma$-algebra homomorphism $f: A \leftarrow B$ is called a $\Sigma$-algebra isomorphism, provided that there exists a $\Sigma$-algebra homomorphism $g: B \leftarrow A$ such that

$$
f \cdot g=i d_{A} \quad \text { and } \quad g \cdot f=i d_{B}
$$

We say that $A$ and $B$ are isomorphic if a $\Sigma$-algebra isomorphism to $A$ from $B$ exist, and we denote this fact by $A \cong B$. It is easy to see that the relation $\cong$ is an equivalence relation on the class of all $\Sigma$-algebras.

## B. 2 Free algebras and substitutions

B.2.1 Definition (free algebra). Let $\Sigma$ be a ranked alphabet, $A$ be a $\Sigma$-algebra and $X \subseteq|A|$ a set. The $\Sigma$-algebra $A$ is called free over the set $X$ provided that for every $\Sigma$-algebra $B$ and every function $f$ : $|B| \leftarrow X$ there exists a unique $\Sigma$-algebra homomorphism $f^{\prime}: B \leftarrow A$ such that $\forall x \in X::\left|f^{\prime}\right| x=f x$.
B.2.2 Definition (term algebra, term, tree). Let $\{(\square, \square, \square)\}$ be a set of three symbols which do not occur in any alphabet that we will use. Let $\Sigma$ be a ranked alphabet and $A$ a set disjoint with $\Sigma$. We define the sets

$$
\Sigma A=\left\{\sigma \boxed{( } a_{1} \boxed{,} \ldots, a_{\mathrm{rank}_{\Sigma} \sigma \boxed{)}} \mid \sigma \in \Sigma \wedge \forall i:: a_{i} \in A\right\}
$$

and

$$
T_{\Sigma} A=\bigcap\left\{T \subseteq(\Sigma \cup\{\boxed{( }, \boxed{,}, \boxed{)}\} \cup A)^{*} \mid A \cup \Sigma T \subseteq T\right\}
$$

Since $A \cup \Sigma\left(T_{\Sigma} A\right) \subseteq T_{\Sigma} A$, we obtain that $T_{\Sigma} A$ is the smallest subset $T \subseteq(\Sigma \cup\{(\square, \square, \square)\} \cup)^{*}$ such that

$$
\frac{a \in A}{a \in T} \quad \text { and } \quad \frac{\sigma \in \Sigma \quad t_{1}, \ldots, t_{\mathrm{rank}_{\Sigma} \sigma} \in T}{\sigma\left(t_{1}, \ldots, t_{\left.\mathrm{rank}_{\Sigma} \sigma\right)}, \quad, T\right.}
$$

An element of $T_{\Sigma} A$ is called a (finite, labeled and ordered) $\Sigma$-term or $\Sigma$-tree indexed by $A$. (More precisely a $\Sigma$-tree indexed by $A$ is a $(\Sigma \cup A)$-labeled graph, representing a term.) We will write just $\sigma\left(t_{1}, \ldots, t_{\text {rank }_{\Sigma} \sigma}\right)$ for $\sigma \square t_{1}, \ldots, t_{\left.\mathrm{rank}_{\Sigma} \sigma \square\right) \text {. Furthermore, for every } \sigma \in \Sigma^{(1)} \text { we will write } \sigma t_{1}, ~}^{\text {w }}$ for $\sigma\left(t_{1}\right)$ and for every $\sigma \in \Sigma^{(0)}$ we will write $\sigma$ for $\sigma()$. If we identify an element $\sigma \in \Sigma$ with the following function

$$
\sigma: T_{\Sigma} A \leftarrow\left(T_{\Sigma} A\right)^{\mathrm{rank}_{\Sigma} \sigma}: \sigma\left(t_{1}, \ldots, t_{\mathrm{rank}_{\Sigma} \sigma}\right) \hookleftarrow\left(t_{1}, \ldots, t_{\mathrm{rank}_{\Sigma} \sigma}\right) \quad \forall t_{1}, \ldots, t_{\mathrm{rank}_{\Sigma} \sigma} \in T_{\Sigma} A,
$$

then it is easy to see that $\left(T_{\Sigma} A ; \sigma_{1}, \ldots, \sigma_{m}\right)$, where $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}$, is a $\Sigma$-algebra, which we call the $\Sigma$-term algebra over $A$. Usually we denote it just by $T_{\Sigma} A$. Finally we set $T_{\Sigma}=T_{\Sigma} \emptyset$ and call it the initial $\Sigma$-term algebra. Notice that we have identified function-symbols of rank $k$ with $k$-ary functions, in order to avoid extra notation.
B.2.3 Theorem (essential uniqueness of free algebras). Let $\Sigma$ be a ranked alphabet and $X$ a set disjoint with $\Sigma$.
(i) A free $\Sigma$-algebra over $X$ is uniquely determined up to isomorphism.
(ii) The $\Sigma$-term algebra $T_{\Sigma} X$ is free over $X$.
B.2.4 Definition (substitution). Let $\Sigma$ be a ranked alphabet and $A$ be a free $\Sigma$-algebra over $X \subseteq|A|$.
(i) For every $k \in \mathbb{N}_{0}$ and $a_{1}, \ldots, a_{k} \in|A|$ and pairwise distinct $x_{1}, \ldots, x_{k} \in X$ we define the substitution operator

$$
\left[a_{j} / x_{j}\right]_{j=1}^{k}=\left[a_{1} / x_{1}, \ldots, a_{k} / x_{k}\right]:|A| \leftarrow|A|
$$

by $\left[a_{j} / x_{j}\right]_{j=1}^{k}=|f|$ where $f: A \leftarrow A$ is the unique $\Sigma$-algebra homomorphism with $\forall j \in$ $\{1, \ldots, k\}::|f| x_{j}=a_{j}$ and $\forall x \in X \backslash\left\{x_{1}, \ldots, x_{k}\right\}::|f| x=x$. Notice that in the case $A=T_{\Sigma} X$ this is the common term substitution.
(ii) Let $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ and $X=\left\{x_{1}, \ldots, x_{k}\right\}$. For every $\varphi_{1}, \ldots, \varphi_{n}$ such that $B=$ $\left(|B| ; \varphi_{1}, \ldots, \varphi_{n}\right)$ is a $\Sigma$-algebra we define the $2^{\text {nd }}$ order substitution operator

$$
\left[\varphi_{i} / \sigma_{i}\right]_{i=1}^{n}=\left[\varphi_{1} / \sigma_{1}, \ldots, \varphi_{n} / \sigma_{n}\right]:|B|^{|B|^{k}} \leftarrow|A|
$$

for every $a \in A$ and every $\left(b_{j}\right)_{j=1}^{k} \in|B|^{k}$ by $\left[\varphi_{i} / \sigma_{i}\right]_{i=1}^{n} a\left(b_{j}\right)_{j=1}^{k}=|g| a$ where $g: B \leftarrow A$ is the unique $\Sigma$-algebra homomorphism with $\forall j \in\{1, \ldots, k\}::|g| x_{j}=b_{j}$.

## C Basic category theory

We state the basic notions and notations of category theory, which will be used in this paper. Our notation follows [AHS90] and [BdM97]. The collection of calculation laws in tables (Tables 4, 5, 6, 7, and 10) is inspired by [Fok92a].
C.0.5 Note (set, class, conglomerate). The set of all sets does not exist due to Russel's Paradox. In order to handle 'large collections of things' like 'the collection of all sets' we use class-theory (cf. [Fel78]). A class is a generalization of a set. Intuitively classes are in a way bigger than sets. Now we define a set to be a class, which is an element of some other class, i.e.: $A$ is a set, iff A is a class and there exists a class $C$ such that $A \in C$. Thus every set is a class. However the collection of all sets is a class and it is not a set.

Again, due to Russel's Paradox, the collection of all classes is not a class. But we can iterate the above concept to define conglomerates and build the conglomerate of all classes.

In fact one could construct classes of order $n$ for $n \in \mathbb{N}_{0}$ where the collection of all classes of order $n$ is a class of order $n+1$ which is not a class of order $n$ itself. In that context sets, classes and conglomerates would be classes of order 0,1 , and 2 , respectively. We will not need classes of order greater than 2 in this paper.
C.0.6 Example (notation of classes). We denote classes (of any order) using braces $\{\ldots\}$ just like we denote sets. The class of all singleton sets $S=\{s \mid s$ is a set with one element $\}$ is not a set.

## C. 1 Categories and Functors

C.1.1 Definition (category). A category $\mathcal{C}=(\mathrm{Ob} \mathcal{C}, \operatorname{Mor} \mathcal{C}, \operatorname{dom}, \operatorname{cod}, \cdot, i d)$ consists of a class $\operatorname{Ob} \mathcal{C}$ of so called objects, a class Mor $\mathcal{C}$ of so called morphisms, two functions dom, cod : $\mathrm{Ob} \mathcal{C} \leftarrow \operatorname{Mor} \mathcal{C}$ called domain- (or source-)function and codomain- (or target-)function, a partial function • : Mor $\mathcal{C} \leftarrow \cdots$ $\operatorname{Mor} \mathcal{C} \times \operatorname{Mor} \mathcal{C}$ called composition, and a function $i d .: \operatorname{Mor} \mathcal{C} \leftarrow \operatorname{Ob} \mathcal{C}$ called identity. Before we introduce the axioms which a category has to satisfy, we define the hom-classes as the classes

$$
\forall A, B \in \operatorname{Ob} \mathcal{C}:: \mathcal{C}(A, B)=\{f \in \operatorname{Mor} \mathcal{C} \mid A=\operatorname{cod} f \wedge \operatorname{dom} f=B\}
$$

and the ternary relation $\left(.: . \leftarrow_{\mathcal{C}} \cdot\right) \subseteq \operatorname{Mor} \mathcal{C} \times \operatorname{Ob} \mathcal{C} \times \operatorname{Ob} \mathcal{C}$ by

$$
\forall A, B \in \mathrm{Ob} \mathcal{C}:: f: A \longleftarrow{ }_{\mathcal{c}} B \Longleftrightarrow A \underset{\mathcal{c}}{ } B \Longleftrightarrow f \in \mathcal{C}(A, B)
$$

which we will write just as

$$
f: A \leftarrow B \quad \text { or } \quad A \stackrel{f}{\longleftarrow} B
$$

if the connection to the category $\mathcal{C}$ is obvious. The axioms are:

$$
\begin{gathered}
\frac{f, g, h \in \operatorname{Mor} \mathcal{C} \quad f \cdot g=h}{\operatorname{dom} f=\operatorname{cod} g} \\
\frac{f: A \leftarrow B \quad g: B \leftarrow C}{f \cdot g: A \leftarrow C} \\
\frac{f: A \leftarrow B \quad g: B \leftarrow C \quad h: C \leftarrow D}{(f \cdot g) \cdot h=f \cdot(g \cdot h)} \\
\frac{A \in \operatorname{Ob\mathcal {C}}}{i d_{A}: A \leftarrow A} \quad \frac{f: A \leftarrow B}{f \cdot i d_{B}=f=i d_{A} \cdot f}
\end{gathered} \quad \text { (composition) } \quad \text { (associativity) }
$$

C.1.2 Lemma. For every category $\mathcal{C}$ the class $\{\mathcal{C}(A, B) \mid A, B \in \mathrm{Ob} \mathcal{C}\}$ is a partition of Mor $\mathcal{C}$, i.e. $\operatorname{Mor} \mathcal{C}=\biguplus_{A, B \in \mathrm{Ob} \mathcal{C}} \mathcal{C}(A, B)$.
C.1.3 Definition (pre-category). A pre-category is defined by the same axioms as a category except that domain and codomain are not unique, i.e. dom, $\operatorname{cod}: \boldsymbol{\operatorname { P o t }}(\operatorname{Ob} \mathcal{C}) \leftarrow \operatorname{Mor} \mathcal{C}$. We use the same notations for pre-categories as defined for categories in Definition C.1.1. For a pre-category $\mathcal{C}$ we like to mention the definition of hom-classes

$$
\forall A, B \in \operatorname{Ob} \mathcal{C}(A, B)=\{f \in \operatorname{Mor} \mathcal{C} \mid A \in \operatorname{cod} f \wedge B \in \operatorname{dom} f\}
$$

and the typing axiom

$$
\frac{f, g, h \in \operatorname{Mor} \mathcal{C} \quad f \cdot g=h}{\operatorname{dom} f \cap \operatorname{cod} g \neq \emptyset} .
$$

C.1.4 Note. For every pre-category $\mathcal{C}$ we can construct a category $\mathcal{C}^{\prime}$ by

$$
\mathrm{Ob} \mathcal{C}^{\prime}=\operatorname{Ob} \mathcal{C} \quad \forall A, B \in \operatorname{Ob} \mathcal{C}:: \mathcal{C}^{\prime}(A, B)=\{(A, f, B) \mid f: A \longleftarrow \underset{\mathcal{c}}{ } B\}
$$

with the obvious composition and identities inherited from $\mathcal{C}$. Notice that the definition of the $\mathcal{C}^{\prime}$-homclasses also uniquely determines domains and codomains.
C.1.5 Example (category). We show some categories in Table 3.

| category | objects | morphisms |
| :--- | :--- | :--- |
| Set | all sets | all set functions |
| $\Sigma$ - $\mathcal{A l g}$ | all $\Sigma$-algebras | all $\Sigma$-algebra homomorphisms |
| $\mathcal{T}$ op | all topological spaces | all continuous functions |

Table 3: Some categories
C.1.6 Definition and Theorem (duality principle). For every category $\mathcal{C}$ we define the dual (or opposite) category $\mathcal{C}^{\mathrm{op}}$ by

$$
\begin{aligned}
\mathrm{Ob}^{\mathrm{op}} & =\mathrm{Ob} \mathcal{C} \\
\mathcal{C}^{\mathrm{op}}(A, B) & =\mathcal{C}(B, A) \quad \forall A, B \in \mathrm{Ob} \mathcal{C} \\
f \cdot \mathcal{C}^{\mathrm{op}} g & =g \cdot \mathcal{C} f \quad \forall f, g \in \operatorname{Mor} \mathcal{C} \text { with } \operatorname{dom}_{\mathcal{C}} g=\operatorname{cod} \mathcal{C}_{\mathcal{C}} f \\
i d_{\mathcal{C}^{\mathrm{op}}} & =i d_{\mathcal{C}}
\end{aligned}
$$

i.e. $\mathcal{C}^{\mathrm{op}}$ has the same objects and morphisms as $\mathcal{C}$, but dom and cod are exchanged and the composition is commuted. The transformation from $\mathcal{C}$ to $\mathcal{C}^{\text {op }}$ may be viewed as the reversion of all morphism arrows. If this is done twice, then we receive the original category:

$$
\left(\mathcal{C}^{\mathrm{op}}\right)^{\mathrm{op}}=\mathcal{C}
$$

We will use this symmetry as follows: For every predicate $A(\mathcal{C})$ about a category $\mathcal{C}$ we derive the dual predicate $A^{\mathrm{op}}(\mathcal{C}) \Longleftrightarrow A\left(\mathcal{C}^{\mathrm{op}}\right)$ by reversing all morphism arrows. Then the following equivalence holds:

$$
(\text { for every category } \mathcal{C}:: A(\mathcal{C})) \quad \Longleftrightarrow \quad\left(\text { for every category } \mathcal{C}:: A^{\mathrm{op}}(\mathcal{C})\right)
$$

Proof.

$$
\begin{array}{ll} 
& \forall \mathcal{C}:: A(\mathcal{C}) \\
\Longleftrightarrow & \left\{\text { since } \forall \mathcal{C}:: \mathcal{C}=\left(\mathcal{C}^{\mathrm{op}}\right)^{\mathrm{op}}\right\} \\
& \forall \mathcal{C}:: A\left(\mathcal{C}^{\mathrm{op}}\right) \\
\Longleftrightarrow & \{\text { definition of the dual predicate }\} \\
& \forall \mathcal{C}:: A^{\mathrm{op}(\mathcal{C})}
\end{array}
$$

Thus a proof for a predicate about categories is also a proof for the dual predicate. Furthermore, for every notion defined in category theory there is a dual notion. We only need to investigate one of them and get the properties of the dual notion by the duality principle.
C.1.7 Definition (isomorphism (cf. Definition B.1.5)). Let $\mathcal{C}$ be a category and $A, B \in \mathrm{Ob} \mathcal{C}$. A mor$\operatorname{phism} f: A \leftarrow B$ for which

$$
\exists g: B \leftarrow A:: f \cdot g=i d_{A} \wedge g \cdot f=i d_{B}
$$

holds is called an isomorphism. It is easy to see that in this case $g$ is unique. We call $g$ the inverse of $f$ and denote it by $f^{-1}$. Two objects $A, B \in \mathrm{Ob} \mathcal{C}$ such that

$$
\exists \text { isomorphism } f \in \operatorname{Mor} \mathcal{C}:: f: A \leftarrow B
$$

are called isomorphic, and we write

$$
A \cong B
$$

Obviously, the relation $\cong$ is an equivalence relation on $\mathrm{Ob} \mathcal{C}$.
C.1.8 Definition (functor). Let $\mathcal{C}$ and $\mathcal{D}$ be categories. A (covariant) functor $F$ to $\mathcal{C}$ from $\mathcal{D}$ consists of two functions

$$
\mathrm{F}: \operatorname{Ob} \mathcal{C} \leftarrow \operatorname{Ob} \mathcal{D} \quad \text { and } \quad \mathrm{F}: \operatorname{Mor} \mathcal{C} \leftarrow \operatorname{Mor} \mathcal{D}
$$

which satisfy the following axioms:

$$
\begin{gather*}
\frac{f: A \longleftarrow_{\mathcal{D}} B}{\mathrm{~F} f: \mathrm{F} A \breve{\mathcal{C}}^{\mathrm{F} B}}  \tag{typing}\\
\frac{A \in \mathrm{Ob} \mathcal{D}}{{\mathrm{~F} i d_{A}}=i d_{\mathrm{F} A}}  \tag{identity}\\
f: A \overleftarrow{\mathcal{D}} B \quad g: B \breve{\mathcal{D}} C \\
\hline \mathrm{~F}(f \cdot g)=\mathrm{F} f \cdot \mathrm{~F} g
\end{gather*} \quad \text { (typing) }
$$

In this case we write:

$$
\mathrm{F}: \mathcal{C} \leftarrow \mathcal{D}
$$

It is common to denote the functor as well as the two underlying functions by the same symbol $F$. In fact, a functor is already determined on objects, if it is defined on morphisms, because it follows from the typing-axiom that $\forall A \in \mathrm{Ob} \mathcal{C}:: \mathrm{F} A=\operatorname{dom}\left(\mathrm{Fid}_{A}\right)$.

For every functor $F: \mathcal{C} \leftarrow \mathcal{D}$ we define the dual functor $F^{\text {op }}: \mathcal{C}^{\mathrm{op}} \leftarrow \mathcal{D}^{\mathrm{op}}$, which is determined by the same underlying functions on objects and morphisms as $F$. It is easy to see that $F^{o p}$ is indeed a functor.

A functor $\mathrm{E}: \mathcal{C} \leftarrow \mathcal{C}$, which maps a category on itself, is called an endofunctor.

A functor $\mathrm{G}: \mathcal{C} \leftarrow \mathcal{D}^{\mathrm{op}}$, i.e. a covariant functor from $\mathcal{D}^{\mathrm{op}}$, is called a contravariant functor ${ }^{4}$ from $\mathcal{D}$ (not $\mathcal{D}^{\mathrm{op}}$ ). We define the identity functor

$$
\text { Id }: \begin{cases}\mathcal{C} \leftarrow \mathcal{C} & \\ A \hookleftarrow A & \forall A \in \operatorname{Ob} \mathcal{C} \\ f \hookleftarrow f & \forall f \in \operatorname{Mor} \mathcal{C}\end{cases}
$$

and for every $A \in \mathrm{Ob} \mathcal{C}$ the constant functor

$$
\mathrm{K}_{A}:\left\{\begin{array}{cl}
\mathcal{C} & \leftarrow \mathcal{D} \\
A & \leftarrow B
\end{array} \quad \forall B \in \operatorname{Ob} \mathcal{D}\right.
$$

where it is easy to see that these are indeed functors.
For simplicity we avoid notations like $\mathrm{Id}_{\mathcal{C}}$ or $\mathrm{K}_{A}^{\mathcal{C}, \mathcal{D}}$, if the connection to the categories is obvious. $*$
C.1.9 Corollary. The constant functors absorbs other functors in compositions. More precisely: Let $\mathcal{C}$ be a category and $A \in \mathrm{Ob} \mathcal{C}$. For every functors F from $\mathcal{C}$ and every functors G to $\mathcal{C}$ holds
(i) $\mathrm{F} \cdot \mathrm{K}_{A}=\mathrm{K}_{\mathrm{F} A}$ and
(ii) $\mathrm{K}_{A} \cdot \mathrm{G}=\mathrm{K}_{A}$.

Proof. Immediately using the definition of the constant functor and for (i) the identity functor axiom.
C.1.10 Lemma (functors preserve isomorphisms). Let $\mathcal{C}$ and $\mathcal{D}$ be categories, $\mathrm{F}: \mathcal{C} \leftarrow \mathcal{D}$ a functor, and $f \in \operatorname{Mor} \mathcal{D}$ an isomorphism. Then $\operatorname{F} f$ is an isomorphism in $\mathcal{C}$.

Proof. Using the definitions it is easy to show that $\mathrm{F}\left(f^{-1}\right)=(\mathrm{F} f)^{-1}$.
C.1.11 Definition ((full) subcategory). Let $\mathcal{C}$ and $\mathcal{D}$ be categories. The category $\mathcal{D}$ is called a subcategory of $\mathcal{C}$ provided that

$$
\mathrm{Ob} \mathcal{D} \subseteq \operatorname{Ob} \mathcal{C} \text { and } \operatorname{Mor} \mathcal{D} \subseteq \operatorname{Mor} \mathcal{C}
$$

holds and the $\mathcal{D}$-composition is the restriction of the $\mathcal{C}$-composition. If in addition

$$
\forall A, B \in \operatorname{Ob} \mathcal{D}:: \mathcal{D}(A, B)=\mathcal{C}(A, B)
$$

is true, then $\mathcal{D}$ is called a full subcategory of $\mathcal{C}$. The functor

$$
\mathrm{E}: \begin{cases}\mathcal{C} \leftarrow \mathcal{D} & \\ A \leftarrow A & \forall A \in \operatorname{Ob} \mathcal{D} \\ f \leftarrow f & \forall f \in \operatorname{Mor} \mathcal{D}\end{cases}
$$

is called the canonical embedding of the subcategory $\mathcal{D}$ in $\mathcal{C}$.
C.1.12 Definition (product-category). Let $I$ be a set and $\left(\mathcal{C}_{i}\right)_{i \in I}$ be a family of categories. We define the product-category $\prod_{i \in I} \mathcal{C}_{i}$ by

$$
\mathrm{Ob}\left(\prod_{i \in I} \mathcal{C}_{i}\right)=\left\{\left(A_{i}\right)_{i \in I} \mid \forall i \in I:: A_{i} \in \mathrm{Ob} \mathcal{C}_{i}\right\}
$$

and

$$
\prod_{i \in I} \mathcal{C}_{i}\left(\left(A_{i}\right)_{i \in I},\left(B_{i}\right)_{i \in I}\right)=\left\{\left(f_{i}\right)_{i \in I} \mid \forall i \in I:: f_{i}: A_{i}{\breve{\mathcal{c}_{i}}}^{B_{i}}\right\}
$$

[^4]with pointwise identities and composition. The functors $\left(\mathrm{P}_{j}\right)_{j \in I}$ defined by $\forall j \in I$ :
\[

\mathrm{P}_{j}: $$
\begin{cases}\mathcal{C}_{j} \leftarrow \prod_{i \in I} \mathcal{C}_{i} & \\ A_{j} \hookleftarrow\left(A_{i}\right)_{i \in I} & \forall\left(A_{i}\right)_{i \in I} \in \operatorname{Ob}\left(\prod_{i \in I} \mathcal{C}_{i}\right) \\ f_{j} \hookleftarrow\left(f_{i}\right)_{i \in I} & \forall\left(f_{i}\right)_{i \in I} \in \operatorname{Mor}\left(\prod_{i \in I} \mathcal{C}_{i}\right)\end{cases}
$$
\]

are called the projection-functors. If $I$ is finite, e.g. $I=\{1, \ldots, n\}$, we write $\mathcal{C}_{1} \times \cdots \times \mathcal{C}_{n}=$ $\prod_{i=1}^{n} \mathcal{C}_{i}=\prod_{i \in I} \mathcal{C}_{i}$. For a category $\mathcal{C}$ we define $\mathcal{C}^{I}=\prod_{i \in I} \mathcal{C}$ and if $I$ is finite, e.g. $I=\{1, \ldots, n\}$, we write $\mathcal{C}^{n}=\mathcal{C}^{I}$.
C.1.13 Definition (quasi-category). A quasi-category $\mathcal{C}$ is defined by the same axioms as a category except that the order of all involved classes is incremented, i.e. the collection of objects and morphisms are conglomerates.
C.1.14 Note. We can easily lift every notion or predicate from category-theory to quasi-category-theory just by incrementing the order of all involved classes. For every true statement on categories the lifted statement on quasi-categories is also true. For every notion $N$ we will denote the lifted notion by quasi- $N$ (e.g. 'quasi-set' $=$ 'class'). If the notion $N$ does not depend on the order of any class we can obviously omit the prefix 'quasi-' (e.g. 'quasi-object' $=$ 'object'). The reason for the distinction of quasi-categories from categories is that the category of all categories (with functors as morphisms) does not exist, since the class of all classes does not exist. But using quasi-categories we can construct the following:
C.1.15 Definition (quasi-categories of all classes and of all categories). We denote the quasi-category of all classes with all functions as morphisms by $\boldsymbol{C L A S S}$ and the quasi-category of all categories with all functors as morphisms by $\boldsymbol{C A T}$.
C.1.16 Note. The opposite notion of 'quasi-' is small, e.g. 'small class $=$ set', 'small conglomerate $=$ class', and 'small quasi-category $=$ category'.

## C. 2 Natural transformations

C.2.1 Definition ((natural) transformation). Let $\mathcal{C}$ and $\mathcal{D}$ be categories and $F, G: \mathcal{C} \leftarrow \mathcal{D}$ be functors. A function

$$
\tau=\left(\tau_{A}\right)_{A \in \mathrm{Ob} \mathcal{D}} \in(\operatorname{Mor} \mathcal{C})^{\mathrm{Ob} \mathcal{D}}
$$

with

$$
\forall A \in \mathrm{Ob} \mathcal{D}:: \tau_{A}: \mathrm{F} A{\underset{\mathcal{C}}{ }}^{\mathrm{G}} A
$$

is called a transformation to F from G. If in addition $\tau$ satisfies the so called naturalness condition

$$
\frac{h: A \overleftarrow{\mathcal{D}}^{B}}{\mathrm{~F} h \cdot \tau_{B}=\tau_{A} \cdot \mathrm{G} h}
$$

then it is called a natural transformation to $F$ from $G$, and we write:

$$
\tau: \mathrm{F} \leftarrow \mathrm{G}
$$

C.2.2 Example (natural transformation). Let $\mathcal{C}$ be a category. The identity $i d$ is a natural transformation:

$$
i d=\left(i d_{A}\right)_{A \in \mathrm{Ob} \mathcal{C}}: \mathrm{Id} \leftarrow \mathrm{ld}
$$

C.2.3 Definition and Lemma (horizontal composition of (natural) transformations). Let $\mathcal{C}$ and $\mathcal{D}$ be categories and $\mathrm{F}, \mathrm{G}, \mathrm{H}: \mathcal{C} \leftarrow \mathcal{D}$ be functors and $\sigma: \mathrm{F} \leftarrow \mathrm{G}$ and $\tau: \mathrm{G} \leftarrow \mathrm{H}$ be transformations. The composition of $\sigma$ and $\tau$ is the transformation which is defined pointwise by

$$
\forall A \in \mathrm{Ob} \mathcal{D}::(\sigma \cdot \tau)_{A}=\sigma_{A} \cdot \tau_{A}
$$

The composition of natural transformations is a natural transformation, i.e.:

$$
\frac{\sigma: \mathrm{F} \leftarrow \mathrm{G} \quad \tau: \mathrm{G} \leftarrow \mathrm{H}}{\sigma \cdot \tau: \mathrm{F} \leftarrow \mathrm{H}}
$$

Proof. Immediately with Definition C.2.1,
This composition of natural transformations is often called horizontal composition. We will see vertical composition of natural transformations in Definition and Lemma C.2.7.
C.2.4 Definition (composition of morphisms and natural transformations). Let $\mathcal{C}$ and $\mathcal{D}$ be categories and $\mathrm{F}, \mathrm{G}: \mathcal{C} \leftarrow \mathcal{D}$ be functors. For every $\mathcal{C}$-morphism $f$, we define the composition of $\mathrm{F} f$ with a natural transformation by
(i) $\forall \sigma: \mathrm{G} \leftarrow \mathrm{F}:: \sigma \cdot \mathrm{F} f=\sigma_{\operatorname{cod} f} \cdot \mathrm{~F} f$,
(ii) $\forall \tau: \mathrm{F} \leftarrow \mathrm{G}:: \mathrm{F} f \cdot \tau=\mathrm{F} f \cdot \tau_{\text {dom } f}$.
C.2.5 Definition (functor-category). Let $\mathcal{C}$ and $\mathcal{D}$ be categories. We define the quasi-category $\mathcal{C}^{\mathcal{D}}$ by

$$
\mathrm{Ob} \mathcal{C}^{\mathcal{D}}=\{\mathrm{F} \mid \mathrm{F}: \mathcal{C} \leftarrow \mathcal{D}\}
$$

and for every $\mathrm{F}, \mathrm{G} \in \mathrm{Ob} \mathcal{C}^{\mathcal{D}}$ :

$$
\mathcal{C}^{\mathcal{D}}(\mathrm{F}, \mathrm{G})=\{\tau \mid \tau: \mathrm{F} \leftarrow \mathrm{G}\}
$$

with the composition of natural transformations and for every $\mathrm{F}: \mathcal{C} \leftarrow \mathcal{D}$ the identity $i d_{\mathrm{F}}=$ $\left(i d_{\mathrm{FA}}\right)_{A \in \mathrm{Ob} \mathcal{D}}: \mathrm{F} \leftarrow \mathrm{F}$.
C.2.6 Definition and Lemma (functors preserve naturalness). Let $\mathcal{C}, \mathcal{D}$, and $\mathcal{E}$ be categories and $\mathrm{F}, \mathrm{G}: \mathcal{C} \leftarrow \mathcal{D}$ be functors. For every natural transformation

$$
\tau: \mathrm{F} \leftarrow \mathrm{G}
$$

the following statements hold:
(i) The composition $\mathrm{H} \tau$ of a functor $\mathrm{H}: \mathcal{E} \leftarrow \mathcal{C}$ and $\tau$ defined by

$$
\forall A \in \mathrm{Ob} \mathcal{D}::(\mathrm{H} \tau)_{A}=\mathrm{H}\left(\tau_{A}\right)
$$

is a natural transformation

$$
\mathrm{H} \tau: \mathrm{H} \cdot \mathrm{~F} \leftarrow \mathrm{H} \cdot \mathrm{G} .
$$

(ii) The composition $\tau \mathrm{H}$ of $\tau$ and a functor $\mathrm{H}: \mathcal{D} \leftarrow \mathcal{E}$ defined by

$$
\forall A \in \mathrm{Ob} \mathcal{E}::(\tau \mathrm{H})_{A}=\tau_{\mathrm{H} A}
$$

is a natural transformation

$$
\tau \mathrm{H}: \mathrm{F} \cdot \mathrm{H} \leftarrow \mathrm{G} \cdot \mathrm{H}
$$

Proof. Immediately by the Definitions C.1.8 and C.2.1.
C.2.7 Definition and Lemma (vertical composition of natural transformations). Let $\mathcal{C}$, $\mathcal{D}$, and $\mathcal{E}$ be categories, and

$$
\mathcal{C} \stackrel{F, \mathrm{~F}^{\prime}}{\rightleftarrows} \mathcal{D} \stackrel{\mathrm{G}, \mathrm{G}^{\prime}}{\rightleftarrows} \mathcal{E}
$$

be functors, and $\sigma: \mathrm{F} \leftarrow \mathrm{F}^{\prime}$ and $\tau: \mathrm{G} \leftarrow \mathrm{G}^{\prime}$ be natural transformations. It holds $\sigma \mathrm{G} \cdot \mathrm{F}^{\prime} \tau=\mathrm{F} \tau \cdot \sigma \mathrm{G}^{\prime}$. We use this to define the vertical composition (or Godement product) $\sigma * \tau$ of $\sigma$ and $\tau$ by

$$
\sigma * \tau=\sigma \mathrm{G} \cdot \mathrm{~F}^{\prime} \tau=\mathrm{F} \tau \cdot \sigma \mathrm{G}^{\prime}
$$

which is a natural transformation $\sigma * \tau: \mathrm{F} \cdot \mathrm{G} \leftarrow \mathrm{F}^{\prime} \cdot \mathrm{G}^{\prime}$, i.e. the following diagram of natural transformations commutes:


Notice that $\sigma * i d_{\mathrm{G}}=\sigma \mathrm{G}$ and $i d_{\mathrm{F}} * \tau=\mathrm{F} \tau$.

Proof. Let $A \in \mathrm{Ob} \mathcal{E}$.

$$
\begin{aligned}
& \left(\sigma \mathrm{G} \cdot \mathrm{~F}^{\prime} \tau\right)_{A} \\
= & \{\text { Definition and Lemma } \mathrm{C} .2 .3 \text { and Definition and Lemma } \overline{\mathrm{C} .2 .6}\} \\
= & \sigma_{\mathrm{G} A} \cdot \mathrm{~F}^{\prime} \tau_{A} \\
= & \{\text { naturalness of } \sigma\} \\
& \mathrm{F} \tau_{A} \cdot \sigma_{\mathrm{G}^{\prime} A} \\
= & \{\text { Definition and Lemma C.2.3 and Definition and Lemma } \mathbb{C} .2 .6\} \\
& \left(\mathrm{F} \tau \cdot \sigma \mathrm{G}^{\prime}\right)_{A}
\end{aligned}
$$

C.2.8 Lemma (vertical composition versus horizontal composition). Let $\mathcal{C}, \mathcal{D}$, and $\mathcal{E}$ be categories, and

$$
\mathcal{C} \stackrel{\mathrm{F}, \mathrm{~F}^{\prime}, \mathrm{F}^{\prime}}{\rightleftarrows} \mathcal{D} \stackrel{\mathrm{G}, \mathrm{G}^{\prime}, \mathrm{G}^{\prime}}{\rightleftarrows} \mathcal{E}
$$

be functors, and

$$
\mathrm{F} \stackrel{\sigma}{\longleftarrow} \mathrm{~F}^{\prime} \stackrel{\sigma^{\prime}}{\longleftarrow} \mathrm{F}^{\prime \prime} \text { and } \mathrm{G} \stackrel{\tau}{\longleftarrow} \mathrm{G}^{\prime} \stackrel{\tau^{\prime}}{\longleftarrow} \mathrm{G}^{\prime \prime}
$$

be natural transformations. It holds:

$$
(\sigma * \tau) \cdot\left(\sigma^{\prime} * \tau^{\prime}\right)=\left(\sigma \cdot \sigma^{\prime}\right) *\left(\tau \cdot \tau^{\prime}\right)
$$

Proof. Let $A \in \mathrm{Ob} \mathcal{E}$.

$$
\begin{aligned}
& \left((\sigma * \tau) \cdot\left(\sigma^{\prime} * \tau^{\prime}\right)\right)_{A} \\
= & \{\text { Definition and Lemma C.2.7 and Definition and Lemma C.2.6 }\} \\
= & \sigma_{\mathrm{G} A} \cdot \mathrm{~F}^{\prime} \tau_{A} \cdot \mathrm{~F}^{\prime} \tau_{A}^{\prime} \cdot \sigma_{\mathrm{G}^{\prime \prime} A}^{\prime} \\
= & \left\{\mathrm{F}^{\prime} \text { is a functor }\right\} \\
= & \sigma_{\mathrm{G} A} \cdot \mathrm{~F}^{\prime}\left(\tau_{A} \cdot \tau_{A}^{\prime}\right) \cdot \sigma_{\mathrm{G}^{\prime \prime} A}^{\prime} \\
= & \left\{\text { naturalness of } \sigma^{\prime}\right\} \\
& \sigma_{\mathrm{G} A} \cdot \sigma_{\mathrm{G} A}^{\prime} \cdot \mathrm{F}^{\prime \prime}\left(\tau_{A} \cdot \tau_{A}^{\prime}\right) \\
= & \{\text { Definition and Lemma C.2.7 and Definition and Lemma C.2.6 }\} \\
& \left(\left(\sigma \cdot \sigma^{\prime}\right) *\left(\tau \cdot \tau^{\prime}\right)\right)_{A}
\end{aligned}
$$

C.2.9 Lemma (vertical composition is associative). Let $\mathcal{C}, \mathcal{D}, \mathcal{E}$, and $\mathcal{F}$ be categories, and

be functors, and

$$
\mathrm{F} \stackrel{\sigma}{\longleftarrow} \mathrm{~F}^{\prime} \quad \mathrm{G} \stackrel{\tau}{\longleftarrow} \mathrm{G}^{\prime} \quad \mathrm{H} \check{\varrho} \mathrm{H}^{\prime}
$$

be natural transformations. It holds:

$$
(\sigma * \tau) * \varrho=\sigma *(\tau * \varrho) .
$$

Proof. Let $A \in \operatorname{Ob} \mathcal{F}$.

$$
\begin{aligned}
& ((\sigma * \tau) * \varrho)_{A} \\
= & \{\text { Definition and Lemma C.2.7 and Definition and Lemma C.2.6 }\} \\
& (\sigma * \tau)_{\mathrm{H} A} \cdot\left(\mathrm{~F}^{\prime} \cdot \mathrm{G}^{\prime}\right) \varrho_{A} \\
= & \{\text { Definition and Lemma C.2.7 and Definition and Lemma C.2.6 }\} \\
& \sigma_{(\mathrm{G} \cdot \mathrm{H}) A} \cdot \mathrm{~F}^{\prime} \tau_{\mathrm{H} A} \cdot\left(\mathrm{~F}^{\prime} \cdot \mathrm{G}^{\prime}\right) \varrho_{A} \\
= & \left\{\mathrm{F}^{\prime} \text { is a functor }\right\} \\
= & \sigma_{(\mathrm{G} \cdot \mathrm{H}) A} \cdot \mathrm{~F}^{\prime}\left(\tau_{\mathrm{H} A} \cdot \mathrm{G}^{\prime} \varrho_{A}\right) \\
= & \{\text { Definition and Lemma } \mathrm{C} .2 .7 \text { and Definition and Lemma } \mathrm{C} .2 .6\} \\
& \sigma_{(\mathrm{G} \cdot \mathrm{H}) A} \cdot \mathrm{~F}^{\prime}(\tau * \varrho)_{A} \\
= & \{\text { Definition and Lemma } \mathrm{C} .2 .7 \text { and Definition and Lemma } \mathrm{C} .2 .6\} \\
& (\sigma *(\tau * \varrho))_{A}
\end{aligned}
$$

## C. 3 Initial and final objects

C.3.1 Definition (initial/final object). Let $\mathcal{C}$ be a category. An object $0 \in \mathrm{Ob} \mathcal{C}$ is called an initial object of $\mathcal{C}$, if for every $\mathcal{C}$-object $A$ there exists a unique $\mathcal{C}$-morphism to $A$ from 0 , i.e.:

$$
\forall A \in \operatorname{Ob} \mathcal{C}:: \#(\mathcal{C}(A, 0))=1
$$

or equivalently

$$
\forall A \in \operatorname{Ob} \mathcal{C}:: \exists!f \in \operatorname{Mor} \mathcal{C}:: f: A \leftarrow 0
$$

This formula has the form ' $\forall \ldots \exists$ ! $\ldots$ ' and can thus be used to define the function

$$
\boldsymbol{i}_{(\cdot) \leftarrow 0}: \operatorname{Mor} \mathcal{C} \leftarrow \operatorname{Ob} \mathcal{C}
$$

by

$$
\begin{equation*}
\forall f \in \operatorname{Mor} \mathcal{C}:: f=\boldsymbol{i}_{A \leftarrow 0} \Longleftrightarrow f: A \leftarrow 0 \tag{UP}
\end{equation*}
$$

The defining property ( $\overline{\mathrm{UP}})$ is called the universal property. The function $\boldsymbol{i}$ is called the comediator of 0 . The morphism $\boldsymbol{i}_{A \leftarrow 0}$ is called the unique mediating morphism to $A$ from the initial object 0 . If the connection to the initial object $0 \in \mathrm{Ob} \mathcal{C}$ is obvious, we simply write $\boldsymbol{i}_{A}$ for $\boldsymbol{i}_{A \leftarrow 0}$.

Dually an object $1 \in \mathrm{Ob} \mathcal{C}$ with

$$
\forall A \in \operatorname{Ob} \mathcal{C}:: \#(\mathcal{C}(1, A))=1
$$

is called final object (and sometimes terminal object) of $\mathcal{C}$ and the function

$$
\boldsymbol{!}_{(\cdot) \rightarrow 1}: \operatorname{Mor} \mathcal{C} \leftarrow \operatorname{Ob} \mathcal{C}
$$

with

$$
\begin{equation*}
\forall f \in \operatorname{Mor} \mathcal{C}:: f=\mathbf{!}_{A \rightarrow 1} \Longleftrightarrow f: 1 \leftarrow A \tag{op}
\end{equation*}
$$

is called the mediator of 1 . The morphism $!_{A \rightarrow 1}$ is called the unique mediating morphism from $A$ to the final object 1 . If the connection to the final object $1 \in \mathrm{Ob} \mathcal{C}$ is obvious, we simply write $!_{A}$ for $!_{A \rightarrow 1}$.
C.3.2 Example (initial and final object). In the category $\mathcal{S}$ et the empty set $\emptyset$ is an initial object and every singleton set is a final object.
C.3.3 Lemma (essential uniqueness of initial objects). Let $\mathcal{C}$ be a category. Every two initial objects of $\mathcal{C}$ are isomorphic.
Proof. Let 0 and $0^{\prime}$ be initial objects with comediators $\boldsymbol{i}_{(.) \leftarrow 0}$ and $\boldsymbol{i}_{(.) \leftarrow 0^{\prime}}$, respectively.

$$
\begin{array}{cc}
\Longrightarrow & \{(\text { composition })\} \\
& \begin{array}{c}
\boldsymbol{i}_{0 \leftarrow 0^{\prime}} \cdot \boldsymbol{i}_{0^{\prime} \leftarrow 0}: 0 \leftarrow 0 \\
\Longrightarrow
\end{array} \\
& \{(\overline{\text { UP }}),(\text { typing }) \& \text { (identity })\} \\
\boldsymbol{i}_{0 \leftarrow 0^{\prime}} \cdot \boldsymbol{i}_{0^{\prime} \leftarrow 0}=\boldsymbol{i}_{0 \leftarrow 0}=i d_{0} .
\end{array}
$$

Dually follows: $\boldsymbol{i}_{0^{\prime} \leftarrow 0} \cdot \boldsymbol{i}_{0 \leftarrow 0^{\prime}}=i d_{0^{\prime}}$. Hence $\boldsymbol{i}_{0 \leftarrow 0^{\prime}}: 0 \leftarrow 0^{\prime}$ is an isomorphism and thus $0 \cong 0^{\prime}$.
Since $\#\left(\mathcal{C}\left(0,0^{\prime}\right)\right)=1$ the morphism $\boldsymbol{i}_{0 \leftarrow 0^{\prime}}$ is even the only isomorphism to 0 from $0^{\prime}$.
C.3.4 Lemma (laws for initial/final objects). Let $\mathcal{C}$ be a category with initial object $0 \in \mathrm{Ob} \mathcal{C}$. Then the laws in Table 4 hold.

| Laws for comediators |  |
| :--- | :---: |
| UP | $f=\boldsymbol{i}_{A} \Longleftrightarrow f: A \leftarrow 0$ |
| reflection | $\boldsymbol{i}_{0}=i d_{0}$ |
| fusion | $f: A \leftarrow B \Longrightarrow f \cdot \boldsymbol{i}_{B}=\boldsymbol{i}_{A}$ |
| where $f \in$ Mor $\mathcal{C}$ and $A, B \in \operatorname{Ob} \mathcal{C}$ |  |

Table 4: Laws for comediators

And thus the dual laws in Table 5 hold for a category $\mathcal{C}$ with a final object $1 \in \mathrm{Ob} \mathcal{C}$.

Proof. The reflection law follows from the first part of the proof of Lemma C.3.3. The fusion law can be proven similarly: Because of $f \cdot \boldsymbol{i}_{B}: A \leftarrow 0$ it is obvious from the (UP) that $f \cdot \boldsymbol{i}_{B}=\boldsymbol{i}_{A}$.

| Laws for mediators |  |
| :--- | :---: |
| UP | $f=!_{A} \Longleftrightarrow f: 1 \leftarrow A$ |
| reflection | $\boldsymbol{!}_{1}=i d_{1}$ |
| fusion | $f: A \leftarrow B \Longrightarrow!_{A} \cdot f=\boldsymbol{!}_{B}$ |
| where $f \in$ Mor $\mathcal{C}$ and $A, B \in \mathrm{Ob} \mathcal{C}$ |  |

Table 5: Laws for mediators
C.3.5 Corollary (naturalness of (co-)mediators). Let $\mathcal{C}$ be a category with initial object $0 \in \mathrm{Ob} \mathcal{C}$ and $\mathrm{K}_{0}: \mathcal{C} \leftarrow \mathcal{C}$ be the constant functor to 0 . The comediator $\boldsymbol{i}$ is a natural transformation, i.e.:

$$
\mathrm{i}: \mathrm{Id} \leftarrow \mathrm{~K}_{0}
$$

Proof. Since for every $A \in \mathrm{Ob} \mathcal{C}$ holds $\boldsymbol{i}_{A}: A \leftarrow 0$, the comediator is a transformation to Id from $\mathrm{K}_{0}$. It is also natural, because its naturalness condition ( $c f$. Definition C.2.1) is equivalent to the fusion law (Table 4).

## C. 4 Products and coproducts

C.4.1 Definition and Lemma (product). Let $\mathcal{C}$ be a category, $I$ a set, $\left(A_{i}\right)_{i \in I} \in \operatorname{Ob} \mathcal{C}^{I}$, and $P \in \mathrm{Ob} \mathcal{C}$. An $I$-family $\left(A_{i} \stackrel{\pi_{i}}{\longleftarrow} P\right)_{i \in I}$ of $\mathcal{C}$-morphisms is called $a$ product of $\left(A_{i}\right)_{i \in I}$ provided that for every object $B \in \operatorname{Ob} \mathcal{C}$ and every $I$-family $\left(A_{i} \stackrel{f_{i}}{\leftrightarrows} B\right)_{i \in I}$ of $\mathcal{C}$-morphisms there exists a unique morphism

$$
\left\langle f_{i}\right\rangle_{i \in I}: P \leftarrow B
$$

which is called pairing such that the diagram in Figure 2 commutes.


Figure 2: Product UP

For every $i \in I$ the morphism $\pi_{i}: A_{i} \leftarrow P$ is called the projection onto $A_{i}$ from $P$. It is also common to say that the object $P$ itself is a product of $\left(A_{i}\right)_{i \in I}$ with projections $\left(A_{i} \stackrel{\pi_{i}}{\longleftarrow} P\right)_{i \in I}$. If there exists a product of $\left(A_{i}\right)_{i \in I} \in \mathrm{Ob} \mathcal{C}^{I}$ and the connection to the respective projections is obvious or unimportant, then we denote the product-object $P$ by $\prod_{i \in I} A_{i}$. Notice that the object $\prod_{i \in I} A_{i}$ depends on the projections $\left(\pi_{i}\right)_{i \in I}$, which is not obvious from the notation. If $I$ is finite, then $\prod_{i \in I} A_{i}$ is called a finite product. For finite products with e.g. $I=\{1, \ldots, n\}$, we write $A_{1} \times \cdots \times A_{n}=\prod_{i \in I} A_{i}$ and $\left\langle f_{1}, \ldots, f_{n}\right\rangle=\left\langle f_{i}\right\rangle_{i \in I}$. Notice that an empty product (i.e. $I=\emptyset$ ) is a final object.

We say that $\mathcal{C}$ has (finite) products, if for every (finite) set $I$ and every $\left(A_{i}\right)_{i \in I} \in \mathrm{Ob} \mathcal{C}^{I}$ there exists a product $\prod_{i \in I} A_{i}$ in $\mathcal{C}$. It is easy to see that we find the laws in Table 6 in analogy to the laws in Table 5 from Lemma C.3.4.

| Laws for products |  |
| :--- | :---: |
| UP | $h=\left\langle f_{i}\right\rangle_{i \in I} \Longleftrightarrow \forall i \in I:: \pi_{i} \cdot h=f_{i}$ |
| reflection | $\left\langle\pi_{i}\right\rangle_{i \in I}=i d_{\prod_{i \in I} A_{i}}$ |
| fusion | $\left\langle f_{i}\right\rangle_{i \in I} \cdot h=\left\langle f_{i} \cdot h\right\rangle_{i \in I}$ |
| cancelation | $\forall j \in I:: \pi_{j} \cdot\left\langle f_{i}\right\rangle_{i \in I}=f_{j}$ |
| where $h \in \operatorname{Mor} \mathcal{C}$ and $\forall j \in I:: f_{j}: A_{j} \leftarrow B$ |  |

Table 6: Laws for products

Proof. The UP is equivalent to the definition of the product. The remaining laws follow in analogy to Lemma C.3.3 and Lemma C.3.4.
C.4.2 Lemma (products in $\mathcal{S e t}$ ). The category $\mathcal{S}$ et has products.

Proof. Let $I$ be a set and for every $i \in I$ let $A_{i}$ be a set. We will show that

$$
\prod_{i \in I} A_{i}=\left\{\left(a_{i}\right)_{i \in I} \mid \forall i \in I:: a_{i} \in A_{i}\right\}
$$

is a product of $\left(A_{i}\right)_{i \in I}$ with projections

$$
\forall j \in I:: \pi_{j}: A_{j} \leftarrow \prod_{i \in I} A_{i}: a_{j} \hookleftarrow\left(a_{i}\right)_{i \in I} .
$$

Therefore it is sufficient to show that for every set $B$ and every $\left(A_{i} \stackrel{f_{i}}{\leftrightarrows} B\right)_{i \in I}$

$$
\left\langle f_{i}\right\rangle_{i \in I}: \prod_{i \in I} A_{i} \leftarrow B:\left(f_{i} b\right)_{i \in I} \hookleftarrow b
$$

is the respective pairing by verifying the UP of the product (Table 6).
C.4.3 Definition and Lemma (coproduct). The dual notion to 'product' is the notion of 'coproduct': Let $\mathcal{C}$ be a category, $I$ a set, $\left(A_{i}\right)_{i \in I} \in \operatorname{Ob} \mathcal{C}^{I}$, and $C \in \operatorname{Ob\mathcal {C}}$. An $I$-family $\left(C \stackrel{\iota_{i}}{\longleftarrow} A_{i}\right)_{i \in I}$ of $\mathcal{C}$-morphisms is called $a$ coproduct (or sum) of $\left(A_{i}\right)_{i \in I}$ provided that for every object $B \in \mathrm{Ob} \mathcal{C}$ and every $I$-family $\left(B \stackrel{f_{i}}{\longleftarrow} A_{i}\right)_{i \in I}$ of $\mathcal{C}$-morphisms there exists a unique morphism

$$
\left[f_{i}\right]_{i \in I}: B \leftarrow C
$$

which is called copairing (or case) such that the diagram in Figure 3 commutes:
For every $i \in I$ the morphism $\iota_{i}: C \leftarrow A_{i}$ is called the injection of $A_{i}$ into $C$. It is also common to say that the object $C$ itself is a coproduct of $\left(A_{i}\right)_{i \in I}$ with injections $\left(C \stackrel{\iota_{i}}{\leftrightarrows} A_{i}\right)_{i \in I}$. If there exists a coproduct of $\left(A_{i}\right)_{i \in I} \in \mathrm{Ob} \mathcal{C}^{I}$ and the connection to the respective injections is obvious or unimportant, then we denote the coproduct-object by $\coprod_{i \in I} A_{i}=C$. Notice that the object $\coprod_{i \in I} A_{i}$ depends on the injections $\left(\iota_{i}\right)_{i \in I}$, which is not obvious from the notation. If $I$ is finite, then $\coprod_{i \in I} A_{i}$ is called a finite coproduct. For finite coproducts with e.g. $I=\{1, \ldots, n\}$, we write $A_{1}+\cdots+A_{n}=\coprod_{i \in I} A_{i}$ and $\left[f_{1}, \ldots, f_{n}\right]=\left[f_{i}\right]_{i \in I}$. Notice that an empty coproduct (i.e. $I=\emptyset$ ) is an initial object.

We say that $\mathcal{C}$ has (finite) coproducts, if for every (finite) set $I$ and every $\left(A_{i}\right)_{i \in I} \in \mathrm{Ob} \mathcal{C}^{I}$ there exists a coproduct $\coprod_{i \in I} A_{i}$ in $\mathcal{C}$. We obtain the laws in Table 7 which are dual to the laws in Table 6 .

Proof. Dually to Definition and Lemma C.4.1.
C.4.4 Lemma (coproducts in $\mathcal{S} e t$ ). The category $\mathcal{S} e t$ has coproducts.


Figure 3: Coproduct UP

| Laws for coproducts |  |
| :--- | :---: |
| UP | $h=\left[f_{i}\right]_{i \in I} \Longleftrightarrow \forall i \in I:: h \cdot \iota_{i}=f_{i}$ |
| reflection | $\left[\iota_{i}\right]_{i \in I}=i d_{\coprod_{i \in I} A_{i}}$ |
| fusion | $h \cdot\left[f_{i}\right]_{i \in I}=\left[h \cdot f_{i}\right]_{i \in I}$ |
| cancelation | $\forall j \in I::\left[f_{i}\right]_{i \in I} \cdot \iota_{j}=f_{j}$ |
| where $h \in \operatorname{Mor} \mathcal{C}$ and $\forall j \in I:: f_{j}: B \leftarrow A_{j}$ |  |

Table 7: Laws for coproducts

Proof. Let $I$ be a set and for every $i \in I$ let $A_{i}$ be a set. We will show that

$$
\coprod_{i \in I} A_{i}=\bigcup_{i \in I}\left\{(i, a) \mid a \in A_{i}\right\}
$$

is a coproduct of $\left(A_{i}\right)_{i \in I}$ with inclusions

$$
\forall j \in I:: \iota_{j}: \coprod_{i \in I} A_{i} \leftarrow A_{j}:(j, a) \hookleftarrow a .
$$

Therefore it is sufficient to show that for every set $B$ and every $\left(B \stackrel{f_{i}}{\leftrightarrows} A_{i}\right)_{i \in I}$

$$
\left[f_{i}\right]_{i \in I}: B \leftarrow \coprod_{i \in I} A_{i}: f_{j} a \hookleftarrow(j, a)
$$

is the respective copairing by verifying the UP of the coproduct (Table 7).

## C. 5 The functors for (co-)products

C.5.1 Definition and Corollary (product functor). Let $\mathcal{C}$ be a category which has finite products. The product functor is defined by

$$
\Pi:\left\{\begin{array}{ccc}
\mathcal{C} & \leftarrow & \mathcal{C}^{n} \\
\prod_{i=1}^{n} A_{i} & \leftarrow\left(A_{i}\right)_{i=1}^{n} & \forall\left(A_{i}\right)_{i=1}^{n} \in \operatorname{Ob} \mathcal{C}^{n} \\
\left\langle f_{i} \cdot \pi_{i}\right\rangle_{i=1}^{n} & \leftarrow\left(f_{i}\right)_{i=1}^{n} & \forall\left(f_{i}\right)_{i=1}^{n} \in \operatorname{Mor} \mathcal{C}^{n},
\end{array}\right.
$$

We also write $f_{1} \times \cdots \times f_{n}=\prod_{i=1}^{n} f_{i}=\prod\left(f_{i}\right)_{i=1}^{n}$. We declare that the operation symbol $\times$ binds weaker (i.e. has lower precedence) than the composition operator $\cdot$. For every $f \in \operatorname{Mor} \mathcal{C}$ and $n \in \mathbb{N}_{0}$ we define $\prod^{n}: \mathcal{C} \leftarrow \mathcal{C}$ by $\prod^{n} f=\prod_{i=1}^{n} f$. For every $\mathcal{C}$-object $A$ we also write $A^{n}=\prod^{n} A$. We will never use the latter notation for morphisms. The product functor $\Pi$ satisfies the laws in Table 8 .

| Laws for product functors |  |
| :--- | :---: |
| reflection | $\prod_{i=1}^{n} i d_{A_{i}}=i d_{\prod_{i=1}^{n} A_{i}}$ |
| fusion (i) | $\prod_{i=1}^{n} f_{i} \cdot\left\langle g_{i}\right\rangle_{i=1}^{n}=\left\langle f_{i} \cdot g_{i}\right\rangle_{i=1}^{n}$ |
| fusion (ii) | $\prod_{i=1}^{n} f_{i} \cdot \prod_{i=1}^{n} h_{i}=\prod_{i=1}^{n}\left(f_{i} \cdot h_{i}\right)$ |
| cancelation | $\forall j:: \pi_{j} \cdot \prod_{i \in I}^{n} f_{i}=f_{j} \cdot \pi_{j}$ |
| where $\forall j::$ | $f_{j}, g_{j}, h_{j} \in \operatorname{Mor} \mathcal{C}$ such that $\forall i, j:: \operatorname{dom} g_{i}=\operatorname{dom} g_{j}$ |

Table 8: Laws for product functors

The projections are natural transformations:

$$
\pi_{j}: \mathrm{P}_{j} \leftarrow \Pi
$$

Proof. The laws follow straightforward from the definition of the product functor and the laws for products from Table 6. The cancelation law is the naturalness condition for $\pi_{j}: \mathrm{P}_{j} \leftarrow \Pi$.
C.5.2 Definition and Corollary (coproduct functor). This is dual to Definition and Corollary C.5.1 so we will have nothing to prove. Let $\mathcal{C}$ be a category which has finite coproducts. The coproduct functor is defined by

$$
\coprod:\left\{\begin{array}{cc}
\mathcal{C} & \leftarrow \mathcal{C}^{n} \\
\coprod_{i=1}^{n} A_{i} & \leftarrow\left(A_{i}\right)_{i=1}^{n} \forall\left(A_{i}\right)_{i=1}^{n} \in \operatorname{Ob} \mathcal{C}^{n} \\
{\left[\iota_{i} \cdot f_{i}\right]_{i=1}^{n}} & \leftarrow\left(f_{i}\right)_{i=1}^{n} \forall\left(f_{i}\right)_{i=1}^{n} \in \operatorname{Mor} \mathcal{C}^{n}
\end{array}\right.
$$

We also write $f_{1}+\cdots+f_{n}=\coprod_{i=1}^{n} f_{i}=\coprod\left(f_{i}\right)_{i=1}^{n}$. We declare that the operation symbol + binds weaker (i.e. has lower precedence) than the product functor operator $\times$. The coproduct functor $\amalg$ satisfies the laws in Table 9.

| Laws for coproduct functors |  |
| :---: | :---: |
| reflection | $\coprod_{i=1}^{n} i d_{A_{i}}=i d_{\coprod_{i=1}^{n} A_{i}}$ |
| fusion (i) | $\left[f_{i}\right]_{i=1}^{n} \cdot \coprod_{i=1}^{n} g_{i}=\left[f_{i} \cdot g_{i}\right]_{i=1}^{n}$ |
| fusion (ii) | $\coprod_{i=1}^{n} g_{i} \cdot \coprod_{i=1}^{n} h_{i}=\coprod_{i=1}^{n}\left(g_{i} \cdot h_{i}\right)$ |
| cancelation | $\forall j:: \coprod_{i=1}^{n} g_{i} \cdot \iota_{j}=\iota_{j} \cdot g_{j}$ |
| where $\forall j:: f_{j}, g_{j}, h_{j} \in \operatorname{Mor} \mathcal{C}$ such that $\forall i, j:: \operatorname{cod} f_{i}=\operatorname{cod} f_{j}$ |  |

Table 9: Laws for coproduct functors

The injections are natural transformations:

$$
\iota_{j}: \amalg \leftarrow \mathrm{P}_{j} .
$$

C.5.3 Lemma ((co-)products in the functor category). Let $\mathcal{C}$ and $\mathcal{D}$ be categories such that $\mathcal{C}$ has (finite) (co-)products. Then $\mathcal{C}^{\mathcal{D}}$ has (finite) (co-)products.

Proof. Since products and coproducts are dual to each other, it is sufficient to prove the statement for products: Let $I$ be a set and $\left(\mathrm{F}_{i}\right)_{i \in I} \in \operatorname{Ob}\left(\mathcal{C}^{\mathcal{D}}\right)^{I}$ be an $I$-family of $\mathcal{C}^{\mathcal{D}}$-objects. The category $\mathcal{C}$ has products $\left(\mathrm{F}_{i} D \stackrel{\left(\pi_{i}\right)_{D}}{\longleftarrow} \prod_{j \in I}\left(\mathrm{~F}_{j} D\right)\right)_{i \in I}$. We claim that $\left(\mathrm{F}_{i} \stackrel{\pi_{i}}{\longleftarrow} \prod_{j \in I} \mathrm{~F}_{j}\right)_{i \in I}$ is a product in $\mathcal{C}^{\mathcal{D}}$ where $\pi_{i}=\left(\left(p i_{i}\right)_{D}\right)_{D \in \mathrm{Ob} \mathcal{D}}$ and $\forall f \in \operatorname{Mor} \mathcal{D}::\left(\prod_{j \in I} \mathrm{~F}_{j}\right) f=\prod_{j \in I}\left(\mathrm{~F}_{j} f\right)$. The naturalness of $\pi_{i}$ follows from cancelation in Table 8. The UP can easily be verified for the pairing $\forall\left(\tau_{i}\right)_{i \in I} \in \operatorname{Mor}\left(\mathcal{C}^{\mathcal{D}}\right)^{I}:: \forall D \in$ Ob $\mathcal{D}$ :: $\left(\left\langle\tau_{i}\right\rangle_{i \in I}\right)_{D}=\left\langle\left(\tau_{i}\right)_{D}\right\rangle_{i \in I}$ by pointwise calculations in $\mathcal{C}$ for every $\mathcal{D}$-object. The dual statement is true for coproducts.
C.5.4 Note. Let $\mathcal{C}$ be a category which has (finite) products. From Lemma C.5.3 we know that the functor category $\mathcal{C}^{\mathcal{C}}$ has (finite) products also. Let $I$ be a (finite) set. The functors $\Pi: \mathcal{C}^{\mathcal{C}} \leftarrow\left(\mathcal{C}^{\mathcal{C}}\right)^{I}$ and $\Pi: \mathcal{C} \leftarrow \mathcal{C}^{I}$ are related by the equation

$$
\forall\left(\mathrm{F}_{i}\right)_{i \in I} \in \operatorname{Ob}\left(\mathcal{C}^{\mathcal{C}}\right)^{I}::\left(\prod_{i \in I} \mathrm{~F}_{i}\right) f=\prod_{i \in I}\left(\mathrm{~F}_{i} f\right)
$$

Let $n \in \mathbb{N}_{0}$. The functors $\prod^{n}: \mathcal{C}^{\mathcal{C}} \leftarrow \mathcal{C}^{\mathcal{C}}$ and $\prod^{n}: \mathcal{C} \leftarrow \mathcal{C}$ are related by the equation $\prod^{n} \mathrm{Id}_{\mathcal{C}}=\Pi^{n} . *$
C.5.5 Lemma. Let $\mathcal{C}$ be a category with no empty hom-classes, i.e. $\forall A, B \in \operatorname{Ob} \mathcal{C}:: \mathcal{C}(A, B) \neq \emptyset$. If $\mathcal{C}$ has (co-)products, then the respective (co-)product functors are faithful.
Proof. Let $I$ be a set, $\left(A_{i}\right)_{i \in I},\left(B_{i}\right)_{i \in I} \in \operatorname{Ob} \mathcal{C}^{I}$, and $\left(f_{i}\right)_{i \in I},\left(f_{i}^{\prime}\right)_{i \in I} \in \mathcal{C}^{I}\left(\left(A_{i}\right)_{i \in I},\left(B_{i}\right)_{i \in I}\right)$, and let $j \in I$. Since $\forall i \in I:: \mathcal{C}\left(B_{i}, B_{j}\right) \neq \emptyset$ there exist for every $i \in I$ a $\mathcal{C}$-morphism $h_{i}: B_{i} \leftarrow B_{j}$. We choose $h_{j}=i d_{B_{j}}$ and calculate:

$$
\begin{aligned}
& \prod_{i \in I} f_{i}=\prod_{i \in I} f_{i}^{\prime} \\
\Longrightarrow & \pi_{j} \cdot \prod_{i \in I} f_{i} \cdot\left\langle h_{i}\right\rangle_{i \in I}=\pi_{j} \cdot \prod_{i \in I} f_{i}^{\prime} \cdot\left\langle h_{i}\right\rangle_{i \in I} \\
\Longrightarrow \quad & \{\text { cancelation for product(functors) Table } 8 \text { and Table } 6\} \\
& f_{j}=f_{j}^{\prime} .
\end{aligned}
$$

This is true for all $j \in I$ and thus $\left(f_{j}\right)_{j \in I}=\left(f_{j}^{\prime}\right)_{j \in I}$ and hence $\prod_{i \in I}$ is faithful. The dual proposition holds for coproducts.

## C. 6 Initial algebras and catamorphisms

C.6.1 Definition and Lemma (initial algebra, catamorphism). Let $\mathcal{C}$ be a category and $\mathrm{F}: \mathcal{C} \leftarrow \mathcal{C}$ an endofunctor. The category $\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}$, defined by:

$$
\mathrm{Ob}\left(\mathcal{A} l g_{\mathcal{C}} \mathrm{F}\right)=\{\varphi \in \operatorname{Mor} \mathcal{C} \mid \exists A \in \mathrm{Ob} \mathcal{C}:: \varphi: A \leftarrow \mathrm{~F} A\}
$$

and for every $\varphi, \varphi^{\prime} \in \mathrm{Ob}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}\right)$ where $\varphi: A \leftarrow \mathrm{~F} A$ and $\varphi^{\prime}: B \leftarrow \mathrm{~F} B$ with $A, B \in \mathrm{Ob} \mathcal{C}$ :

$$
\mathcal{A l g}_{\mathcal{C}} \mathrm{F}\left(\varphi, \varphi^{\prime}\right)=\left\{\left(\varphi, f, \varphi^{\prime}\right) \in\{\varphi\} \times \mathcal{C}(A, B) \times\left\{\varphi^{\prime}\right\} \mid f \cdot \varphi^{\prime}=\varphi \cdot \mathrm{F} f\right\}
$$

and identity and composition for every $\varphi: A \leftarrow \mathrm{~F} A, \varphi^{\prime}: A^{\prime} \leftarrow \mathrm{F} A^{\prime}, \varphi^{\prime \prime}: A^{\prime \prime} \leftarrow \mathrm{F} A^{\prime \prime}$, and every $f: A \leftarrow A^{\prime}$ defined by

$$
\begin{gathered}
i d_{\varphi}=\left(\varphi, i d_{A}, \varphi\right) \\
\left(\varphi, f, \varphi^{\prime}\right) \cdot\left(\varphi^{\prime}, g, \varphi^{\prime \prime}\right)=\left(\varphi, f \cdot g, \varphi^{\prime \prime}\right)
\end{gathered}
$$

is called the category of F -algebras over $\mathcal{C}$. The morphisms of this category are called F -algebra homomorphisms. We define the functor $|\cdot|_{\mathrm{F}}: \mathcal{C} \leftarrow \mathcal{A} l g_{\mathcal{C}} \mathrm{F}$ by

$$
\forall \varphi \in \operatorname{Ob}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}\right)::|\varphi|_{\mathrm{F}}=\operatorname{cod}_{\mathcal{C}} \varphi
$$

and

$$
\forall\left(\varphi, f, \varphi^{\prime}\right) \in \operatorname{Mor}\left(\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}\right)::\left|\left(\varphi, f, \varphi^{\prime}\right)\right|_{\mathrm{F}}=f
$$

For every F-algebra $\varphi: A \leftarrow \mathrm{~F} A$ we call the object $A \in \operatorname{Ob\mathcal {C}}$ the carrier of $\varphi$, thus the functor $|\cdot|_{\mathrm{F}}$ maps F -algebras to their carriers. If $\mathcal{\mathcal { A l g }} \boldsymbol{\mathcal { C }}^{\mathrm{F}}$ has an initial object, then we denote it by $i n_{\mathrm{F}}$ and call it the initial algebra (or constructor) of F . The carrier of the initial algebra is denoted by $\mu \mathrm{F}$ and called the least fixed point ${ }^{5}$ of $F$. The image of the uniquely mediating morphism

$$
\forall \varphi \in \mathrm{Ob}\left(\mathcal{A l g}_{\mathcal{C}} \mathrm{F}\right):: \boldsymbol{i}_{\varphi}: \varphi \underset{\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}}{ } i n_{\mathrm{F}}
$$

[^5]under the functor $|\cdot|_{F}$, i.e.
$$
\left|\mathbf{i}_{\varphi}\right|_{\mathrm{F}}: \operatorname{cod}_{\mathcal{C}} \varphi{\underset{\mathcal{C}}{ }} \mu \mathrm{F}
$$
is called the catamorphism generated by $\varphi$ (w.r.t. F) (from Greek $\kappa \alpha \tau \alpha$, downwards) and is denoted by $(\varphi \varphi)_{\mathrm{F}}$, i.e. $\boldsymbol{i}_{\varphi}=\left(\varphi,(\varphi)_{\mathrm{F}}, i n_{\mathrm{F}}\right)$. Note that initial algebra and catamorphism are determined uniquely up to F -algebra-isomorphism only, and hence $\mu \mathrm{F}$ is determined uniquely up to $\mathcal{C}$-isomorphism only. The laws in Table 10 are a consequence of the laws in Table 4.

| Laws for catamorphisms |  |
| :--- | :---: |
| UP | $f=(\varphi \varphi)_{\mathrm{F}} \Longleftrightarrow f \cdot i_{\mathrm{F}}=\varphi \cdot \mathrm{F} f$ |
| reflection | $\left(i n_{\mathrm{F}}\right)_{\mathrm{F}}=i d_{\mu \mathrm{F}}$ |
| fusion | $f \cdot \varphi^{\prime}=\varphi \cdot \mathrm{F} f \Longrightarrow f \cdot\left(\left\lfloor\varphi^{\prime}\right)_{\mathrm{F}}=\left(\lfloor\varphi)_{\mathrm{F}}\right.\right.$ |
| where $f \in \operatorname{Mor} \mathcal{C}$ and $\varphi, \varphi^{\prime} \in \operatorname{Ob}\left(\mathcal{A l} \boldsymbol{g}_{\mathcal{C}} \mathrm{F}\right)$ |  |

Table 10: Laws for catamorphisms

The following equivalent definition is more descriptive: the $\mathcal{A} \lg _{\mathcal{C}} \mathrm{F}$-object $i n_{\mathrm{F}}: \mu \mathrm{F} \leftarrow \mathrm{F}(\mu \mathrm{F})$ is an initial algebra of F , provided that for every $A \in \operatorname{Ob} \mathcal{C}$ and every $\varphi: A \leftarrow \mathrm{~F} A$ there exists a unique $\mathcal{C}$-morphism $(\varphi \varphi)_{F}$ such that the square in the diagram in Figure 4 commutes.


Figure 4: Catamorphism UP
C.6.2 Example (F-algebra). For the endofunctor $\mathrm{F}=\mathrm{Id} \times \mathrm{Id}$ in the category $\mathcal{S}$ et, i.e.

$$
\mathrm{F}:\left\{\begin{array}{lll}
\text { Set } & \leftarrow \mathcal{S e t} & \\
A \times A \longleftarrow & A & \forall A \in \operatorname{Ob} \mathcal{S e t} \\
f \times f & f & \forall f \in \operatorname{Mor} \mathcal{S} e t
\end{array}\right.
$$

we consider the category $\mathcal{A} \boldsymbol{\operatorname { l g }} \boldsymbol{\mathcal { S }}_{\text {et }} \mathrm{F}$. An F-Algebra $\varphi \in \mathrm{Ob}\left(\mathcal{A} l \boldsymbol{g}_{\mathcal{S}_{e t}} \mathrm{~F}\right)$ is a function

$$
\varphi: A \longleftarrow \mathcal{S}_{e t} A \times A
$$

with an $A \in \mathrm{Ob} \mathcal{S e t}$. On the other hand an F -Algebra $\varphi$ can be considered as a set $A=|\varphi|_{\mathrm{F}}$ together with a binary operation $\star$, where

$$
\forall a, b \in A:: a \star b=\varphi(a, b)
$$

Let $\varphi, \varphi^{\prime} \in \operatorname{Ob}\left(\mathcal{A l} \boldsymbol{g}_{\mathcal{S}_{e t}} \mathrm{~F}\right)$ where $\varphi: A \leftarrow A \times A$ and $\varphi^{\prime}: A^{\prime} \leftarrow A^{\prime} \times A^{\prime}$. The underlying function


$$
|f|_{\mathrm{F}} \cdot \varphi^{\prime}=\varphi \cdot \mathrm{F}|f|_{\mathrm{F}}
$$

i.e.

$$
\forall a, b \in A::|f|_{\mathrm{F}}\left(\varphi^{\prime}(a, b)\right)=\varphi\left(|f|_{\mathrm{F}} a,|f|_{\mathrm{F}} b\right) .
$$

If we denote the functions $\varphi$ and $\varphi^{\prime}$ by the binary operations $\star$ and $\star^{\prime}$, respectively, as above, we may write this equation as follows:

$$
f\left(a \star^{\prime} b\right)=f a \star f b
$$

This is the homomorphism property of $f$ for algebras (with one binary function $\star$ or $\star^{\prime}$, respectively). $*$
C.6.3 Lemma (initial algebras in $\mathcal{S}$ et). Let $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}$ be a ranked alphabet and $\mathcal{F}=$ $\coprod_{j=1}^{m}\left(\prod^{\mathrm{rank} \sigma_{j}} \mathrm{Id}\right): \mathcal{S} \boldsymbol{e} \boldsymbol{t} \leftarrow \mathcal{S} \boldsymbol{e} \boldsymbol{t}$. The category $\mathcal{A l}_{\boldsymbol{\mathcal { S }} e t} \mathrm{~F}$ has an initial object.

Proof. We will show that

$$
i n_{\mathrm{F}}=\left[\sigma_{1}, \ldots, \sigma_{m}\right]: \mu \mathrm{F} \leftarrow \mathrm{~F}(\mu \mathrm{~F}) \quad \text { where } \quad \mu \mathrm{F}=T_{\Sigma}
$$

is an initial F-algebra. For every $A \in \operatorname{Ob} \operatorname{Set}$ and every $\varphi: A \leftarrow \mathrm{~F} A$ we claim that the underlying function of the unique $\Sigma$-algebra homomorphism

$$
\left(A ; \varphi \cdot \iota_{1}, \ldots, \varphi \cdot \iota_{m}\right) \leftarrow\left(T_{\Sigma} ; \sigma_{1}, \ldots, \sigma_{m}\right)
$$

from the initial term algebra $T_{\Sigma}$ (which is free over $\emptyset$ ) is the respective catamorphism

$$
(\varphi \varphi)_{\mathrm{F}}: A \leftarrow \mu \mathrm{~F}
$$

But this is easy to see, because the UP of the catamorphism (Table 10) is nothing else than the $\Sigma$-algebra homomorphism property.
C.6.4 Lemma (Lambek's Lemma [Lam68]). Constructors are isomorphisms. In more detail: Let $\mathcal{C}$ be a category and $\mathrm{F}: \mathcal{C} \leftarrow \mathcal{C}$ be an endofunctor. If the category $\mathcal{A} \boldsymbol{l g}_{\mathcal{C}} \mathrm{F}$ has an initial object $i n_{\mathrm{F}}$, then this is an isomorphism in $\mathcal{C}$.

Proof. On the one hand

$$
\begin{aligned}
& i n_{\mathrm{F}} \cdot\left(\mathrm{Fin}{ }_{\mathrm{F}}\right)_{\mathrm{F}} \\
= & \{\text { fusion (Table 10) }\} \\
& \left(i n_{\mathrm{F}}\right)_{\mathrm{F}} \\
= & \{\text { reflection (Table 10) }\} \\
& i d_{\mu \mathrm{F}}
\end{aligned}
$$

while on the other hand

$$
\begin{aligned}
& \left(\mathrm{F} i n_{\mathrm{F}}\right)_{\mathrm{F}} \cdot i n_{\mathrm{F}} \\
= & \{\mathrm{UP}(\text { Table } 10)\} \\
= & \mathrm{Fin} n_{\mathrm{F}} \cdot \mathrm{~F}\left(\mathrm{~F} \text { in } n_{\mathrm{F}}\right)_{\mathrm{F}} \\
= & \{\mathrm{F} \text { functor }\} \\
= & \mathrm{F}\left(i_{\mathrm{F}} \cdot\left(\mathrm{~F} i n_{\mathrm{F}}\right)_{\mathrm{F}}\right) \\
= & \{\text { see above }\} \\
= & \mathrm{Fid} d_{\mu \mathrm{F}} \\
& \{\mathrm{~F} \text { functor }\} \\
& i d_{\mathrm{F}(\mu \mathrm{~F})} .
\end{aligned}
$$

Thus, the constructor $i n_{\mathrm{F}}$ is a $\mathcal{C}$-isomorphism.
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[^1]:    ${ }^{1}$ ' $\backslash \mathrm{x}->\mathrm{t}$ ' is the Haskell-notation for ' $\lambda \mathrm{x}$. t ', i.e. the $\lambda$-abstraction from the variable x in the term t .

[^2]:    ${ }^{2}$ Arrows pointing to the right are consistent with the commuted composition $g ; f=f \cdot g$.

[^3]:    ${ }^{3}$ A limit is a general notion for universal constructions like (co-)products, initial/final algebras, etc..

[^4]:    ${ }^{4}$ According to our definition any functor is covariant. We use the notion 'contravariant functor' to emphasize that the functor maps from the dual category of some given category. Many authors use a different definition.

[^5]:    ${ }^{5}$ The reason is that is suffices the fixpoint equation $\mu \mathrm{F} \cong \mathrm{F}$, because initial algebras are always isomorphisms as we will see later in Lemma C.6.4. There exists an equivalent definition for the least fixed point of F as (carrier of) the initial object in the category of fixpoints of F , i.e. the full subcategory of $\mathcal{\mathcal { A }} \boldsymbol{g}_{\mathcal{C}} \mathrm{F}$ where the objects ( F -algebras) are $\mathcal{C}$-isomorphisms.

