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Abstract. This paper deals with (global) finite-gain input/output stabilization of linear systems
with saturated controls. For neutrally stable systems, it is shown that the linear feedback law suggested
by the passivity approach indeed provides stability, with respect to every Lp-norm. Explicit bounds
on closed-loop gains are obtained, and they are related to the norms for the respective systems without
saturation.

These results do not extend to the class of systems for which the state matrix has eigenvalues
on the imaginary axis with nonsimple (size > 1) Jordan blocks, contradicting what may be expected
from the fact that such systems are globally asymptotically stabilizable in the state-space sense; this
is shown in particular for the double integrator.
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1. Introduction. In this work we are interested in those nonlinear systems which are obtained

when cascading a linear system with a memory-free input nonlinearity:

(Σ) ẋ = Ax+Bσ(u), y = Cx .

The nonlinearity σ is of a “saturation” type (definitions are given later). Figure 1 shows the type of

system being considered, where the linear part has transfer function W (s) and the function σ shown

is the standard semilinear saturation (results will apply to more general σ’s).
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Fig. 1. Input-Saturated Linear System

Linear systems with actuator saturation constitute one of the most important classes of nonlinear

systems encountered in practice. Surprisingly, until recently few general theoretical results were

available regarding global feedback design problems for them. One such general result was given

in [14], which showed that global state-space stabilization for such systems is possible under the

assumptions that all the eigenvalues of A are in the closed left-hand plane, plus stabilizability and

detectability of (A,B,C). (These conditions are best possible, since they are also necessary. The

controller consists of an observer followed by a smooth static nonlinearity.) For more recent work, see

[20], which showed —based upon techniques introduced in [16] for a particular case— how to simplify

the controller that had been proposed in [14]. See also [8] for closely related work showing that such

systems can be semiglobally (that is, on compact sets) stabilized by means of linear feedback.

In this paper, we are interested in studying not merely closed-loop state-space stability, but

also stability with respect to measurement and actuator noise. This is the notion of stability that
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is often found in input/output studies. The problem is to find a controller C so that the operator

(u1, u2) 7→ (y1, y2) defined by the standard systems interconnection

y1 = P (u1 + y2)

y2 = C(u2 + y1)

is well-posed and finite-gain stable, where P denotes the input/output behavior of the original plant

Σ. See Figure 2.
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Fig. 2. Standard Closed-Loop

(In our main results, we will take for simplicity the initial state to be zero. However, nonzero initial

states can be studied as well, and some remarks in that regard are presented in a latter section of

the paper.) Once that such i/o stability is achieved, geometric operator-theoretic techniques can be

applied; see for instance [3] and the references there. For other work on computing norms for nonlinear

systems in state space form, see for instance [18] and the references given there.

We focus in this paper in a case which would be trivial if one would only be interested in state

stability, namely that in which the original matrix A is neutrally stable, that is, all eigenvalues have

nonpositive real part and there are no nontrivial Jordan blocks for eigenvalues in the imaginary

axis. (The whole point of [14] and [20] was of course to deal with such possible nontrivial blocks, e.g.

multiple integrators.) In this case, a standard passivity approach suggests the appropriate stabilization

procedure. For instance, assume that σ is the identity (so the original system is linear), A+ A′ ≤ 0,

and C = B′. Then the system is passive, with storage function V (x) = ‖x‖2/2, since integrating

the inequality dV (x(t))/dt ≤ y(t)′u(t) gives
∫ t

0
y(s)′u(s)ds ≥ V (x(t)) − V (x(0)). Thus the negative

feedback interconnection with the identity (strictly passive system), that is, u = −y, results in finite

gain stability. For this calculation, and more on passivity, see for instance [7] and the references given

there. (For the use of the same formulas for just state-space stabilization, but applying to linear

systems with saturations, see [5] and [9]; see also the discussion on the “Jurdevic-Quinn” method in

[13].)

In this paper, we essentially generalize the passivity technique to systems with saturations. We

first establish finite gain stability in the various p-norms, using linear state feedback stabilizers. Then

we show how outputs can be incorporated into the framework. Our work is very much in the spirit

of the well-known “absolute stability” area, but we have not been able to find a way to deduce our

results from that classical literature.

These results do not extend to the class of systems for which the state matrix has eigenvalues

on the imaginary axis with nonsimple (size> 1) Jordan blocks, contradicting what may be expected

from the fact that such systems are globally asymptotically stabilizable in the state-space sense; this

is shown in particular for the double integrator.

One remark on terminology. In the operator approach to nonlinear systems, see e.g. [19], a

“system” is typically defined as a partially defined operator between normed spaces, and “stability”
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means that the domain of this operator is the entire space. In that context, finite gain stability is

the requirement that the operator be everywhere defined and bounded; the norm of the operator is

by definition the gain of the system. In this paper, we use simply the term Lp-stability to mean this

stronger finite gain condition.

The reader is referred to the companion paper [2] for complementary results to those in this

paper, dealing with Lipschitz continuity (“incremental gain stability”) and continuity of the operators

in question. The two papers are technically independent.

Organization of Paper. Section 2 provides definitions and statements of the main results, as

well as some related comments. Proofs of the main results are given in Section 3. Section 4 estimates

gains in terms of the corresponding gains for systems without saturation, in particular for p=2 (H∞-

norms). Results regarding nonzero initial states and global asymptotic stability of the origin are

collected in Section 5. Section 6 shows how to enlarge the class of input nonlinearities even more, so

as to include in non-saturations as well. The paper closes with Section 7, which contains the double

integrator counterexample.

Acknowledgment. We wish to thank Malcolm C. Smith for asking questions that led directly

to the problems studied in this paper.

2. Statements of Main Results. We introduce now the class of saturation functions to be

considered, and state the main results on finite-gain stability. Some remarks are also provided. Proofs

are deferred to a later section.

2.1. Saturation Functions. We next formally define what we mean by a “saturation.” Essen-

tially, we ask only that this be a function which has the same sign as its argument, stays away from

zero at infinity, is bounded and is not horizontal near zero.

Definition 1. We call σ : IR→ IR a saturation function if it satisfies the following two conditions:

(i) σ is locally Lipschitz and bounded;

(ii) tσ(t) > 0 if t 6= 0, lim inft→0
σ(t)
t
> 0 and lim inf |t|→∞ |σ(t)| > 0.

For convenience we will simply call a saturation function σ an S-function. We say that σ is an

IRn-valued S-function if σ = (σ1, . . . , σn)′ where each component σi is an S-function and

σ(x)
def
= (σ1(x1), . . . , σn(xn))′

for x = (x1, . . . , xn)′ ∈ IRn. Here we use (· · ·)′ to denote the transpose of the vector (· · ·).
Remark 1. It follows directly from Definition 1 that most reasonable saturation-type functions

are indeed S-functions in our sense. Included are arctan(t), tanh(t), and the standard saturation

function σ0(t) = sign(t) min{|t|, 1}, i.e.,

σ0(t) =


1 if t > 1 ,

t if |t| ≤ 1 ,

−1 if t < −1 .

Remark 2. It is easy to see that if σ satisfies a bound |σ(t)| ≤M |t| for t near 0 (in particular if

σ(0) = 0 and (i) in Definition 1 holds), then Condition (ii) in Definition 1 is equivalent to the following

condition:

(c) There exist positive numbers a, b,K and a measurable function τ : IR → [a, b] such that for all

t ∈ IR we have |σ(t)− τ(t)t| ≤ Ktσ(t).
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It is clear that (c) implies (ii). To see the converse, let δ > 0 be such that |σ(t)| ≤ M |t| for

|t| ≤ δ. Then just let

τ(t) =


1 if t = 0 ,
σ(t)
t

if t ∈ [−δ, δ]/{0} ,
σ(δ)
δ

if t > δ ,

−σ(−δ)
δ

if t < −δ ,

It is easily verified that there exist positive constants a, b,K such that (c) holds for this τ .

Definition 2. We say that a constant K > 0 is an S-bound for σ if there exist a, b > 0 and a

measurable function τ : IR→ [a, b] such that, for all t ∈ IR:

(i) b ≤ K,

(ii) |σ(t)| ≤ K,

(iii) |σ(t)| ≤ K|t|,
(iv) |σ(t)− τ(t)t| ≤ Ktσ(t).

The above discussion shows that such (finite) S-bounds always exist.

A constant K > 0 is called an S-bound for an IRm-valued S-function σ if K is an S-bound for

each component of σ.

2.2. Lp-Stability. Consider the initialized control system given by

ẋ = f(x, u),

x(0) = 0 ,
(1)

where the state x and the control u take respectively values in IRn and IRm. We assume that the

function f : IRn × IRm → IRn is locally Lipschitz with respect to (x, u). Terminology for systems will

be as in any standard reference, such as [13].

Throughout this paper, if ξ is a point in IRn, we use ‖ξ‖ = (
∑n

i=1
ξ2
i )1/2 to denote the usual

Euclidean norm. For each matrix S, ‖S‖ denotes the induced operator norm, and ‖S‖F the Frobenius

norm, i.e, ‖S‖F=Tr(SS′)1/2, where Tr(·) denotes trace. Recall that ‖S‖ ≤ ‖S‖F .

For each 1 ≤ p ≤ ∞ and each integrable (essentially bounded, for p =∞) vector-valued function

x ∈ Lp([0,∞), IRn), we let ‖x‖Lp denote the usual Lp-norms:

‖x‖Lp =

(∫ ∞
0

‖x(t)‖pdt
)1/p

if p <∞ and

‖x‖L∞ = ess sup0≤t<∞‖x(t)‖ .

Definition 3. Let 1 ≤ p ≤ ∞ and 0 ≤M ≤ ∞. We say that (1) has Lp-gain less than or equal

to M if for any u ∈ Lp([0,∞), IRm), the solution x of (Σ) corresponding to u is in Lp([0,∞), IRn) and

satisfies

‖x‖Lp ≤M‖u‖Lp .

The infimum of such numbers M will be called the Lp-gain of (Σ). We say that system (Σ) is Lp-stable

if its Lp-gain is finite.

By a neutrally stable n×n matrix A we mean one for which all solutions of ẋ = Ax are bounded;

equivalently, A has no eigenvalues with positive real part and each Jordan block corresponding to

a purely imaginary eigenvalue has size one. Another well-known characterization of such matrices
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is that they are the ones for which there exists a symmetric positive definite matrix Q such that

A′Q+QA ≤ 0.

We now state our main result:

Theorem 1. Let A,B be n× n, n×m matrices respectively. Let σ be an IRm-valued S-function.

Assume that A is neutrally stable. Then there exists an m× n matrix F such that the system

ẋ = Ax+Bσ(Fx+ u) ,

x(0) = 0 ,
(2)

is Lp-stable for all 1 ≤ p ≤ ∞.

Theorem 1 is an immediate consequence of the more general technical result contained in The-

orem 2 below. In order to state that theorem in great generality, we recall first a standard notion.

Let (Σ) ẋ = Ax+Bu be a linear system, where x and u take values in IRn and IRm respectively. For

each measurable and locally essentially bounded u : [0,∞) → IRm and each x0 ∈ IRn, let xu(t, x0)

be the solution of (Σ) corresponding to u with xu(0, x0) = x0. Following the terminology of [6], the

stabilizable subspace S(A,B) of (A,B) is the subspace of IRn which consists of all those initial states

x0 ∈ IRn for which there is some u so that xu(t, x0) → 0 as t → ∞. In other words, S(A,B) is the

subspace of IRn made up of all the states that can be asymptotically controlled to 0 (so this includes

in particular the reachable subspace). Observe that the pair (A,B) is stabilizable (asymptotically null

controllable) iff S(A,B) = IRn.

Theorem 2. Let A and B be n×n and n×m matrices respectively. Let S(A,B) be the stabilizable

subspace of (A,B). Let σ be an IRm-valued S-function and let θ : IRk → S(A,B) ⊆ IRn be a locally

Lipschitz function such that ‖θ(ξ)‖ ≤ min{L,L‖ξ‖} for all ξ ∈ IRk, where L > 0 is a constant and

k > 0 is some integer. Assume that A is neutrally stable. Then there exist an m × n matrix F and

an ε > 0 such that the system

ẋ = Ax+Bσ(Fx+ u) + εθ(v) ,

x(0) = 0 ,
(3)

is Lp-stable for each 1 ≤ p ≤ ∞, i.e. there exists for each p a finite constant Mp > 0 such that for

any u ∈ Lp([0,∞), IRm), v ∈ Lp([0,∞), IRk),

‖x‖Lp ≤Mp(‖u‖Lp + ‖v‖Lp) .

The proof is deferred to Section 3.

Theorem 2 implies Theorem 1 (just take θ ≡ 0) as well as a result dealing with small “nonmatch-

ing” state perturbations.

Remark 3. It is possible to make the result even more general, by weakening the Lipschitz

assumption on θ. Moreover, even the Lipschitz property of σ is not needed. The main problem in

dropping this last assumption is that uniqueness of solutions of the closed-loop system is then not

guaranteed, so that there is no well-defined input-to-state operator. Nonetheless, one could rephrase

all statements by asserting that all possible solutions satisfy the stated bounds. This is consistent with

the way stability is defined in some texts on input/output stability, where well-possedness (existence

and uniqueness of solutions) is stated as a property independent of stability itself.

2.3. Output Stabilization. Consider the initialized linear input/output system

(Σao) ẋ = Ax+Bσ(u) ,

x(0) = 0 ,

y = Ex ,
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where A,B,E are respectively n×n, n×m, r×n matrices. Assume that system (Σao) is asymptotically

observable (that is, it is detectable). Our main result for input/output systems is as follows:

Theorem 3. Assume that system (Σao) is asymptotically observable, A is neutrally stable and

the IRm-valued S-function σ is globally Lipschitz. Then there exist an m × n matrix F and an n × r
matrix L such that the following property holds. Let 1 ≤ p ≤ ∞. Pick any u1 ∈ Lp([0,∞), IRm) and

u2 ∈ Lp([0,∞), IRr), and consider the solution x = (x1, x2) of

ẋ1 = Ax1 +Bσ(y2 + u1) , y1 = Ex1 ,

ẋ2 = (A+ LE)x2 +Bσ(Fx2)− L(y1 + u2) , y2 = Fx2 ,

with x(0) = 0. Consider the total output function y = (y1, y2) = (Ex1, Fx2). Then y is in

Lp([0,∞), IRr+m) and

‖y‖Lp ≤Mp(‖u1‖Lp + ‖u2‖Lp)

for some constant Mp > 0.

2.4. Not Every Feedback Stabilizes. One may ask if any F which would stabilize when the

saturation is not present also provides finite gain for (2). Not surprisingly, the answer is negative. In

order to give an example, we need first a simple technical remark.

Lemma 2.1. Consider the system ẋ = Ax + Bσ(Fx + u), where the matrix A is assumed to

have all eigenvalues in the imaginary axis and where each component of σ is a continuous function

whose range contains a neighborhood of the origin (this holds, for instance, if it is an S-function).

Furthermore, assume that the pair (A,B) is controllable. Then, given any state x0 ∈ IRn, there is

some measurable essentially bounded control u steering the origin to x0 in finite time.

Proof. Since all eigenvalues of A have zero real part and the pair (A,B) is controllable, for each

ε > 0 there is some control v0 for the system ẋ = Ax + Bu so that |v0(t)| < ε for all t and v0

drives in finite time the origin to x0 (see e.g. [12]). Since the range of σ contains a neighborhood

of the origin, and using a measurable selection (Fillipov’s Theorem), it is also true that there is a

measurable control v which achieves the same transfer, for the system ẋ = Ax+Bσ(u). Now let, along

the corresponding trajectory, u(t) = v(t)−Fx(t). It follows that this achieves the desired transfer for

ẋ = Ax+Bσ(Fx+ u).

The next two examples show that even if A is neutrally stable, Theorem 1 may not be true if F

only satisfies the condition that A+BF is Hurwitz.

Example 1. Let

A =

(
0 −1

1 0

)
, B =

(
0

1

)
, F = − (1/2 , 1) ,

and any σ so that σ(1/2) = 1. Then both the origin and (−1, 0)′ are equilibrium points of the system

ẋ = Ax+Bσ(Fx).

By Lemma 2.1, there is some input u0 which steers the origin to (−1, 0)′ in some finite time T0.

Consider the input u1 equal to u0 for 0 ≤ t ≤ T0 and to 0 for t > T0. Then if x is the trajectory

of (2) corresponding to u1, we have that x(t) = (−1, 0)′ for all t ≥ T0. Clearly, for any 1 ≤ p < ∞,

u1 ∈ Lp([0,∞), IR) and x 6∈ Lp([0,∞), IR2). Therefore, system (3) is not Lp-stable for any 1 ≤ p <∞.

If we use multiple inputs, a different example that includes p =∞ is as follows.

Example 2. Assume that m = n = 2. Let

A =

(
0 0

0 0

)
, B =

(
1 0

0 1

)
, F =

(
−3 7

−1 2

)
.
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Then A+BF = F is Hurwitz. Let σ = (σ0, σ0)′, where σ0 is the standard saturation function. Then

the system

ẋ = σ(Fx+ u) ,

x(0) = (0, 0)′
(4)

is not Lp-stable for any 1 ≤ p ≤ ∞. To see this, take a control v on some interval [0, T ] that steers

(0, 0)′ to (1, 1)′. Let u = v on [0, T ] and u = (0, 0)′ on (T,∞). Let x = (x1, x2)′ be the solution of (4)

corresponding to u. Then on [T,∞), we have x1(t) = x2(t) = t− T + 1. Thus (4) is not Lp-stable for

any 1 ≤ p ≤ ∞. (In fact, the trajectory is not even bounded for a bounded input.)

3. Proofs of the Main Results. For notational convenience (to avoid having too many neg-

ative signs in the formulas) we will prove the main theorem for systems written in the form

ẋ = Ax−Bσ(Fx+ u) + εθ(v) ,

x(0) = 0 .
(5)

A trivial remark is needed before we start.

Remark 4. Assume that σ1 : IRk1 → IRm and σ2 : IRk2 → IRn each satisfies a growth estimate

of the type ‖σ1(u)‖ ≤ C‖u‖, ‖σ2(v)‖ ≤ C‖v‖ for u ∈ IRk1 , v ∈ IRk2 . It follows from classical linear

systems theory that if the system ẋ = Ax is globally asymptotically stable—that is, A is a Hurwitz

matrix—then the controlled system ẋ = f(x, u, v) = Ax + Bσ1(u) + σ2(v) is automatically also Lp-

stable for all 1 ≤ p ≤ ∞. We will be interested in the case in which A is merely stable, but this

remark will be used at various points.

We now prove Theorem 2. First note that we can assume that (A,B) is controllable.

3.1. Reduction to the Controllable Case. Suppose Theorem 2 is already known to be true

for controllable (A,B); we show how the general case follows. It is an elementary linear systems

exercise to show that the stabilizable subspace S(A,B), for any two A,B, is invariant under A; this

follows for instance from its characterization as a sum of the reachable subspace and the space of

stable modes. Thus the restriction of A to S(A,B) is well-defined, and it is again neutrally stable.

Now since θ takes values in S(A,B), the trajectories of (5) lie in S(A,B). So we may assume that

(A,B) is stabilizable, i.e. S(A,B) = IRn, since otherwise we can restrict ourselves to S(A,B). Then,

up to a change of coordinates, we may assume that

A =

(
A1 A2

0 A3

)
, B =

(
B1

0

)
,

where (A1, B1) is controllable and A1 is neutrally stable. Assume that A1 is an r × r matrix and B1

is an r ×m matrix.

Let θ̃ : IRr → IRr be given by θ̃(ξ) = (θ̃0(ξ1), . . . , θ̃0(ξr))
′ for ξ ∈ IRr, where θ̃0 is the standard

saturation function, i.e. θ̃0(t) = sign (t) min{1, |t|}.
By our assumption that the result is known in the controllable case, there exists an m× r matrix

F1 and ε1 > 0 so that the system

ẋ1 = A1x1 −B1σ(F1x1 + u) + ε1θ̃(w) ,

x1(0) = 0
(6)

is Lp-stable for all 1 ≤ p ≤ ∞. Let Γp be the Lp-gain of this system, so ‖x1‖Lp ≤ Γp(‖u‖Lp + ‖w‖Lp)

for all u ∈ Lp([0,∞), IRm) and w ∈ Lp([0,∞), IRr).
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Since (A,B) is stabilizable, we can find an m× n matrix E such that A+BE is Hurwitz. Then

the system

ẏ = (A+BE)y + v ,

y(0) = 0 .
(7)

is Lp-stable for any 1 ≤ p ≤ ∞. Let γp be the Lp-gain of (7), so ‖y‖Lp ≤ γp‖v‖Lp .

Take an ε > 0 such that εLγ∞‖BE‖ ≤ ε1. Let F = (F1, 0). We show that for this choice of

F and ε, system (5) is Lp-stable for any 1 ≤ p ≤ ∞. For this purpose, let u ∈ Lp([0,∞), IRm), v ∈
Lp([0,∞), IRk). Let x be the solution of (5) corresponding to u, v. Let y be the solution of

ẏ = (A+BE)y + εθ(v) ,

y(0) = 0 .
(8)

Then we have ‖y‖L∞ ≤ εLγ∞ and ‖y‖Lp ≤ εLγp‖v‖Lp (note that ‖θ(ξ)‖ ≤ min{L,L‖ξ‖} for all

ξ ∈ IRk). Let z = x− y. Then z satisfies

ż = Az −Bσ(Fz + Fy + u)−BEy ,
z(0) = 0 .

Write z = (z1, z2)′. Then we have z2 ≡ 0 and z1 satisfies

ż1 = A1z1 −B1σ(F1z1 + Fy + u)−B1Ey ,

z1(0) = 0 .

Since ‖B1Ey‖L∞ ≤ ‖B1E‖ ‖y‖L∞ ≤ εLγ∞‖B1E‖ ≤ ε1, we have

−B1Ey

ε1
= θ̃

(
−B1Ey

ε1

)
,

So z1 satisfies

ż1 = A1z1 −B1σ(F1z1 + Fy + u) + ε1θ̃(−B1Ey/ε1) ,

z1(0) = 0 .

By the Lp-stability of (6) we get that

‖z‖Lp = ‖z1‖Lp ≤ Γp

(
‖Fy + u‖Lp +

∥∥∥B1Ey

ε1

∥∥∥
Lp

)
≤ Γp

(
‖F‖ ‖y‖Lp + ‖u‖Lp +

‖B1E‖‖y‖Lp
ε1

)
≤ Γp

(
‖u‖Lp +

(
‖B1E‖
ε1

+ ‖F‖
)
εLγp‖v‖Lp

)
.

This shows that (5) is Lp-stable, which concludes the proof that we may assume that (A,B) is

controllable.

3.2. Proof of Theorem 2 Assuming Controllability. From elementary linear algebra, we

know that any neutrally stable matrix A is similar to a matrix(
A1 0

0 A2

)
,(9)
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where A1 is an r × r Hurwitz matrix and A2 is an (n− r)× (n− r) skew-symmetric matrix. So, up

to a change of coordinates, we may assume that A is already in the form (9). In these coordinates,

we write

B =

(
B1

B2

)

where B2 is an (n − r) × m matrix, and we write vectors as x = (x1, x2)′ and also θ = (θ1, θ2)′.

Consider the feedback law F = (0, B′2). Then system (5), with this choice of F , can be written as

ẋ1 = A1x1 −B1σ(B′2x2 + u) + εθ1(v) ,

ẋ2 = A2x2 −B2σ(B′2x2 + u) + εθ2(v) ,

x1(0) = 0, x2(0) = 0 .

(10)

Since A1 is Hurwitz, it will be sufficient to show that there exists an ε > 0 such that the x2-subsystem

is Lp-stable (we may think of x2 as an additional input to the first subsystem, and apply Remark 4).

The controllability assumption on (A,B) implies that the pair (A2, B2) is also controllable.

Since A2 is skew-symmetric, the matrix Ã := A2−B2B
′
2 is Hurwitz. (Just observe that the Lyapunov

equation Ã′In−r + In−rÃ = −2B2B
′
2 holds, and the pair (Ã, B2) is controllable; see [13], Exercise

4.6.7.) Therefore, the theorem is a consequence of the following lemma. This is where the main parts

of our argument lie (except for a small technical point, whose proof is deferred to subsection 3.5).

Lemma 3.1. Let σ, θ be as in Theorem 2. Let A be a skew-symmetric matrix. Assume that

Ã := A−BB′ is Hurwitz. Then there exists an ε > 0 such that the system

ẋ = Ax−Bσ(B′x+ u) + εθ(v) ,

x(0) = 0 ,
(11)

is Lp-stable for all 1 ≤ p ≤ ∞.

Proof. Assume that σ = (σ1, . . . , σm)′. Let 0 < a ≤ b < ∞,K > 0 be constants and τi : IR →
[a, b], i = 1, . . . ,m, be measurable functions so that the components σi of σ satisfy (i), (ii), (iii) and

(iv) in Definition 2 with the respective τi’s. We may assume that K is large enough such that K ≥ L.

Let

Γ
def
= min

i=1,...,m
lim inf
|ξ|→∞

|σi(ξ)|.

Then Γ > 0. Let ε > 0 satisfy

ε <
Γ

Kγ∞
√
m‖B‖ ,(12)

where γ∞ is the L∞-gain of the initialized linear control system

ẏ = (A−BB′)y + u ,

y(0) = 0.
(13)

By (12) there exists a δ ∈ (0, 1/2] such that

ε ≤ (1− 2δ)Γ

Kγ∞
√
m‖B‖ .

Let u ∈ Lp([0,∞), IRm), v ∈ Lp([0,∞), IRk). Let y be the solution of

ẏ = (A−BB′)y + εθ(v) ,

y(0) = 0.
(14)
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Let x be the solution of (11) corresponding to u, v and let z = x− y. Then z satisfies

ż = Az −Bσ(B′z + u+B′y) +BBT y ,

z(0) = 0.
(15)

Let ũ = u+B′y and ṽ = B′y. Then we get

‖ṽ‖L∞ ≤ ‖B‖ ‖y‖L∞ ≤ ε‖B‖γ∞‖θ‖L∞ ≤
(1− 2δ)Γ√

m
.(16)

Now (15) can be written as

ż = Az −B (σ(B′z + ũ)− ṽ) ,

z(0) = 0.
(17)

(We have brought the problem to one of a “matched uncertainty” type, in robust control terms, if we

think of ṽ as representing a source of uncertainty.)

Let z̃(t) = B′z(t) + ũ(t). For each 1 ≤ p <∞, consider the function V0,p : IRn → IR given by

V0,p(x) =
‖x‖p+1

p+ 1
.

Along the trajectories of (17), we have

V̇0,p(z(t)) = −‖z(t)‖p−1z′(t)B
(
σ
(
B′z(t) + ũ(t)

)
− ṽ(t)

)
= −‖z(t)‖p−1z̃′(t) [σ (z̃(t))− ṽ(t)] + ‖z(t)‖p−1ũ′(t) [σ (z̃(t))− ṽ(t)] .

Since K is an S-bound for σ and considering (16), we have the following decay estimate:

V̇0,p(z(t)) ≤ −‖z(t)‖p−1z̃′(t) (σ (z̃(t))− ṽ(t))

+(K +
(1− 2δ)Γ√

m
)‖z(t)‖p−1‖ũ(t)‖.(18)

We next need to bound the first term in the right hand side of (18). For that purpose, we will partition

[0,∞) into two subsets. By the definition of Γ, there is some M1 ≥ 1 so that

min
i=1,···,m

inf
|ξ|≥M1

|σi(ξ)| ≥ (1− δ)Γ.

The first subset consists of those t for which ‖z̃′(t)‖ ≤M1
√
m. For such t, trivially:

z̃′(t) (σ (z̃(t))− ṽ(t)) ≥ z̃′(t)σ (z̃(t))−M1

√
m‖ṽ(t)‖ .(19)

Next we consider those t for which ‖z̃′(t)‖ > M1
√
m. First we note some general facts about any

vector ξ ∈ IRm for which

‖ξ‖ > M1

√
m.(20)

If we pick i0 so that |ξi0 | = maxi=1,...,m{|ξi|}, then |ξi0 | > M1, and therefore, by the choice of M1,∣∣∣σi0(ξi0)
∣∣∣ ≥ (1− δ)Γ. We conclude that if ξ satisfies (20) then

ξ′σ(ξ) ≥ ξi0σi0(ξi0) ≥ ‖ξ‖√
m

(1− δ)Γ ,
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or equivalently

‖ξ‖ ≤
√
mξ′σ(ξ)

(1− δ)Γ .

From this and (16), if ‖z̃(t)‖ > M1

√
m, we have

z̃′(t) (σ (z̃(t))− ṽ(t)) ≥ z̃′(t)σ (z̃(t))− ‖z̃′(t)‖ ‖ṽ(t)‖

≥ z̃′(t)σ (z̃(t))−
√
m‖ṽ‖L∞

(1− δ)Γ z̃′(t)σ (z̃(t))

≥
(

1− 1− 2δ

1− δ

)
z̃′(t)σ (z̃(t))

=
δ

1− δ z̃
′(t)σ (z̃(t)) .(21)

Note also that δ
1−δ ≤ 1 for 0 < δ ≤ 1/2. Combining (19) and (21) we have a common estimate valid

for all t ≥ 0:

z̃′(t) (σ (z̃(t))− ṽ(t)) ≥ δ

1− δ z̃
′(t)σ (z̃(t))−M1

√
m‖ṽ(t)‖ .

Using this and (18) we get

V̇0,p(z(t)) ≤ − δ

1− δ ‖z(t)‖
p−1z̃′(t)σ (z̃(t))

+ ‖z(t)‖p−1

(
(K +

Γ√
m

)‖ũ(t)‖+M1

√
m‖ṽ(t)‖

)
.(22)

Let τ = diag(τ1, . . . , τm) with τ(ξ) = diag(τ1(ξ1), . . . , τm(ξm)) for ξ ∈ IRm. Then aI ≤ τ(ξ) ≤ bI
for all ξ ∈ IRm. We have for any ξ ∈ IRm,

‖τ(ξ)ξ − σ(ξ)‖ =

(
m∑
i=1

|τi(ξi)ξi − σi(ξi)|2
)1/2

≤ K

(
m∑
i=1

ξ2
i (σi(ξi))

2

)1/2

≤ Kξ′σ(ξ).(23)

Now we rewrite (17) in the form

ż = Ā(t)z +B [τ (z̃(t)) z̃(t)− σ (z̃(t))− τ (z̃(t)) ũ(t) + ṽ(t)] ,

z(0) = 0
(24)

where Ā(t) = A − Bτ (z̃(t))B′. Then Ā satisfies the conditions of Corollary 1 below. Therefore, for

each 1 < p < ∞, there exist a differentiable function V1,p and positive real numbers ap, bp and cp

such that

(P1) ap‖x‖p ≤ V1,p(x) ≤ bp‖x‖p;
(P2) ‖DV1,p(x)‖ ≤ cp‖x‖p−1;

(P3) DV1,p(x)Ā(t)x ≤ −‖x‖p;
for all x ∈ IRn and t ≥ 0. (Note that the constants ap, bp, cp depend only on A,B, a, b.) Moreover V1,p

can be chosen so that

(P4) lim supp→1+ cp = c1 <∞, and the limit V1,1(x) = limp→1+ V1,p(x) exists for all x ∈ IRn.

Using (23) and (24), we get, for 1 < p <∞,

dV1,p (z(t))

dt
≤ −‖z(t)‖p + cp‖B‖‖z(t)‖p−1 (‖ṽ(t)‖+ b‖ũ(t)‖)

+cp‖B‖‖z(t)‖p−1 {‖τ (z̃(t)) z̃(t)− σ (z̃(t)) ‖}

≤ −‖z(t)‖p + cp‖B‖‖z(t)‖p−1 (‖ṽ(t)‖+ b‖ũ(t)‖)

+cpK‖B‖‖z(t)‖p−1z̃′(t)σ (z̃(t)) .(25)
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For 1 ≤ p <∞, let

λp =
K‖B‖cp(1− δ)

δ
.(26)

(Observe that this constant does not depend on the particular u and v being considered, but only on

the system and on p.) Finally, consider, for each 1 ≤ p <∞, the following function:

Vp = λpV0,p + V1,p ,(27)

where λp is given in (26). Using (22), (25) and the fact that b ≤ K, for 1 < p < ∞, we have along

trajectories of (17),

dVp (z(t))

dt
≤ −‖z(t)‖p + κp‖z(t)‖p−1(‖ũ(t)‖+ ‖ṽ(t)‖) ,(28)

where

κp = λp max{1 +K +
Γ√
m
,

1

K
+
√
mM1} .

For any t ≥ 0, integrating (28) from 0 to t, we have:

Vp (z(t)) +

∫ t

0

‖z(s)‖pds ≤ κp
∫ t

0

‖z(s)‖p−1(‖ũ(s)‖+ ‖ṽ(s)‖)ds .

When p = 1, this inequality is also true as an easy consequence of the Lebesgue Dominated Conver-

gence Theorem (applied to a sequence {pj}∞j=1 decreasing to 1). Thus the inequality is true for all

1 ≤ p <∞.

Applying Hölder’s inequality to
∫ t

0
‖z(s)‖p−1(‖ũ(s)‖ + ‖ṽ(s)‖)ds, we conclude that for all 1 ≤

p <∞ and t ≥ 0,

Vp (z(t)) + ‖z‖pLp[0,t] ≤ κp‖z‖
p−1
Lp[0,t](‖ũ‖Lp + ‖ṽ‖Lp) .(29)

Since Vp ≥ 0, we get that z ∈ Lp([0,∞), IRn) and

‖z‖Lp ≤ κp(‖ũ‖Lp + ‖ṽ‖Lp) .(30)

Now since z = x− y, ũ = u+B′y, ṽ = B′y, we have

‖ṽ‖Lp ≤ ‖B‖ ‖y‖Lp ≤ εKγp‖B‖‖v‖Lp

‖ũ‖Lp ≤ ‖u‖Lp + εKγp‖B‖‖v‖Lp ,

‖z‖Lp ≥ ‖x‖Lp − ‖y‖Lp ≥ ‖x‖Lp − εKγp‖v‖Lp ,

where γp is the Lp-gain of (13). Combining this with (30) we have

‖x‖Lp ≤ κp‖u‖Lp + εKγp(1 + 2κp‖B‖)‖v‖Lp .

This finishes the proof of the Lemma, and hence our main theorem, for the case when 1 ≤ p <∞.

We now prove the lemma for p = ∞. For this, we need to show that system (11) has the

uniform bounded input bounded state property, i.e., there exists a finite constant M such that ‖x‖L∞ ≤
M(‖u‖L∞ + ‖v‖L∞) for all u ∈ L∞([0,∞), IRm) and v ∈ L∞([0,∞), IRk). Letting p = 2, from (28)

we have

dV2 (z(t))

dt
≤ −‖z(t)‖ (‖z(t)‖ − κ2(‖ũ‖L∞ + ‖ṽ‖L∞)) .(31)
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Let β = ‖ũ‖L∞ + ‖ṽ‖L∞ . Thus, V̇2 is negative outside the ball of radius κ2β centered at the origin.

It follows that

V2 (z(t)) ≤ sup
‖ξ‖≤κ2β

V2(ξ) ≤ λ2κ
3
2

3
β3 + b2κ

2
2β

2 .

First assume that β ≤ 1. Then we have

a2‖z(t)‖2 ≤ V2 (z(t)) ≤
(
λ2κ

3
2

3
+ b2κ

2
2

)
β2 ,

which implies that

‖z‖L∞ ≤
{
λ2κ

3
2 + 3b2κ

2
2

3a2

} 1
2

β .

If β > 1, we have

λ2‖z(t)‖3
3

≤ V2 (z(t)) ≤
(
λ2κ

3
2

3
+ b2κ

2
2

)
β3 .

We then get that

‖z‖L∞ ≤
{
λ2κ

3
2 + 3b2κ

2
2

λ2

} 1
3

β .

Let

Ḡ∞ = max

{{
λ2κ

3
2 + 3b2κ

2
2

3a2

} 1
2

,

{
λ2κ

3
2 + 3b2κ

2
2

λ2

} 1
3

}
.

We have ‖z‖L∞ ≤ Ḡ∞β. Now

β = ‖ũ‖L∞ + ‖ṽ‖L∞ ≤ ‖u‖L∞ + 2εKγ∞‖B‖ ‖v‖L∞ .

and

‖z‖L∞ ≥ ‖x‖L∞ − εKγ∞‖v‖L∞ .

We conclude that

‖x‖∞ ≤ Ḡ∞‖u‖L∞ + εKγ∞(1 + 2Ḡ∞‖B‖)‖v‖L∞ .

Now the proof of Lemma 3.1 is complete.

3.3. Proof of the Output Feedback Theorem. We now provide a proof of Theorem 3. We

will show a somewhat stronger statement, namely, that the state trajectory x also satisfies an estimate

as required. The proof will be the usual Luenberger-observer construction, but a bit of care has to be

taken because of the nonlinearities.

Asymptotic observability means that there is some n× r matrix L such that A+LE is Hurwitz.

Let F be as in Theorem 2. Let e = x1 − x2. Then (x1, e)
′ satisfies

ẋ1 = Ax1 +Bσ(Fx1 − Fe+ u1) ,

ė = (A+ LE)e+B (σ(Fx1 − Fe+ u1)− σ(Fx1 − Fe)) + Lu2 .
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Let ṽ = σ(Fx1 − Fe+ u1)− σ(Fx1 − Fe). Since ‖ṽ(t)‖ ≤ K‖u1(t)‖ (here K is a Lipschitz constant

for σ) and A+LE is Hurwitz, we know that e is in Lp([0,∞), IRn) and ‖e‖Lp ≤ M̂(‖u1‖Lp + ‖u2‖Lp)

for some constant M̂ > 0. Then the conclusion follows from Theorem 2 applied to the x1-subsystem.

Note that the conclusion of this theorem can be restated in terms of the finite gain stability of a

standard systems interconnection

y1 = P (u1 + y2),

y2 = C(u2 + y1),

where P denotes the input/output behavior of the original system Σ and C is the input/output

behavior of the controller with state space x2 and output y2.

3.4. Operator Stability Among Different Norms. We can actually prove a stronger re-

sult than that stated in Theorem 2, namely that the input to state operator (u, v) → x from

Lp([0,∞), IRm) × Lp([0,∞), IRk) to Lp([0,∞), IRn) is a bounded operator from Lp([0,∞), IRm) ×
Lp([0,∞), IRk) to Lq([0,∞), IRn), for any q ≥ p.

Remark 5. From (29), (30) we get that, for u ∈ Lp([0,∞), IRm), v ∈ Lp([0,∞), IRk) and t ≥ 0,

ap‖z(t)‖p ≤ Vp (z(t)) ≤ κp‖z‖p−1
Lp ‖ (‖ũ‖Lp + ‖ṽ‖Lp) ≤ κpp(‖ũ‖Lp + ‖ṽ‖Lp)p ,

and then, ‖z‖L∞ ≤ C1(‖ũ‖Lp + ‖ṽ‖Lp) with C1 = κpa
−1/p
p . Therefore we obtain for q ≥ p,

‖z‖qLq ≤ ‖z‖
q−p
L∞ ‖z‖

p
Lp ≤ C

q−p
1 κpp(‖ũ‖Lp + ‖ṽ‖Lp)q .(32)

From this one can easily deduce that for any q ≥ p the solution x of (11) satisfies

‖x‖Lq ≤Mp,q(‖u‖Lp + ‖v‖Lp)

for some constants Mp,q > 0. The same results then hold for the original system in Theorem 2, as is

clear from the reduction to (11). That is, for any u ∈ Lp([0,∞), IRm), v ∈ Lp([0,∞), IRk), the solution

x of (5) satisfies a similar inequality.

3.5. A Remark on Robustness of a Linear Feedback. It is worth pointing out that the

same method used to prove Lemma 3.1 allows establishing the next proposition, which is a result

regarding time-varying multiplicative uncertainties on a linear feedback law u = −B′x. For that, we

need the following lemma:

Lemma 3.2. Fix two positive real numbers c, d. Let A be an n × n skew symmetric matrix, B

an n × m matrix, and assume that the pair (A,B) is controllable (or equivalently that A − BB′ is

Hurwitz). Then there is a symmetric positive definite matrix P so that

P (A−BDB′) + (A′ −BD′B′)P ≤ −I(33)

for all m×m matrices D so that D +D′ ≥ cI and ‖D‖ ≤ d.

Proof. Since (A,B) is controllable, the same is true for (A, rB) for any r > 0; thus A− rBB′ is

Hurwitz for any r > 0. Pick P1 > 0 so that P1(A− cBB′) + (A′ − cBB′)P1 = −2I. We will choose P

of the form P1 + βI for a suitable β. Note that

2x′P1(A−BDB′)x = −2‖x‖2 + 2x′P1B(cI −D)B′x,

where the last term has norm bounded above by C‖x‖‖B′x‖ for some constant C which depends on

c and d. On the other hand,

2βx′(A−BDB′)x = −2βx′BDB′x ≤ −cβ‖B′x‖2 .
14



So 2x′P (A − BDB′)x ≤ −2‖x‖2 + C‖x‖‖B′x‖ − βc‖B′x‖2 and picking β large enough guarantees

that this quadratic form is always less than −‖x‖2.

Corollary 1. Let A and B be as in Lemma 3.2. Let c, d > 0 and Ā(t) = A− BD(t)B′, where

D(t) is any measurable m × m matrix such that D(t) + D′(t) ≥ cI for almost all t in [0,∞) and

sup{‖D(t)‖ : t ∈ [0,∞)} ≤ d. Then for each 1 < p <∞, there exist a differentiable function Vp and

positive real numbers ap, bp and cp such that

(P0) Vp, ap, bp, cp depend only on A,B, c, d;

and for all x ∈ IRn, t ∈ [0,∞),

(P1) ap‖x‖p ≤ Vp(x) ≤ bp‖x‖p;

(P2) ‖DVp(x)‖ ≤ cp‖x‖p−1;

(P3) DVp(x)Ā(t)x ≤ −‖x‖p.

Moreover, we may choose Vp so that

(P4) lim supp→1+ cp = c1 <∞, and the limit V1(x) := limp→1+ Vp(x) exists for all x ∈ IRn.

Proof. Proof: Just take Vp(x) = αp(x
′Px)p/2, where αp > 0 is a proper constant and P is chosen

as in Lemma 3.2.

As a direct application of Corollary 1, we get

Corollary 2. Let A be an n× n skew-symmetric matrix and B an n×m matrix. Assume that

A−BB′ is Hurwitz. Let D(t) be a measurable m×m matrix with bounded entries. Assume also that

there exists a constant a > 0 such that D(t)+D′(t) ≥ aI for almost all t in [0,∞). Then the following

initialized system

(Σ̃) ẋ = Ā(t)x+ u ,

x(0) = 0,

where u ∈ Lp([0,∞), IRn) and Ā(t) := A − BD(t)B′, is Lp-stable for 1 ≤ p ≤ ∞, and the Lp-gain

depends only on p, a, A, B, and M = sup{‖D(t)‖ : t ∈ [0,∞)}.
Proof. Let Vp be a function satisfying Conditions (P0)—(P3) in Corollary 1 with respect to Ā.

Along the trajectories of (Σ̃), we have

V̇p(x(t)) ≤ −‖x(t)‖p + cp‖x(t)‖p−1‖u(t)‖ ,

for some cp > 0. The conclusion follows after applying Hölder’s inequality.

4. Comparison with Linear Gains. From the proof of Lemma 3.1, we can also obtain explicit

bounds for the Lp-gain for (11). For simplicity, we deal only with the case when θ ≡ 0 and we will

assume that each component σi of σ satisfies a stronger estimate:

∀t ∈ IR, |σi(t)− ait| ≤ Ktσi(t),

where ai > 0 are some constants. Of course this implies that (dσi(t)/dt) |t=0 = ai. Specifically, we

will compare these bounds with the Lp-gain of the system that is obtained by linearizing (11):

ẋ = Ãx−BDu ,
x(0) = 0 ,

(34)

where Ã = A − BDB′ with D = diag(a1, · · · , am). (Note that Ã is Hurwitz.) For the cases p = 1, 2

we have the following:

Corollary 3. Let A,B be as in Lemma 3.1 and σ as above. Let G1 and G2 be respectively the

L1 and L2-gains of the system

ẋ = Ax−Bσ(B′x+ u) ,

x(0) = 0 .
(35)

Let γ1, γ2 be respectively the L1 and L2-gains of (34) and let d = min{a1, . . . , am}. Then we have
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1. G1 ≤ (K
2

d
+ 1)γ1,

2. G2 ≤ 2
√
n
d

(K2 +K)γ2.

(In the literature, γ2 is called the “H∞-norm” of (34) and is usually denoted by ‖W‖∞, where W (s)

is the transfer matrix for system (34).)

Proof. For each u ∈ Lp([0,∞), IRm), let x be the solution of (35) corresponding to u. Let

x̃ = B′x+ u.

For the case p = 1, consider the derivative of V = ‖x‖2/2 along the trajectories of (35). We get

V̇ (x) = −x̃′σ(x̃) + u′σ(x̃)

≤ −x̃′σ(x̃) +K‖u‖ .

Integrating the above inequality from 0 to ∞, we obtain∫ ∞
0

x̃′(s)σ (x̃(s)) ds ≤ K‖u‖L1 .(36)

Let

v(t) = −x̃(t) +D−1σ (x̃(t)) + u(t).

Then, we have ∫ ∞
0

‖v(s)‖ds ≤
∫ ∞

0

{
‖D−1‖ ‖Dx̃(s)− σ (x̃(s)) ‖+ ‖u(s)‖

}
ds

≤
∫ ∞

0

{
K

d
x̃′(s)σ (x̃(s)) + ‖u(s)‖

}
ds

≤
(
K2

d
+ 1

)
‖u‖L1 .

Now (35) can be written as

ẋ = Ãx−BDv(t) ,

x(0) = 0 .

By the definition of γ1 we have ‖x‖L1 ≤ γ1‖v‖L1 ≤ (K
2

d
+ 1)γ1‖u‖L1 . Therefore

G1 ≤
(
K2

d
+ 1

)
γ1,

and Conclusion 1 is then proved.

Now we show Conclusion 2. Since Ã is Hurwitz, we take

V2(x) =
c‖x‖3

3
+ x′Px

with c = 2K‖PB‖ and P is the positive definite symmetric matrix satisfying

Ã′P + PÃ = −I .(37)

Then, rewriting (35) as

ẋ = Ãx+B (Dx̃− σ(x̃)−Du)
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and similar to the proof of Lemma 3.1, we have

V̇2(x) = −c‖x‖x̃′σ(x̃) + c‖x‖u′σ(x̃)

−‖x‖2 + 2x′PB (Dx̃− σ(x̃)−Du)

≤ −‖x‖2 + 2(‖D‖+K2) ‖PB‖ ‖x‖ ‖u‖ .

From this we can get

G2 ≤ 2(‖D‖+K2)‖PB‖ ≤ 2(K2 +K)‖PB‖ .(38)

Next we want to compare ‖PB‖ with γ2. First, let us compare ‖PBD1/2‖ with γ̂2, where γ̂2 is the

L2-gain of

ẋ = Ãx+BD1/2u ,

x(0) = 0 .
(39)

Notice that γ̂2 ≤ ‖D−1/2‖γ2. We now consider the Hankel norm ‖W‖hankel for system (39). Note

that the matrix P is the observability Gramian for (39) (the output is just the state in our case). The

controllability Gramian for system (39) is defined to be the symmetric matrix Q ≥ 0 that satisfies

ÃQ+QÃ′ +BDB′ = 0 .(40)

We know that the Hankel norm for (39) is equal to

‖W‖hankel = (λmax(PQ))
1
2 ,(41)

where λmax(·) denotes the largest eigenvalue, cf. [1]. We also know that the H∞-norm γ̂2 for (39) is

related to the Hankel norm by the following inequalities:

γ̂2 ≤ (2n+ 1)‖W‖hankel ≤ (2n+ 1)γ̂2 .(42)

Now in our case, since Ã = A−BDB′ and Ã′ = −A−BDB′, the controllability Gramian Q is equal

to 1
2
I. Therefore the Hankel norm for (39) is just

‖W‖hankel = (λmax(P/2))
1
2 .

Since P satisfies

(A′ −BDB′)P + P (A−BDB′) + I = PA−AP −BDB′P − PBDB′ + I = 0 ,

multiplying both sides by P on the right, we get

PAP −APP −BDB′PP − PBDB′P + P = 0 .(43)

Now taking trace to both sides of (43), we get that

‖PBD1/2‖2F = Tr(P/2) .

On the other hand we know that Tr(P/2) is equal to the sum of all the eigenvalues of P/2. Therefore

Tr(P/2) ≤ nλmax(P/2). Finally we get ‖PB‖ ≤ ‖D−1/2‖ ‖PBD1/2‖ ≤ √n‖D−1/2‖λ
1
2
max(P/2) ≤

√
n‖D−1/2‖γ̂2 ≤

√
n‖D−1‖γ2. Thus

G2 ≤ 2

√
n

d
(K2 +K)γ2 ,

and this completes the proof.

Remark 6. The dimension of the state space does not appear in the bound of the estimate in

Conclusion 1 of Corollary 3. We suspect also that the estimate for G2 should be independent of the

dimension of the state space.
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5. Nonzero Initial States. We now turn to nonzero initial states. We start with an easy

observation.

Remark 7. Consider systems as in Theorem 2, but without controls, that is, any system (S)

given by ẋ = Ax+ Bσ(Fx), where A,B, σ are as in Theorem 2 and F is chosen as in its proof. It is

well-known that the origin is globally asymptotically stable, assuming for instance controllability of

the matrix pair (A,B). It is interesting to see that this fact also can be shown as a consequence of our

arguments. From the proof of Theorem 2, it is enough to show that the system (Ŝ) ẋ = Ax−Bσ(B′x),

with A skew-symmetric and (A,B) controllable, is globally asymptotically stable with respect to

the origin. But this follows trivially from (28), since we have along the trajectories of (Ŝ) that

dV2(x(t))/dt ≤ −‖x(t)‖2. Thus V2 is a strict Lyapunov function for this system without controls.

The previous remark suggests the study of relationships between Lp-stability and global asymp-

totic stability of the origin. We prove below that, even for nonlinear feedback laws, Lp-stability for

finite p implies asymptotic stability.

5.1. Relations Between State-Space Stability and Lp-Stability. We consider initialized

control systems of the type (1). If this system is Lp-stable for some p ∈ [1,∞) and if, in addition,

f satisfies some growth or regularity assumptions, we are able to draw conclusions regarding the

asymptotic behavior of the solutions of

ẋ = f(x, 0).(44)

We next define the various alternative properties of f under which we will be able obtain several such

conclusions:

(H1,p) : there exist α ∈ [0, p], δ > 0, K1,K2 ≥ 0, such that for all x ∈ IRn with ‖x‖ < δ and for all

u ∈ IRm we have:

‖f(x, u)‖ ≤ K1(‖x‖+ ‖u‖) +K2(‖x‖α + ‖u‖α);

(H2,p) : there exist α ∈ [0, p], K1,K2 ≥ 0, such that for all (x, u) ∈ IRn × IRm we have:

‖f(x, u)‖ ≤ K1(‖x‖+ ‖u‖) +K2(‖x‖α + ‖u‖α);

(H3) : the function f is differentiable at (0, 0) with A
def
= Dxf(0, 0) and B

def
= Duf(0, 0).

Then we have the following lemma:

Lemma 5.1. Let f : IRn × IRm → IRn be a locally Lipschitz function. Assume that the system

ẋ = f(x, u), x(0) = 0(45)

is Lp-stable for some p ∈ [1,∞) with Lp-gain Gp. For each u ∈ Lp([0,∞), IRm), let xu denote the

corresponding solution of (45). We have:

1) if f satisfies (H1,p), then, for each u, limt→∞ xu(t) = 0;

2) if f satisfies (H2,p), then there exists a constant C > 0 so that, for each u,

‖xu‖L∞ ≤ C max
(
‖u‖Lp , ‖u‖Lp

p
p+1−α

)
;(46)

3) if f satisfies (H3), then the linearized system

ẋ = Ax+Bu, x(0) = 0

is Lp-stable with Lp-gain γp ≤ Gp (so, in this case, if (A,B) is controllable, then A must be

Hurwitz and the system (44) is locally exponentially stable).
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Note that if system (45) is Lp-stable, then f(0, 0) = 0.

Proof. In the sequel we write xu simply as x, when the control is clear from the context.

1) Assume that the conclusion is not true for some u ∈ Lp([0,∞), IRm). Then there exists δ1 > 0

so that lim supt→∞ ‖x(t)‖ ≥ 2δ1. Without loss of generality, we may assume that δ1 ≤ min(1, δ).

Take ε > 0 and fix a time T0 > 0 so that

‖u‖Lp[T0,∞) ≤ ε, ‖x‖Lp[T0,∞) ≤ ε.

Since lim inft→∞ x(t) = 0, there exist T1, T2 > T0 such that

(a) δ1
2
≤ ‖x(t)‖ ≤ δ1 for t ∈ [T1, T2];

(b) ‖x(T2)− x(T1)‖ ≥ δ1
2

.

Then using (H1,p) and applying Hölder’s inequality, we obtain

δ1
2
≤ ‖x(T2)− x(T1)‖ ≤

∫ T2

T1

‖f(x(s), u(s))‖ds

≤ 2K1ε(T2 − T1)
p−1
p + 2K2ε

α(T2 − T1)
p−α
p ,(47)

(T2 − T1)(
δ1
2

)p ≤
∫ T2

T1

‖x(t)‖pdt ≤ εp.(48)

Using (47) and (48), we get

δ1
2
≤ 2

(
K1

( δ1
2

)p−1
+

K2

( δ1
2

)p−α

)
εp.

Since ε is arbitrary, we obtain a contradiction.

2) For each T > 0, let βT = supt∈[0,T ] ‖x(t)‖ and fix an interval [T1, T2] in [0, T ] such that

(a) βT
2
≤ ‖x(t)‖ ≤ βT for t ∈ [T1, T2];

(b) ‖x(T2)− x(T1)‖ = βT
2

.

Since (H2,p) holds, we obtain, using the LP -stability of (45) and Hölder’s inequality, that

βT
2
≤ C1(T2 − T1)

p−1
p ‖u‖Lp + C2(T2 − T1)

p−α
p ‖u‖αLp(49)

for appropriate constants C1, C2 and

(T2 − T1)(
βT
2

)p ≤ C3‖u‖pLp(50)

for some constant C3 > 0. From (49) and (50) we can easily conclude

βT ≤ C max
(
‖u‖Lp , ‖u‖

p
p+1−α
Lp

)
,(51)

where C > 0 is a constant independent of T . Since T is arbitrary, (46) holds.

3) For each control u and ε 6= 0, let xε be the trajectory of (45) corresponding to εu. Then it is

easy to see that zε(t)
def
= xε(t)

ε
converges, for each t as ε→ 0, to the solution z(t) of

ż = Az +Bu, z(0) = 0.

We have ‖zε‖Lp ≤ Gp‖u‖Lp . From this we can prove that ‖z‖Lp ≤ Gp‖u‖Lp , which implies that

γp ≤ Gp, cf. also [18].

Remark 8. One can notice that the finiteness of Gp was not used in the proof of 1). Only the

fact that inputs in Lp produce state trajectories in Lp is used.
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If we assume reachability conditions on (45), together with Lp-stability of the system for some

p ∈ [1,∞) and a hypothesis as in Lemma 5.1, we can obtain information on the asymptotic stability

of system (45). We will focus on a special class of systems described by (45) and our results are

contained in the next lemma.

Lemma 5.2. Let A be an n × n matrix, B an n ×m matrix, σ an IRm-valued S-function and

f a locally Lipschitz function from IRn to IRm. We assume that (A,B) is controllable. Consider the

system of differential equations

ẋ = Ax+Bσ(f(x))(52)

and the control system

ẋ = Ax+Bσ(f(x) + u) ,

x(0) = 0 .
(53)

We have the following conclusions:

(i) if system (53) is Lp-stable for some p ∈ [1,∞), then system (52) is locally asymptotically stable

with respect to the origin;

(ii) if the reachable set from 0 of (53) is equal to IRn and if system (53) is Lp-stable for some

p ∈ [1,∞), then system (52) is globally asymptotically stable with respect to the origin.

Proof. We first show (i). Note that the system (53) satisfies (H2,p) (with α = 0). Fix a

u ∈ Lp([0,∞), IRm). Let xu be the solution of (53) corresponding to u. From Lemma 5.1 we know

that xu(t)→ 0 as t→∞.

To prove stability, we need some elementary reachability results for linear systems. By our

assumption we know that the system

ẋ = Ax+Bu(54)

is controllable. Any point x0 ∈ IRn can be reached from 0 by trajectories of (54) at time 1. Moreover

we can choose a ux0 on [0, 1] that steers 0 to x0 and satisfies ‖ux0‖L∞[0,1] ≤ C‖x0‖, where C > 0 is

a constant depending on A,B (cf. e.g. [13]). By a measurable selection it is also true that there is a

measurable control v that steers 0 to x0 for the system (S) ẋ = Ax+Bσ(v), provided that x0 is small

enough. Moreover ‖v‖L∞[0,1] can be made small if ‖x0‖ is small. So if we let u = v(t)−f(x(t)) on [0, 1],

where x is the solution of (S), then u steers 0 to x0 for (S) at time 1. Let U be an open neighborhood

of 0. For each δ > 0, let θ(δ) > 0 be small enough such that, for each x0 with ‖x0‖ ≤ θ(δ), there

exists a ux0 that steers 0 to x0 for (53) with ‖ux0‖Lp[0,1] < δ. If x is the solution of (52) starting at

x0, and if we let u(t) = ux0(t) on [0, 1] and u(t) = 0 on (1,∞), then the solution xu of (53) satisfies

xu(t) = x(t − 1) on [1,∞). By (46) we can take a δ > 0 small enough such that for any x0 with

‖x0‖ ≤ θ(δ), the solution x of (52) starting at x0 stays in U . So system (52) is locally stable.

We next show (ii). Local stability follows as in (i). To prove global attraction, note that the

reachability assumption implies that any trajectory x of (52) can be seen as a part of a trajectory of

(53) corresponding to a control in Lp. Now Lemma 5.1 provides that x(t)→ 0.

5.2. Dissipation Inequality and Input to State Stability. Next we give a slightly different

proof of Theorem 2, which results in a weaker statement (we now allow ε to depend on p) but which is

somewhat simpler. Moreover, it results in a simple dissipation-type inequality, from which conclusions

about nonzero initial states will be evident. We will only sketch the steps, as they parallel to those in

the previous proofs.

Assume that A is skew-symmetric and A−BB′ is Hurwitz. Fix a 1 ≤ p <∞ first. Let τ, a, b,K,

V0,p, V1,p be as in the proof of Lemma 3.1. Let

λp = K‖B‖cp ,
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εp =
1

2Kλp
.

Consider the system

ẋ = Ax−Bσ(B′x+ u) + εpθ(v)(55)

where the initial states are now arbitrary. Write x̃(t) = B′x(t) + u(t).

Along the trajectories of (55), we have

V̇0,p(x(t)) = −‖x(t)‖p−1x̃′(t)σ (x̃(t))

+‖x(t)‖p−1
(
εpx
′(t)θ (v(t)) + u′(t)σ (x̃(t))

)
≤ −‖x(t)‖p−1x̃′(t)σ (x̃(t))

+K‖x(t)‖p−1‖u(t)‖+Kεp‖x(t)‖p.(56)

(Compare this with (22).) Similar to (25) we can get (for p > 1)

V̇1,p(x(t)) ≤ −‖x(t)‖p +Kcp‖B‖ ‖x(t)‖p−1x̃′(t)σ (x̃(t))

+cpK‖x(t)‖p−1 (‖B‖ ‖u(t)‖+ εp‖v(t)‖) .(57)

Again letting Vp(x) = λpV0,p(x) + V1,p(x), we obtain

V̇p(x(t)) ≤ −(1−Kλpεp)‖x(t)‖p + ‖x(t)‖p−1 ((K + 1)λp‖u(t)‖+ cpKεp‖v(t)‖)

= −1

2
‖x(t)‖p + ‖x(t)‖p−1 ((K + 1)λp‖u(t)‖+ cpKεp‖v(t)‖) .

Let

κp = max{(K + 1)λp, cpKεp} .

Thus, for p > 1,

V̇p(x(t)) ≤ −1

2
‖x(t)‖p + κp‖x(t)‖p−1(‖u(t)‖+ ‖v(t)‖) .(58)

Arguing as in the proof of Lemma 3.1, this provides Lp-stability provided that x(0) = 0. But we also

note in this case that it is possible to rewrite (58) in a “dissipation inequality” form, as follows. First,

by Young’s inequality, we have for any α, µ, ν > 0 and p > 1,

µp−1ν ≤ p− 1

p
α

p
p−1 µp +

νp

pαp
.

Let

αp =

[
p

4(p− 1)κp

] p−1
p

.

Then (58) can be written as

V̇p(x(t)) ≤ −1

4
‖x(t)‖p +

κp
pαpp

(‖u(t)‖+ ‖v(t)‖)p .
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So if we let Ṽp = 4Vp, rp =
4κp
pα
p
p

, we finally conclude, along all solutions of (55):

˙̃V p(x(t)) ≤ −‖x(t)‖p + rp(‖u(t)‖+ ‖v(t)‖)p .(59)

This is sometimes called a dissipation inequality ; see [7].

Take in particular p = 2 and write V = Ṽ2. The estimate (59) shows that V (x(t)) must decrease

if ‖x(t)‖ is larger than
√
r2 times the input magnitude. Thus, irrespective of the initial state, the state

trajectory is ultimately bounded, assuming that the inputs u and v are bounded, and this asymptotic

bound depends on an asymptotic bound on u and v. One way to summarize this conclusion is by

means of the estimate

‖x(t)‖ ≤ β(‖x(0)‖, t) + γ
(
‖(u, v)‖L∞[0,t]

)
(60)

valid for all x(0), all t ≥ 0, and all essentially bounded u, v, where γ is a function of class K and β

is a class-KL function (that is, β : IR≥0 × IR≥0 → IR≥0 is so that for each fixed t ≥ 0, β(·, t) is a

class-K function, and for each fixed s ≥ 0, β(s, ·) is decreasing to zero as t→∞). This is the notion of

ISS-stability discussed in e.g. [11, 10, 17, 15]; Equation (60) is a consequence of (59), which says that

V is a Lyapunov-ISS function. In fact, in our case one can say more about the function γ, namely: it

can be taken to be linear . Indeed, from the proof (p. 441) in [11] one can take any γ ≥ α−1
1 ◦α2 ◦α4,

where α4(l) =
√
r2l and where the αi’s are class-K functions so that

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖)

for all x ∈ IRn. Here we can choose α2 = cα1, for some c > 1, where α1 is of the form α(l) = a1l
2+a2l

3,

and is thus a convex function. Since for any increasing convex function α and c > 1, and any d > 0,

α−1(cα(dl)) ≤ cdl for all l, this gives a linear γ as claimed.

6. More General Input Nonlinearities. Now we consider a broader class of input nonlin-

earities, allowing unbounded functions as well. The main result will be extended to this case.

Definition 4. We call Σ : IR → IR an S̃-function if it can be written as Σ(t) = αtg(t) + σ(t),

where

• α ≥ 0 is a constant;

• g : IR→ [a, b] is measurable and a, b are strictly positive real numbers; and

• σ : IR→ IR is an S-function.

We say that Σ = (Σ1, . . . ,Σm)′ is an IRm-valued S̃-function if each Σi is an S̃-function. As before if

ξ = (ξ1, . . . , ξm)′ ∈ IRm, then Σ(ξ) = (Σ1(ξ1), . . . ,Σm(ξm))′.

With this definition we have the following generalization of Theorem 1.

Theorem 4. Let A,B be n× n, n×m matrices respectively and Σ be an IRm-valued S̃-function.

Assume that A is neutrally stable. Then there exists an m× n matrix F such that the system

ẋ = Ax+BΣ(Fx+ u) ,

x(0) = 0 ,
(61)

is Lp-stable for all 1 ≤ p ≤ ∞.

Proof. As in the proof of Theorem 2, we can assume without loss of generality that A is skew-

symmetric and (A,B) is controllable.

Assume that Σ = (Σ1, . . . ,Σm)′ with Σi(t) = αitgi(t) + σi(t). Let σ = (σ1, . . . , σm)′ and

G = diag(α1g1, . . . , αmgm) with G(ξ) = diag(α1g1(ξ1), . . . , αmgm(ξm)) for ξ ∈ IRm. Then Σ(ξ) =

G(ξ)ξ + σ(ξ).
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The αi’s split into two sets, Λ1 = {αi, αi > 0} and Λ2 = {αi, αi = 0}. We can assume without

loss of generality that

Λ1 = {α1, . . . , αr} and Λ2 = {αr+1, . . . , αm}, r ≤ m.

Therefore system (61) becomes

ẋ = Ax+B



α1g1

. . . O O

O
.. .

αrgr

O O


(Fx+ u) +Bσ(Fx+ u).

Write B = (B1, B2), F =

(
F1

F2

)
, u =

(
u1

u2

)
, σ =

(
σ1

σ2

)
, and let G1 = diag(α1g1, . . . , αrgr)

with G1(ξ) = diag(α1g1(ξ1), . . . , αrgr(ξr)) for ξ ∈ IRr. The sizes of the matrices B1, B2, F1, F2 are

respectively, n× r, n× (m− r), r× n, (m− r)× n. As for u1, u2, they are respectively elements of IRr

and IRm−r. The S-functions σ1, σ2 are respectively IRr and IRm−r-valued. We rewrite (61) as

ẋ = Ax + B1G1(F1x+ u1)(F1x+ u1)

+ B1σ
1(F1x+ u1) +B2σ

2(F2x+ u2),

x(0) = 0.

(62)

Let R(A,B1) : IRrn → IRn be the reachability matrix of (A,B1). (Here and below we will identify

matrices with the corresponding linear maps.)

Let D = ImR(A ,B1) and H = D⊥. We have D ⊕H = IRn. Clearly the subspace D is invariant

under A and Im(B1) ⊆ D. Since A is skew-symmetric, the subspace H is also invariant under A. So

there exists an orthogonal n× n matrix U such that

UAU ′ =

(
A1 O

O A2

)
(63)

where A1 and A2 are skew-symmetric and are restrictions of A to G and H respectively. So, up to

an orthonormal change of basis, we can assume that A is already of the form (63). According to this

decomposition, D = Im R(A,B1). Let s = dimD = rank R(A,B1). Consider now

x =

(
x1

x2

)
, B1 =

(
B11

B12

)
, B2 =

(
B21

B22

)
,

F1 = (F11, F12), and F2 = (F21, F22).

Here, x1 ∈ IRs , x2 ∈ IRn−s and the sizes of B11, B12, B21, B22 and F11, F12, F21, F22 are respectively

s× r, (n− s)× r, s× (m− r), (n− s)× (m− r) and r × s, r × (n− s), (m− r)× s, (m− r)× (n− s).
Since ImB1 ⊂ D, we have B12 = 0. Now system (62) becomes

ẋ1 = A1x1 + B11G1(F11x1 + F12x2 + u1)(F11x1 + F12x2 + u1)

+ B11σ
1(F11x1 + F12x2 + u1) +B21σ

2(F21x1 + F22x2 + u2),

ẋ2 = A2x2 + B22σ
2(F21x1 + F22x2 + u2) .

Choose now F12 = F21 = 0, F11 = −B′11, and F22 = −B′22. We obtain

ẋ1 =
(
A1 −B11G1(−B′11x1 + u1)B′11

)
x1 +B11G1(−B′11x1 + u1)u1

+B11σ
1(−B′11x1 + u1) +B21σ

2(−B′22x2 + u2),

ẋ2 = A2x2 +B22σ
2(−B′22x2 + u2).

23



In the above system, replacing σ(·) by −σ(−·) (still denoted by σ), the system becomes

ẋ1 =
(
A1 −B11G1(−B′11x1 + u1)B′11

)
x1 +B11G1(−B′11x1 + u1)u1

−B11σ
1(B′11x1 − u1)−B21σ

2(B′22x2 − u2),

ẋ2 = A2x2 −B22σ
2(B′22x2 − u2).

Since (A,B) is controllable, (A2, B22) is also controllable. It follows from Theorem 2 that the x2-

subsystem is Lp-stable for all 1 ≤ p ≤ ∞. So there exists C1
p > 0 such that ‖x2‖Lp ≤ C1

p‖u2‖Lp .

For i = 1, . . . , r, let di(t) = σ1
i (t)/t if t 6= 0 and di(t) = 0 if t = 0. Let G̃1(ξ) =

diag(d1(ξ1), . . . , dr(ξr)). Then we can rewrite the x1-subsystem as

ẋ1 =
[
A1 −B11

(
G1(−B′11x1 + u1) + G̃1(B′11x1 − u1)

)
B′11

]
x1 + v,

where

v = B11G1(−B′11x1 + u1)u1 +B11G̃1(B′11x1 − u1)u1 −B21σ
2(B′22x2 − u2).

We have

‖v‖ ≤ C(‖u1‖+ ‖x2‖+ ‖u2‖)

for some C > 0.

If we let D̃(t) = G1(−B′11x1(t) + u1(t)) + G̃1(B′11x1(t)− u1(t)), then the above equation can be

written as

ẋ1(t) =
(
A1 −B11D̃(t)B′11

)
x1(t) + v(t) .

By definition of an S-function and an S̃-function, there exist two real numbers δ1 and δ2 such that

0 < δ1 ≤ δ2 and if we write D̃(t) =diag(d̃1(t), · · · , d̃r(t)), then

δ1 ≤ d̃i(t) ≤ δ2

for i = 1, · · · , r. Since (A,B) is controllable, (A1, B11) is controllable too. Then it follows from

Corollary 2 that

‖x1‖Lp ≤ C̄2
p‖v‖Lp ,

for some C̄2
p > 0 depending on A1, B11, δ1, δ2 and p. But we know that

‖v‖Lp ≤ C(‖u1‖Lp + ‖u2‖Lp + ‖x2‖Lp) ≤ C‖u1‖Lp + C(1 + C1
p)‖u2‖Lp .

Therefore we have ‖x1‖Lp ≤ C2
p‖u‖Lp for some constant C2

p > 0.

7. Counterexample: The nth Order Scalar Integrator. The next result is a negative one,

and it concerns systems such as those in equation (2), except that the matrix A is not neutrally stable

but instead is assumed to have a non-simple Jordan block for the zero eigenvalue. In that case, we

show that for any possible F which stabilizes the corresponding linear control system

ẋ = Ax+B(Fx+ u) ,

x(0) = 0 ,

the resulting system (Σu) is not in general Lp-stable for any 1 ≤ p ≤ ∞. We first consider the simplest

case, namely the double integrator. The proof is of interest because the origin of the corresponding
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system without inputs (but with the saturation) is globally asymptotically stable. Thus the result is

quite surprising. In the end we discuss the n-integrator for n ≥ 3.

Proposition 1. Let 1 ≤ p ≤ ∞. Consider the following 2-dimensional initialized control system

(Sa,b) ẋ = y ,

ẏ = −σ(ax+ by + u) ,

x(0) = y(0) = 0 ,

where a, b > 0, σ is a scalar S-function and inputs u belong to Lp([0,∞), IR). Then (Sa,b) is not

Lp-stable.

Proof. Up to a reparametrization of the time and a linear change of variables, it is enough to

show that the initialized control system

ẋ = y ,

ẏ = −λσ(x+ y + u) ,

x(0) = y(0) = 0 ,

where λ > 0, is not Lp-stable. Now replacing λσ by σ (note λσ is still an S-function) we may assume

that λ = 1. Therefore all needed is to show that the system

(S) ẋ = y ,

ẏ = −σ(x+ y + u) ,

x(0) = y(0) = 0

is not Lp-stable. The proof is quite technical, but the idea is not difficult to understand. It is based

on the fact that the feedback u = −y makes the system (S) have periodic trajectories, with a control

u whose norm is proportional to that of the y coordinate. But the x coordinate is the integral of y,

so the ratio between the p-norms of x and u can be made to be large for p < ∞. (For p = ∞, one

modifies the argument to reach states of large magnitude.)

Let us first fix a p in [1,∞). Assume that (S) is Lp-stable. Then the following holds: There

exists Cp > 0 so that, if u ∈ Lp([0,∞), IR), then

‖y2
u‖Lp ≤ Cp ‖u‖Lp ,(64)

where yu is the second coordinate of (xu, yu), the solution of (S) associated to u.

To see this, let q = 2(p− 1) ≥ 0 and

Vq(x, y) = −xy|y|
q

q + 1
.

Then along the trajectory (xu, yu) of (S) we have

V̇q = − 1

q + 1
|yu|q+2 + xuσ(xu + yu + u)|yu|q.

Therefore,

V̇q +
1

q + 1
|yu|q+2 ≤ K|xu||yu|q ,(65)

where K is an S-bound for σ. From Lemma 5.1 we know that limt→∞(xu, yu) = (0, 0). Integrating

(65) from 0 to t and letting t→∞, we end up with

1

q + 1

∫ ∞
0

|yu|q+2 ≤ K
∫ ∞

0

|xu||yu|q.
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Therefore if p = 1 we get that ‖y2
u‖L1 ≤ K‖x‖L1 . If p > 1, applying Hölder’s inequality, we get

1

q + 1

∫ ∞
0

|yu|2p ≤ K‖xu‖Lp
(∫ ∞

0

|yu|
qp
p−1

) p−1
p

.

But q p
p−1

= 2(p− 1) p
p−1

= 2p. Therefore

‖y2
u‖Lp ≤ (2p− 1)K‖xu‖Lp .(66)

Since (S) is Lp-stable, ‖xu‖Lp ≤ Gp‖u‖Lp , where Gp is the Lp-gain of (S). So (64) indeed holds.

Now we will construct trajectories of (S) which contradict (64).

We consider the level sets of the following Lyapunov function:

V (x, y) = y2 +G(x),

where G(x) = 2
∫ x

0
σ(s)ds.

Let ρ1 = 2 inf |t|≥1 |σ(t)| > 0 and define H : IR→ IR by

H(x) =

{
0 if |x| ≤ 1,

ρ1 (|x| − 1) if |x| > 1 .

We have

y2 +H(x) ≤ V (x, y) ≤ y2 + 2K|x|.(67)

Note that along trajectories of

(Ŝ) ẋ = y ,

ẏ = −σ(x),

V is constant.

Let us fix a constant V0 ≥ max{1, 2K} and let x− < 0 and x+ > 0 be such that G(x+) =

G(x−) = V0. Since (S) is controllable, there exist a T1 > 0 and a u0 in Lp([0, T1], IR) such that

(xu0(T1), yu0(T1)) = (0,
√
V0). We can also assume that u0(t) = 0 for t > T1. For t ≥ 0, consider

(x̄0(t), ȳ0(t)), the solution of (Ŝ) with (x̄0(0), ȳ0(0)) = (0,
√
V0). Note that V (x̄0(t), ȳ0(t)) ≡ V0.

Clearly this trajectory is periodic, since it lies in the closed curve V (x) ≡ V0 and there are no

equilibria there. Assume that the period is T .

Consider the sequence {un}∞n=1 of inputs defined as follows,

un(t) =


u0(t) on [0, T1],

−ȳ0(t− T1) on (T1, T1 + nT ],

0 on (T1 + nT,∞) .

Then if (xn, yn) denotes the solution of (S) associated to un, we have for t ∈ [T1, T1 + nT ],

(xn(t), yn(t)) = (x̄0(t− T1), ȳ0(t− T1)) .

In this case (note that yn(t) = yu0(t) for t ∈ [0, T1] and yn(t) = yu0(t− nT ) for t ∈ [T1 + nT,∞))∫ ∞
0

|un(s)|p ds =

∫ T1

0

|u0(s)|p ds + n

∫ T

0

|ȳ0(s)|p ds,∫ ∞
0

|y2
n(s)|p ds =

∫ ∞
0

|y2
u0(s)|p ds + n

∫ T

0

|ȳ2
0(s)|p ds .
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We conclude that

lim
n→∞

‖y2
n‖Lp

‖un‖Lp
=

(∫ T
0
|ȳ2

0(s)|pds
) 1
p

(∫ T
0
|ȳ0(s)|pds

) 1
p

def
= Lp,V0 .

According to (64), this quotient should be bounded independently of the choice of V0. We next derive

a contradiction by showing that this is not so.

Notice that for any r ≥ 1, since ˙̄x0(t) = ȳ0(t), we have∫ T

0

|ȳ0(s)|rds =

∫ T

0

|ȳ0(s)|r−1| ˙̄x0(s)|ds.

Since V (x, y) = V (x,−y), we have∫ T

0

|ȳ0(s)|rds =

∫ T

0

|ȳ0(s)|r−1| ˙̄x0(s)|ds = 2

∫ x+

x−
|ȳ(x)|r−1dx ,(68)

where |ȳ(x)| =
√
V0 −G(x) for x between x− and x+. (Note that the curve V (x) = V0 can be written

as the union of the graphs of the functions y(x) = ±
√
V0 −G(x). Thus we can reparameterize the

orbit in each of these two parts in terms of the variable x.)

Considering (67), we have V0/(2K) ≤ |x−|, x+ ≤ V0/ρ1 + 1. Then it follows from (68) that∫ T
0
|ȳ0(s)|pds ≤ 2V

p−1
2

0 (x+ − x−) ≤ 4V
p−1

2
0

(
V0
ρ1

+ 1
)
≤ C1V

p+1
2

0 ,∫ T
0
|ȳ2

0(s)|pds ≥ 4
∫ V0/(2K)

0
(V0 − 2Kx)p−

1
2 dx ≥ C2V

p+ 1
2

0 ,

where C1, C2 > 0 are some constants. Finally, we get Lp,V0 ≥ CV
1/2
0 for some C > 0. But according

to (64), Lp,V0 ≤ Cp. Therefore, for V0 large enough we get a contradiction. So (S) cannot be Lp-stable

for 1 ≤ p <∞.

There remains to establish the special case p = ∞. We use again the level sets of V . Let u0 on

[0, T0] for some T0 > 0 be an input such that (xu0(T0), yu0(T0)) = (0,
√
V0), for some V0 > 0 that will

be fixed below.

From (0,
√
V0), follow the trajectory of

(I) ẋ = y,

ẏ = ρ2,

on [T0, T0 +1], where ρ2 = −σ(−1) > 0. The trajectory (x, y) of (I), hence, reaches (
√
V0 +ρ2/2,

√
V0 +

ρ2). Let

V1 = (
√
V0 + ρ2)2 +G(

√
V0 + ρ2/2) ≥ V0 + 2ρ2

√
V0.

Note that also V1 ≤ V0 + C(
√
V0 + 1) for some C > 0. Furthermore, the trajectory of (I) can be

viewed as a trajectory of (S) with u1(t) = −1− x(t)− y(t) for T0 < t ≤ T0 + 1. Let

u1 = −u1(T0 + 1) = 1 +
√
V0 + ρ2/2 +

√
V0 + ρ2 = 2

√
V0 + 3/2ρ2 + 1.

Then, for T0 + 1 < t ≤ T1, follow the trajectory (x̄, ȳ) of (Ŝ) from (
√
V0 + ρ2/2,

√
V0 + ρ2) until the

resulting trajectory reaches (0,
√
V1) at t = T1. This trajectory can also be considered as a trajectory

of (S) with u1(t) = −ȳ(t) on (T0 + 1, T1]. Note that |u1(t)| ≤
√
V1 for T0 + 1 < t ≤ T1. Fix V0 such

that
√
V1 ≤ u1 ≤ 3

√
V0. It is clear that on [T0, T1] |u1(t)| ≤ u1.

If we iterate the above construction, we can build three sequences {Vn}∞n=0, {un}∞n=1 and {Tn}∞n=0

such that
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(1): Vn+1 = (
√
Vn + ρ2)2 +G(

√
Vn + ρ2/2) ≥ Vn + 2ρ2

√
Vn;

(2): un = 2
√
Vn−1 + 3/2ρ2 + 1 ≤ 3

√
Vn−1;

(3): on [Tn, Tn+1], there exists an input un such that sup{|un(t)| : t ∈ [Tn, Tn+1]} = un and the

trajectory of (S) associated to un goes from (0,
√
Vn) to (0,

√
Vn+1).

Clearly limn→∞ Vn =∞ and then limn→∞ un =∞. Furthermore let x−n < 0 be such that G(x−n ) = Vn.

Then |x−n | ≥ 1/(2K)Vn for n large enough, which implies that limn→∞ |x−n | =∞.

Let {ūn}∞n=0 be the sequence of inputs which equals to the concatenation of u0, u1, · · · , un on

[0, Tn] and 0 for t > Tn. For n large enough, we have

‖(xūn , yūn)‖∞ ≥ |x−n |,

‖ūn‖∞ = un .

Since
∣∣∣x−nun ∣∣∣ ≥ 1/(2K)

√
Vn for n large enough, (S) is not L∞-stable.

For n integrators and n > 2, the proof that Lp-stabilization is not possible is simpler (but the

result is far less interesting). We can argue as follows. Let σ be a scalar S-function. It was proved in

[4, 21] that, if n ≥ 3, the n-integrator

ẋ1 = x2 ,

...

ẋn−1 = xn ,

ẋn = −σ(u)

is not globally asymptotically stabilizable by any possible linear feedback. With this, it follows from

Lemma 5.2 that, if n ≥ 3, the system

ẋ1 = x2 ,

...

ẋn−1 = xn ,

ẋn = −σ(Fx+ u) ,

x(0) = 0

is not Lp-stable for any 1 ≤ p <∞ and any row vector F .
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