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#### Abstract

We study the problem of auditing databases which support statistical sum queries to protect the security of sensitive information; we focus on the special case in which the sensitive information is Boolean. Principles and techniques developed for the security of statistical databases in the case of continuous attributes do not apply here. We prove certain strong complexity results suggesting that there is no general efficient solution for the auditing problem in this case. We propose two efficient algorithms: The first is applicable when the sum queries are one-dimensional range queries (we prove that the problem is NP-hard even in the two-dimensional case). The second is an approximate algorithm that maintains security, although it may be too restrictive. Finally, we consider a "dual" variant, with continuous data but an aggregate function that is combinatorial in nature. Specifically, we provide algorithms for two natural definitions of the auditing condition when the aggregate function is max.
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## 1. Introduction

The explosive increase in access to sensitive information has renewed concerns on the compromise of individual privacy through queries about groups of people. Consider a relation with attributes (name, age, salary) supporting statistical queries of the form "give me the sum of

[^0]salaries of all individuals whose age $x$ satisfies condition $C(x)$ ", where $C$ is an arbitrary predicate on the domain of age, such as $30 \leqslant x \leqslant 40$. Assume further that the projection (name, age) is publicly available, but the attribute salary is confidential. What measures suffice to protect the confidentiality of the salary information?

This is the classical statistical database security problem, studied extensively since the 1970s; see [1] for a survey. The main approaches to this problem involve perturbing the data so as to maintain their statistical characteristics but prevent their compromise [11,13,16], to perturb the responses for the same purpose [2,8], to restrict the size or overlap of the statistical queries [9,10], or, finally (and closer to our concerns here), to audit the statistical queries in order to determine when enough information has been given out so that compromise becomes possible [3-5,12].

Most of the work in this area assumes that the confidential data are real-valued and essentially unbounded. In certain important applications, however, data may attain discrete values, or have maximum or minimum values that are fixed a priori and frequently attainable. In these cases, traditional methods for maintaining security are inadequate. For example, if a statistical query only samples minimum values (e.g., if it so happens that all individuals whose age satisfies $C(x)$ are paid the minimum legal salary), then individual values are obviously compromised. Discreteness of values has even more subtle effects. Boolean attributes, of course, combine the problems of discrete and bounded variables; for example, consider a relation (name, age, hivpos), where the last attribute has values restricted to 0 or 1 . Sum queries are again allowed.

The mathematical roots of the problem lie in the fact that linear Diophantine equations are more restricting-and have greater complexity-than linear equations. For example, the system

$$
\begin{align*}
& x+y=1  \tag{1}\\
& y+z=1  \tag{2}\\
& x+z=1 \tag{3}
\end{align*}
$$

has a unique solution $x=y=z=\frac{1}{2}$, but no $0-1$ (or integer) solution. Consequently, the system

$$
\begin{align*}
& x+y+w=1  \tag{4}\\
& y+z=1  \tag{5}\\
& x+z=1 \tag{6}
\end{align*}
$$

is secure if the variables are real (because in this case it has a one-dimensional continuum of solutions), but not if they are Boolean, because in the latter case the values of all variables are determined. Evidently, Boolean attributes make the auditing problem much more tricky. This added complexity of integer variables had been identified in the literature [14], albeit with no analytical exploration of the issue.

The present work. In this paper, we explore the novel mathematical and algorithmic problems arising when one tries to audit statistical queries on Boolean attributes. (We also study a "dual" situation, in which the data is continuous but the query discrete; see below.) We consider a setting in which we have a collection of (secret) Boolean variables, and the results of some statistical queries to this set. Each such query simply specifies a subset $S$ of the variables; the value returned in response to this query is the sum of the values of all variables in $S$.

We want to decide whether the value of any of the Boolean variables is determined by the results of these queries. In other words, the collection of responses to the queries defines a system of equations as above, and we want to know whether there is any variable $x_{i}$ so that $x_{i}$ has the same value in every solution to this system of equations. One can view the value of this variable as having been compromised by the results of the queries. We call this the auditing problem. A natural variant of this problem is to place a stronger auditing requirement on a set of queries: for some number $k \geqslant 1$, there is no set $T$ consisting of at most $k$ of the variables for which the sum of the values has been determined. Our basic auditing problem is then simply the case $k=1$.

Remark. In more traditional work on auditing, there is a more subtle and generic variant of the auditing problem, in which one asks not whether the given set of queries compromises security for the present values of the variables, but for any values of the variables. In the case of Booleanvalued variables - or, indeed, variables over any bounded domain - this kind of generic auditing is impossible: For any set $S$ of Boolean variables, there is a set of values in which all these variables are 1 . Thus, if this query $S$ is asked to that database, an attacker would compromise all the values in $S$. (This is not unlike the minimum wage example above.) Therefore, an auditing system for Boolean attributes should, with small probability, refuse to answer any query submitted.

Our first result on the auditing problem for Boolean values is that it is coNP-complete. ${ }^{3}$ It follows from our proof that it is even NP-hard to distinguish between a case in which no variable is determined, and a case in which all variables are. The generalized problem in which no sum of up to $k$ variables is to be compromised is also NP-hard, and likewise for the variant in which we ask whether a specific variable $x_{p}$ is compromised.

It is natural to ask whether these hardness results hold only for "pathological" sets of queries. If we consider a collection of individuals specified by tuples of attribute values-all of the attributes public with the exception of (one or more) secret Boolean attributes - then selecting subsets of individuals via range queries on their public attributes is a well-defined and natural class of "reasonable" sets of queries. In other words, we are interested in instances of the auditing problem in which the variables correspond to points in $\mathbf{R}^{d}$, and the query sets are the intersections of these points with $d$-dimensional boxes. We will refer to such instances as the special case of $d$-dimensional range queries.

Our next result is a simple, polynomial-time combinatorial algorithm for auditing one-dimensional range queries, using techniques from combinatorial optimization [15]. We also show the auditing problem is coNP-complete even for two-dimensional range queries (and hence for any $d \geqslant 2$ ).

For the general Boolean case, we also describe a simple and efficient method that approximates the auditing problem, in that it successfully preserves the security of individual values-even though it may refuse to answer queries that could be answered without compromising security (by

[^1]the remark above, this last point is inherent to the problem). Our technique is akin to the partitioning approach to data security [6].

MAX queries. We also consider a "dual" variant, in which the data is continuous, but the aggregate function is combinatorial in nature. In this variant, the sensitive data are real-valued, and the aggregate function is max rather than summation. That is, we are given a set of realvalued variables, and each query returns the maximum value over a designated subset of the variables. Again, we ask: Is the value of any variable determined by the responses to these queries? We provide a simple and efficiently implementable characterization of the auditing condition in this case.

Recall the generic auditing condition discussed above-given a collection of query sets, does there exist a set of values for which some variable would be determined? In contrast to the Boolean case, this question becomes non-trivial in the case of max queries over real-valued data, and raises issues of a technically distinct flavor from the main auditing problem we study. We provide a characterization of query sets that are secure, in this generic sense, when the aggregate function is max.

## 2. Complexity

Define the Boolean auditing problem to be the following: Given $n 0-1$ variables $\left\{x_{1}, \ldots, x_{n}\right\}$, a family of subsets $\mathscr{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ of $\{1, \ldots, n\}$, and $m$ integers $b_{1}, \ldots, b_{m}$, is there an $i \leqslant n$ such that in all $0-1$ solutions of the system of equations $\sum_{i \in S_{j}}=b_{j}, j=1, \ldots, m$, the variable $x_{i}$ has the same value?

## Theorem 2.1. The Boolean auditing problem is coNP-complete.

Proof. It is well-known that determining whether a system of linear equations has a $0-1$ solution is NP-hard even if all coefficients are 1, the right-hand side of each equation is 1 , and there are at most three variables per equation. We start from this problem.

Given such a system of equations, we first replace each variable $x$ by the expression $x_{1}+x_{2}+$ $x_{3}-1$, and add the equations $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}=2, x_{1}+x_{1}^{\prime}=1, x_{2}+x_{2}^{\prime}=1, x_{3}+x_{3}^{\prime}=1$, $x_{1}^{\prime}+x_{2}^{\prime}+x_{3}^{\prime}+x_{6}+x_{7}=2$, where $x_{i}, x_{i}^{\prime}$ are new variables. The meaning of these equations is that $x_{1}+x_{2}+x_{3}$ is either 1 or 2 , and thus $x_{1}+x_{2}+x_{3}-1$ is either 0 or 1 , and therefore the latter expression can safely replace the Boolean variable $x$, but the new variables are never determined as there are always several ways to achieve the same value. Once these replacements have been made, the right-hand side of each equation is an integer no larger than 4 . We introduce now four new variables $a, b, c, d$ bound to be equal by the equations $a+a^{\prime}=1, a^{\prime}+b=1, b+b^{\prime}=1, b^{\prime}+c=$ $1, c+c^{\prime}=1, c^{\prime}+d=1$. We finally add to the left-hand side of each equation (except for these last six involving $a, b, c, d$ ) a number of the $a, b, c, d$ variables equal to the right-hand side of the equation. This completes the construction.

Notice that now that the system always has a $0-1$ solution, one obtained by setting $a=b=$ $c=d=1$ and all other variables 0 . If this is the only solution, then the system is insecure, because the values of all variables are determined. It is easy to see that the only way for another solution to
exist is for the original system to have a solution; in that case, it is not hard to prove that no variable is determined.

Notice, incidentally, that this proof also establishes that it is coNP-hard to distinguish between the case in which all variables are determined and the case in which none is; as a consequence, telling whether a specific variable is determined is also coNP-complete.

Let us call a family of finite sets $d$-dimensional if the elements can be identified with points in $\mathbf{R}^{d}$ so that the minimum bounding box of each set in the family contains no other element besides those in the set. An instance of the Boolean auditing problem is $d$-dimensional if the family of sets in it is. For example, any instance resulting from the (name, age, hivpos) example described in the introduction, with conditions on the age of the form $C(x)=\ell \leqslant x \leqslant u$, is one dimensional. The following result suggests that the auditing problem remains intractable even in its twodimensional special case.

Theorem 2.2. The Boolean auditing problem is coNP-complete even if the system is restricted to be two-dimensional.

It is clear that $d$-dimensional queries, with $d>2$, can be no easier.
Proof. We reduce the general case to the two-dimensional one as follows: let $\mathscr{S}$ be a family of sets defining an instance of the Boolean auditing problem. Arrange the sets in $\mathscr{S}$ in some order, and for each consider the occurrences of each variable in it, also in some arbitrary order. Each one of these occurrences will be a separate variable in the new instance, with the $i$ th occurrence of $x$ denoted $x_{i}$.

Assign now to these new variables a point in the two-dimensional plane, by assigning to the $k$ th such variable the point $(k, k), k=1, \ldots, \sum_{S_{i} \in \mathscr{S}}\left|S_{i}\right|$. Notice that, this way, the equations of the original system indeed involve a set of points whose minimum bounding rectangle contains no other point.

All we need now is to enforce the additional constraints stating that all new variables corresponding to the same variable in the original problem take the same value. We achieve this as follows: suppose that $(k, k)$ and $(\ell, \ell)$ are two points corresponding to two consecutive occurrences of the same variable, say $x_{i}$ and $x_{i+1}$, respectively. We then introduce a new variable $y_{i}$, with point $(k, \ell)$, and equations $x_{i}+y_{i}=1, x_{i+1}+y_{i}=1$. Obviously, these two equations force $x_{i}$ and $x_{i+1}$-and by extension all occurrences of $x$-to have the same value. Furthermore, the minimum bounding rectangles involving these two equations are the line segments $[(k, k),(k, \ell)]$ and $[(\ell, \ell),(k, \ell)]$, which, indeed contain no other points corresponding to variables besides the two endpoints.

It follows that the resulting system is two-dimensional, and equivalent, vis à vis auditing, to the original one.

## 3. The one-dimensional case

We can, however, prove the following:

Theorem 3.1. The Boolean auditing problem for one-dimensional queries can be solved in polynomial time.

Proof. We have variables $x_{1}, \ldots, x_{n}$ corresponding to points arranged in this order on a line, while the sets in $\mathscr{S}$ correspond to intervals of the same line. Consider the characteristic vector $a_{i}$ of the set $S_{i} \in \mathscr{S}$, let $A$ denote the matrix whose rows are equal to the vectors $a_{1}, \ldots, a_{m}$, and let $b$ denote the vector $\left(b_{1}, \ldots, b_{m}\right)$. Note that $A$ has the consecutive-ones property, in that the ones in each row are all consecutive. We let $\mathscr{P}$ denote the polytope

$$
\{x: A x=b, 0 \leqslant x \leqslant 1\}
$$

It is well-known [15] that matrices with the consecutive ones property are totally unimodular, that is, all their square submatrices have determinants $+1,-1$, or 0 . Consequently, each vertex of the polytope $\mathscr{P}$ defined by

$$
\{x: A x=b, 0 \leqslant x \leqslant 1\}
$$

has $0-1$ coordinates. Now, suppose we let $\mathscr{P}_{i, c}$, for $1 \leqslant i \leqslant n$ and $c \in\{0,1\}$, denote the polytope obtained by intersecting $\mathscr{P}$ with the hyperplane $x_{i}=c$. Each polytope $\mathscr{P}_{i, c}$ also has the property that all its vertices have integer coordinates. Thus, the value of the variable $x_{i}$ is determined by the results of the queries if and only if exactly one of the two polytopes $\mathscr{P}_{i, 0}$ and $\mathscr{P}_{i, 1}$ is non-empty; indeed, each such polytope that is non-empty will have at least one vertex, and this vertex will constitute a set of Boolean values consistent with the results of all queries.

Thus, our problem reduces to determining integer solutions to the system of equations and inequalities

$$
A x=b, \quad 0 \leqslant x \leqslant 1
$$

where $A$ has the consecutive-ones property; and the arguments above show that this can be solved by any polynomial-time algorithm for linear programming (see e.g. [15]).

However, there is a much more direct and efficient combinatorial algorithm to determine the solvability of this system of equations and inequalities in integers. First, we define a directed graph $G$ as follows.

- $G$ has nodes $0, \ldots, n$, with $\operatorname{arcs} a_{i}=(i, i+1)$ and $a_{i}^{\prime}=(i+1, i)$ for each $i=0,1, \ldots, n-1$.
- Also, suppose the block of 1 's in the $j$ th row of $A$ runs from column to $p$ to column $q>p$; then we add $\operatorname{arcs} e_{j}=(p-1, q)$ and $e_{j}^{\prime}=(q, p-1)$.
- We assign cost 1 to each arc $a_{i}$, cost 0 to each arc $a_{i}^{\prime}$, cost $b_{j}$ to arc $e_{j}$, and cost $-b_{j}$ to arc $e_{j}^{\prime}$.

Now we claim that our initial system is solvable in integers if and only if the graph $G$ has no negative-cost cycle; this latter condition can be tested in polynomial time via well-known combinatorial algorithms [7]. First, suppose the system is feasible, and let $\left(x_{1}, \ldots, x_{n}\right)$ be a $0-1$ valued vector that satisfies $A x=b$. We define $s_{0}=0$ and $s_{i}=\sum_{j=1}^{i} x_{j}$ for $i=1,2, \ldots, n$. Now observe that for every $\operatorname{arc}(u, v)$ in $G$, of cost $c$, we have $s_{v}-s_{u} \leqslant c$. Indeed, $s_{i} \leqslant s_{i+1} \leqslant s_{i}+1$; and if $e_{j}=(p-1, q)$ corresponds to a row of $A$, then $s_{q}-s_{p-1}=\sum_{i=p}^{q} x_{i}=b_{j}$. The numbers $\left\{s_{i}\right\}$ thus provide a certificate that $G$ has no negative cycle.

Conversely, suppose that $G$ has no negative cycle. Then we can compute a well-defined shortest path length $s_{i}^{\prime}$ from node 0 to each node $i$. Now, for $i=1,2, \ldots, n$, define $x_{i}=s_{i}^{\prime}-s_{i-1}^{\prime}$. We claim that the vector $x=\left(x_{1}, \ldots, x_{n}\right)$ satisfies the system $A x=b, 0 \leqslant x \leqslant 1$. First, observe that each $x_{i}$ is an integer; and the sets of arcs $\left\{a_{i}\right\}$ and $\left\{a_{i}^{\prime}\right\}$ force $s_{i}^{\prime} \leqslant s_{i+1}^{\prime} \leqslant s_{i}^{\prime}+1$ for each $i$, whence $x_{i} \in\{0,1\}$. Second, the existence of the arcs $e_{j}$ and $e_{j}^{\prime}$ imply that $\sum_{i=p}^{q} x_{i} \leqslant b_{j}$ and $-\sum_{i=p}^{q} x_{i} \leqslant-b_{j}$, whence the $j$ th row of $A$ is satisfied.

Example. The following simple example illustrates the algorithm. Suppose the original matrix $A$ had only one row, consisting of $n$ l's. Thus, the vector $b$ consists of a single number. We know the original system $A x=b, 0 \leqslant x \leqslant 1$ to be feasible if and only if $0 \leqslant b \leqslant n$, and we want the construction above to capture this. The graph we construct in this case is a bi-directed cycle; it consists of $n$ bi-directed edges with cost 1 clockwise and 0 counter-clockwise, and a single bidirected edge of cost $-b$ clockwise and $b$ counter-clockwise. Indeed, there is now a negative cycle in $G$ if and only if $b<0$ or $b>n$.

We note that negative cycle detection, while solvable in polynomial time, can be computationally intensive for large inputs. We leave the design of a one-dimensional auditing algorithm with better running time as an interesting open question.

## 4. Approximate auditing

We have seen that it can be computationally infeasible to determine the safety of a collection of arbitrary statistical queries put to a database containing secret Boolean variables. Given arbitrary query sets arriving incrementally over time, then, how should we proceed? How long is it safe to continue providing answers?

A promising approach is to consider relaxed versions of our basic safety predicate. Rather than deciding precisely whether any variable's value has been determined, we can compute a conservative approximation to this predicate: For any collection of query sets, we only answer a query when it is safe to do so, but we may refuse to answer a query even when the answer would not in fact compromise safety.

We now describe a particular conservative approximation which can be implemented very efficiently. Given a collection of Boolean variables $x_{1}, \ldots, x_{n}$, and a sequence of query sets $S_{1}, \ldots, S_{m}$, we define the trace $\tau\left(x_{i}\right)$ of $x_{i}$ to be the set $\left\{p: x_{i} \in S_{p}\right\} \subseteq\{1,2, \ldots, m\}$. In terms of traces, one can express a relaxed safety condition as follows.

Theorem 4.1. Suppose that for every variable $x_{i}$, there exists a variable $x_{j}$ so that $x_{i}=1-x_{j}$ and $\tau\left(x_{i}\right)=\tau\left(x_{j}\right)$. Then no variable is determined by the responses to the query sets $S_{1}, \ldots, S_{m}$.

We can interpret the safety test implied by the theorem as maintaining a bipartite graph $G$ whose vertex set is the collection of variables. We join variables $x_{i}$ and $x_{j}$ by an edge if they have opposite values but the same trace. Theorem 4.1 implies that as long as this graph has no isolated nodes, no variable has been determined. Before any query sets have been presented, we have the
complete bipartite graph; with each query set $S_{p}$, we delete the edge $\left(x_{i}, x_{j}\right)$ if and only if $\left|S_{p} \cap\left\{x_{i}, x_{j}\right\}\right|=1$.

While this is a natural way to picture the safety test, it involves a representation of quadratic size, since we begin with a complete bipartite graph. In fact, we can implement the safety test more efficiently as follows. For each variable $x_{i}$, we maintain its trace $\tau\left(x_{i}\right)$ as a bit vector. After each new query, we update the traces in one pass, then sort the traces, and in a final pass identify any trace for which all associated variables have the same value.

Note the connections between this methodology and the partitioning approach to maintaining security [6]. Under the method we discuss here, one is essentially monitoring an adaptive partition on the variables that is successively refined by each query response; as long as the atomic subpopulations in this partition maintain a particular property, one can continue responding to queries.

It would be interesting to consider generalizing our approach to a hierarchy of successively stronger approximations to the true safety predicate; we leave this as a direction for future work.

## 5. Auditing max queries

We now turn to the problem of auditing max queries over real-valued data.
We have a set of variables with labels $U=\{1, \ldots, n\}$; and each variable $i \in U$ has a value $y_{i} \in \mathbf{R}$. We are also given a collection of sets $S_{1}, \ldots, S_{m} \subseteq U$; with each $S_{p}$, we are given the maximum value over the variables in $S_{p}$. We will denote this maximum by $f\left(S_{p}\right)$.

The first problem we address is that of auditing: is the value of any of the variables in $U$ determined by the information $\left\{\left(S_{p}, f\left(S_{p}\right)\right)\right\}$ ? We provide an efficient algorithm to compute the set of all variables $i \in U$ that are determined.

For a variable $i$, let

$$
\mu_{i}=\min \left\{f\left(S_{p}\right): i \in S_{p}\right\}
$$

We will say that $S_{p}$ is $i$-extreme if $i \in S_{p}$, and $\mu_{i}=f\left(S_{p}\right)$. Note that for every variable $i$, there is at least one $i$-extreme set. Conversely, for every set $S_{p}$, there is an $i$ for which $S_{p}$ is $i$-extremespecifically, consider a variable $i \in S_{p}$ for which $y_{i}$ is maximum.

Now we claim
Theorem 5.1. The value of variable $i$ is determined if and only if there exists a set $S_{p}$ that is $i$ extreme, but is not $\ell$-extreme for any $\ell \neq i$.

Proof. First, consider an arbitrary variable $\ell$; let $S_{p}$ be an $\ell$-extreme set, and let $S_{q}$ be any set containing $\ell$. Then we have

$$
y_{\ell} \leqslant f\left(S_{p}\right)=\mu_{\ell} \leqslant f\left(S_{q}\right)
$$

Moreover, if $S_{q}$ is not $\ell$-extreme, then the last inequality is strict.
Thus, if $S_{p}$ is a set that is $i$-extreme but not $\ell$-extreme for any $\ell \neq i$, we have $y_{\ell} \leqslant \mu_{\ell}<f\left(S_{p}\right)$ for every $y_{\ell} \in S_{p} \backslash\left\{y_{i}\right\}$. It follows that $y_{i}=f\left(S_{p}\right)$, and hence the value of variable $i$ is determined.

We now consider the converse direction. To begin with, note that the setting $y_{\ell}=\mu_{\ell}$ for each $\ell$ is consistent with all the values $\left\{f\left(S_{p}\right)\right\}$. Indeed, $\mu_{\ell} \leqslant f\left(S_{p}\right)$ holds for every $\ell \in S_{p}$; and the variable $\ell$ for which $y_{\ell}$ attains the maximum value in $S_{p}$ has $\mu_{\ell}=f\left(S_{p}\right)$.

Now, suppose variable $i$ has the property that for every $i$-extreme set $S_{p}$, there is a variable $\ell(p) \neq i$ for which $S_{p}$ is also $\ell(p)$-extreme. Suppose we take the setting of variables $\left\{y_{\ell}=\mu_{\ell}\right\}$ and then arbitrarily decrease the value of the variable $i$. We claim that all the values $\left\{f\left(S_{p}\right)\right\}$ remain the same. Certainly, no set $S_{p}$ with $f\left(S_{p}\right)>\mu_{i}$ or $f\left(S_{p}\right)<\mu_{i}$ will change in value; and for any set $S_{p}$ with $f\left(S_{p}\right)=\mu_{i}$, we have $\ell(p) \in S_{p}$ with $\mu_{\ell(p)}=\mu_{i}$, whence $f\left(S_{p}\right)$ will retain the value $\mu_{i}$.

Notice that, by the above result, there is a polynomial algorithm for auditing max queries.
Generic safety. We now consider the generic notion of auditing discussed in the introduction. Given a collection of sets $\mathscr{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ as before, we will call this collection of sets safe if for every setting $y_{1}, \ldots, y_{n}$ of the variables in $U$, there is no $y_{i}$ whose value is determined by the results of queries to $\mathscr{S}$.

We now provide a characterization of safe set systems. First, consider the following property of a set system $\mathscr{S}=\left\{S_{1}, \ldots, S_{m}\right\}$ :
(*) There exists $S_{p} \in \mathscr{S}$, and $S_{q_{1}}, \ldots, S_{q_{t}} \in \mathscr{S}$ so that

$$
\left|S_{p}\right\rangle\left(\bigcup_{r}^{t} S_{q_{r}}\right) \mid=1
$$

We claim
Theorem 5.2. A set system is safe if and only if it does not have property (*).
Proof. To prove the easier direction, suppose that the set system $\mathscr{S}$ has property ( $*$ ), and choose $S_{p}, S_{q_{1}}, \ldots, S_{q_{t}} \in \mathscr{S}$ and $j \in U$ so that $S_{p} \backslash\left(\bigcup_{r} S_{q_{r}}\right)=\{j\}$. Suppose we define values for the variables so that $y_{j}=1$ and $y_{i}=0$ for all $i \neq j$. Then $f\left(S_{p}\right)=1$ and $f\left(S_{q_{r}}\right)=0$ for $s=1, \ldots, t$; this implies that for any $\left(y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbf{R}^{n}$ consistent with these values, $y_{i}^{\prime} \leqslant 0$ for $i \in S_{p} \backslash\{j\}$, whence $y_{j}^{\prime}=1$.

Conversely, suppose that $\mathscr{S}$ does not have property ( $*$ ), and consider a setting $y=$ $\left(y_{1}, \ldots, y_{n}\right) \in \mathbf{R}^{n}$ of the variables that determines the value of some variable $j$. We now define a setting $y^{\prime}=\left(y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right) \in \mathbf{R}^{n}$ that is consistent with the answers to all queries, but for which $y_{j}^{\prime} \neq y_{j}$; this will be a contradiction. Let $W_{j}$ denote the union of all sets in $\mathscr{S}$ that do not contain $j$. First, we set $y_{j}^{\prime}$ to an arbitrary value strictly less than $y_{j}$. Now, consider each set $S_{p} \in \mathscr{S}$ on which the value of $f$ has changed; these are precisely the sets in which $y_{j}$ was the unique maximum. Since $\mathscr{S}$ does not have property $(*)$, and $S_{p} \backslash W_{j}$ is non-empty, it must have cardinality at least two, and hence contains an element $i_{p} \neq j$. We choose such an $i_{p}$ and define $y_{i_{p}}^{\prime}=y_{j}$. Finally, for any element $k$ which is not equal to $i_{p}$ for any $p$ in the above construction, we set $y_{k}^{\prime}=y_{k}$.

We introduce the following additional piece of notation: for a set $S_{r}$, we use $f\left(y \mid S_{r}\right)$ to denote the value $f\left(S_{r}\right)$ under the setting $y \in \mathbf{R}^{n}$, and we use $f\left(y^{\prime} \mid S_{r}\right)$ to denote the value $f\left(S_{r}\right)$ under the setting $y^{\prime} \in \mathbf{R}^{n}$. We claim that $f\left(y \mid S_{r}\right)=f\left(y^{\prime} \mid S_{r}\right)$ for $r=1,2, \ldots, m$; this will conclude the proof. The crucial observation here is that if $y_{i} \neq y_{i}^{\prime}$ for some $i \neq j$, then $j$ appears in every set in which $i$ appears. For if $y_{i} \neq y_{i}^{\prime}$, it must be that $i=i_{p}$ for some $p$ in the above construction; since $i \in S_{p} \backslash W_{j}$,
we conclude that $i$ does not appear in any set which omits $j$. Note also that for such an $i, y_{i}^{\prime}>y_{i}$, since $y_{j}$ was the unique maximum in this set $S_{p}$. Now, suppose by way of contradiction that $f\left(y \mid S_{r}\right) \neq f\left(y^{\prime} \mid S_{r}\right)$ for some $r$. It follows that $j \in S_{r}$, and hence $f\left(y \mid S_{r}\right) \geqslant y_{j}$. If $f\left(y \mid S_{r}\right)>y_{j}$ or $f\left(y^{\prime} \mid S_{r}\right)>y_{j}$, then the maximum in $S_{r}$ must be attained by an element whose value did not change, and so $f\left(y \mid S_{r}\right)=f\left(y^{\prime} \mid S_{r}\right)$. Thus, suppose $f\left(y \mid S_{r}\right)=y_{j}>f\left(y^{\prime} \mid S_{r}\right)$. But in this case, $y_{j}$ must have been the unique maximum in $S_{r}$, and so there is an element $i_{r} \in S_{r} \backslash\{j\}$ for which we set $y_{i_{r}}^{\prime}=y_{j}$; this contradicts our supposition that $f\left(y^{\prime} \mid S_{r}\right)<y_{j}$.

We note that property (*)—and therefore safety—can be tested in polynomial time, as follows: For each variable $j$, we form the set $W_{j}$ consisting of the union of all sets in $\mathscr{S}$ that do not contain $j$. Then, for each set $S_{p}$, and each $j \in S_{p}$, we determine whether $S_{p} \backslash W_{j}=\{j\}$.
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[^1]:    ${ }^{3}$ The complexity of the problem has some intriguing consequences for the issue of auditing in general. Specifically, it is computationally infeasible for an auditor to decide whether the value of a variable will be revealed by the answers to the a set of queries; but symmetrically, it may be infeasible for an attacker to actually compute the value of such a variable that has been, in principle, revealed. This raises novel possibilities, such as the auditing policies allowing sets of queries that either do not determine variables, or constitute "hard instances" of the auditing problem; we leave these intriguing issues as directions for further work.

