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#### Abstract

The confluent Cauchy and Cauchy-Vandermonde matrices are considered, which were studied earlier by various authors in different ways. In this paper, we use another way called displacement structure approach to deal with matrices of this kind. We show that the Cauchy and Cauchy-Vandermonde matrices satisfy some special type of matrix equations. This leads quite naturally to the inversion formulas and fast algorithms for matrices of this kind. © 2002 Elsevier Science B.V. All rights reserved.
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## 1. Introduction and preliminaries

Let

$$
\begin{equation*}
c=\left(c_{1}, \ldots, c_{n}\right) \quad \text { and } \quad d=\left(d_{1}, \ldots, d_{k}\right) \tag{1.1}
\end{equation*}
$$

be two arrays of nodes with all $c_{i}$ and $d_{j}$ distinct pairwise. Associated with $c$ and $d$ the (simple) Cauchy matrix is defined as

$$
\begin{equation*}
C(c, d)=\left[\frac{1}{c_{i}-d_{j}}\right]_{i, j=1}^{n, k}, \tag{1.2}
\end{equation*}
$$

[^0]and the Cauchy-Vandermonde (CV) matrix is defined as
\[

$$
\begin{equation*}
C_{m}(c, d)=\left[C(c, d) \quad V_{m}(c)\right], \tag{1.3}
\end{equation*}
$$

\]

where

$$
V_{m}(c)=\left[\begin{array}{cccc}
1 & c_{1} & \cdots & c_{1}^{m-1}  \tag{1.4}\\
1 & c_{2} & \cdots & c_{2}^{m-1} \\
\vdots & \vdots & \cdots & \vdots \\
1 & c_{n} & \cdots & c_{n}^{m-1}
\end{array}\right] \in C^{n \times m}
$$

is the (simple) Vandermonde matrix corresponding to $c$.
One of the most important properties of Cauchy-Vandermonde matrices is their application to rational interpolation with fixed poles. For a given array of interpolation data ( $c_{i}, \eta_{i}$ ), we want to find a proper rational function $f(x)=q(x) / p(x)(\operatorname{deg} q(x)<\operatorname{deg} p(x))$ with $p(x)=\prod_{j=1}^{k}\left(x-d_{j}\right)$ such that

$$
\begin{equation*}
f\left(c_{i}\right)=\eta_{i}, \quad(i=1, \ldots, n) \tag{1.5}
\end{equation*}
$$

Let $f(x)$ have a partial fraction decomposition of the form $f(x)=\sum_{j=1}^{k} \xi_{j} /\left(x-d_{j}\right)$; then, the above problem is equivalent to solving the following system of equations:

$$
\begin{equation*}
C(c, d) \xi=\eta \tag{1.6}
\end{equation*}
$$

with $\xi=\left(\xi_{1}, \ldots, \xi_{k}\right)^{\mathrm{T}}$ and $\eta=\left(\eta_{1}, \ldots, \eta_{n}\right)^{\mathrm{T}}$.
If $f(x)$ is not proper, then the Euclidean algorithm yields

$$
f(x)=\sum_{j=1}^{k} \frac{\xi_{j}}{x-d_{j}}+\xi_{k+1}+\xi_{k+2} x+\cdots+\xi_{k+m} x^{m-1}
$$

and the above interpolation problem is equivalent to solving the linear system of equations

$$
\begin{equation*}
C_{m}(c, d) \xi=\eta \tag{1.7}
\end{equation*}
$$

with $\xi=\left(\xi_{1}, \ldots, \xi_{k+m}\right)^{\mathrm{T}}$ and $\eta$ as above.
Cauchy and Cauchy-Vandermonde matrices appeared in a sequence of recent papers [9-11,1,3]. In [10,9] Mühlbach derived the determinant and inverse representations and the Lagrange-Hermite interpolation formula for Cauchy-Vandermonde matrix. In [11] Vavrrín gave the factorization and inversion formulas for Cauchy and CV matrices in another way. The method in [10] is direct computation and seems to be rather complicated. Although in [11] the relations between CauchyVandermonde matrices and rational interpolation problems were pointed out, the algorithm process for interpolants was not given.

In the present paper we make use of another method called displacement structure approach to deal with Cauchy and CV matrices. We point out that confluent Cauchy and CV matrices satisfy some of the special matrix equations and deriving their inverses is equivalent to solving only two linear systems of equations with Cauchy and CV matrices as coefficient matrices, and we also give the fast algorithms for solving such kinds of linear systems.

The concept of displacement structure was first introduced by Kailath et al. [5,6] for Toeplitz and Hankel matrices using the Stein-type operator $\nabla(\cdot)$ given by

$$
\begin{equation*}
\nabla(R)=R-F R A \tag{1.8}
\end{equation*}
$$

For details of displacement structure theory we refer the reader to the survey article of Kailath and Sayed [7]. In general, the generalized displacement operator is defined by

$$
\begin{equation*}
\nabla_{\{\Omega, \Delta, F, A\}}(R)=\Omega R \Delta-F R A, \tag{1.9}
\end{equation*}
$$

where $\Omega, \Delta, F$ and $A$ are specified matrices such that $\nabla_{\{\Omega, \Delta, F, A\}}(R)$ has low rank, say $r$, independent of $n$. Then $R$ is said to be a structured or a displacement structure matrix with respect to the displacement operator defined by (1.9), and $r$ is referred to as the displacement rank of $R$. A special case of (1.9) will have a more simple form called an equation of Sylvester-type

$$
\begin{equation*}
\nabla_{\{\Omega, A\}}(R)=\Omega R-R A \tag{1.10}
\end{equation*}
$$

which was first studied by Heinig [4] for Cauchy-like matrices.
Indeed, the Cauchy matrix $C(c, d)$ is the unique solution of the following Sylvester-type matrix equation:

$$
D(c) C(c, d)-C(c, d) D(d)=\left[\begin{array}{c}
1  \tag{1.11}\\
1 \\
\vdots \\
1
\end{array}\right]\left[\begin{array}{llll}
1 & 1 & \cdots & 1
\end{array}\right]
$$

where $D(c)=\operatorname{diag}\left(c_{i}\right)_{i=1}^{n}$ and $D(d)=\operatorname{diag}\left(d_{j}\right)_{j=1}^{k}$ are the diagonal matrices corresponding to $c$ and $d$, respectively.

Eq. (1.11) implies that the Cauchy matrix $C(c, d)$ has displacement rank 1 with respect to the operator $\nabla_{\{D(c), D(d)\}}(\cdot)$. When $n=k$, multiplying Eq. (1.11) by $C(c, d)^{-1}$ from both left- and right-hand sides we get

$$
D(d) C(c, d)^{-1}-C(c, d)^{-1} D(c)=-C(c, d)^{-1}\left[\begin{array}{c}
1  \tag{1.12}\\
1 \\
\vdots \\
1
\end{array}\right]\left[\begin{array}{llll}
1 & 1 & \cdots & 1
\end{array}\right] C(c, d)^{-1} .
$$

If we denote by $u=\left(u_{1}, \ldots, u_{n}\right)^{\mathrm{T}}$ and $v=\left(v_{1}, \ldots, v_{n}\right)^{\mathrm{T}}$ the solutions of the following two equations:

$$
C(c, d) u=\left[\begin{array}{lll}
1 & \cdots & 1
\end{array}\right]^{\mathrm{T}} \quad \text { and } \quad v^{\mathrm{T}} C(c, d)=\left[\begin{array}{lll}
1 & \cdots & 1 \tag{1.13}
\end{array}\right],
$$

then Eq. (1.12) by elementwise comparison shows that

$$
\begin{equation*}
C(c, d)^{-1}=-\left[\frac{u_{i} v_{j}}{d_{i}-c_{j}}\right]_{i, j=1}^{n}=-D(u) C(d, c) D(v) \tag{1.14}
\end{equation*}
$$

where $D(u)=\operatorname{diag}\left(u_{i}\right)_{i=1}^{n}$ and $D(v)=\operatorname{diag}\left(v_{j}\right)_{j=1}^{n}$, which implies that computation of the inverse of the Cauchy matrix $C(c, d)$ is equivalent to solving only two systems of equations and one system in the symmetric case.

## 2. Confluent Cauchy and Cauchy-Vandermonde matrices: displacement structures and inversion formulas

In this section, we shall derive the displacement structures and fast inversion formulas for confluent Cauchy and CV matrices. Let us begin by recalling the definitions of confluent Cauchy and CauchyVandermonde matrices. Our definitions are in accordance with those in [11] and differ slightly from those in [10]. Let

$$
\begin{equation*}
c=(\underbrace{c_{1}, \ldots, c_{1}}_{n_{1}}, \underbrace{c_{2}, \ldots, c_{2}}_{n_{2}}, \ldots, \underbrace{c_{p}, \ldots, c_{p}}_{n_{p}}) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
d=(\underbrace{d_{1}, \ldots, d_{1}}_{k_{1}}, \underbrace{d_{2}, \ldots, d_{2}}_{k_{2}}, \ldots, \underbrace{d_{q}, \ldots, d_{q}}_{k_{q}}) \tag{2.2}
\end{equation*}
$$

be two sequences of interpolation nodes with all $c_{i}, d_{j}$ distinct pairwise and $\sum_{i=1}^{p} n_{i}=n, \sum_{j=1}^{q} k_{j}=k$. With $c$ and $d$ we associate two classes of matrices.

Definition 1. We call the $n \times k$ block matrix

$$
\begin{equation*}
C(c, d)=\left(C_{i j} j_{i, j=1}^{p, q}\right. \tag{2.3}
\end{equation*}
$$

confluent Cauchy matrix corresponding to $c$ and $d$, where

$$
C_{i j}=\left(C_{i j}^{s t}\right)_{s=0, t=0}^{n_{i}-1, k_{j}-1} \in C^{n_{i} \times k_{j}}
$$

and

$$
C_{i j}^{s t}=\frac{1}{s!t!} \frac{\partial^{s+t}}{\partial x^{s} \partial y^{t}}\left[\frac{1}{x-y}\right]_{y=d_{j}}^{x=c_{i}}=\binom{s+t}{s} \frac{(-1)^{s}}{\left(c_{i}-d_{j}\right)^{s+t+1}} .
$$

Definition 2. We call the $n \times(k+m)$ block matrix

$$
\begin{equation*}
C_{m}(c, d)=\left[C(c, d), V_{m}(c)\right] \quad(m \geqslant 0) \tag{2.4}
\end{equation*}
$$

confluent Cauchy-Vandermonde matrix corresponding to $c$ and $d$, where

$$
V_{m}(c)=\left[\begin{array}{c}
V_{m}\left(c_{1}\right)  \tag{2.5}\\
\vdots \\
V_{m}\left(c_{p}\right)
\end{array}\right], \quad \text { with } V_{m}\left(c_{i}\right)=\left[\binom{t}{s} c_{i}^{t-s}\right]_{s=0, t=0}^{n_{i}-1, m-1}
$$

is the confluent Vandermonde matrix of size $n \times m$ corresponding to $c$.

When $m=0$ we assume that $C_{0}(c, d)=C(c, d)$.
As in the simple case, confluent Cauchy and CV matrices correspond to rational interpolation problems with prescribed possibly repeated poles. Indeed, let $p(x)=\prod_{j=1}^{q}\left(x-d_{j}\right)^{k_{j}}$ and

$$
f(x)=\frac{q(x)}{p(x)}=\sum_{j=1}^{q} \sum_{t=0}^{k_{j}-1} \frac{\xi_{j t}}{\left(x-d_{j}\right)^{t+1}}+\sum_{j=1}^{m} \xi_{j} x^{j-1} .
$$

Then the interpolation problem

$$
\left.\frac{1}{s!} \frac{\mathrm{d}^{s} f(x)}{\mathrm{d} x^{s}}\right|_{x=c_{i}}=\eta_{i s}
$$

$\left(i=1, \ldots, p, s=0, \ldots, n_{i}-1\right)$ is reduced to solve the following system:

$$
\begin{equation*}
C_{m}(c, d) \xi=\eta \tag{2.6}
\end{equation*}
$$

where

$$
\xi=\left[\begin{array}{c}
\operatorname{col}\left(\operatorname{col}\left(\xi_{j t}\right)_{t=0}^{k_{j}-1}\right)_{j=1}^{q} \\
\operatorname{col}\left(\xi_{j}\right)_{j=1}^{m}
\end{array}\right] \quad \text { and } \quad \eta=\operatorname{col}\left[\operatorname{col}\left(\eta_{i s}\right)_{s=0}^{n_{i}-1}\right]_{i=1}^{p} .
$$

Hereafter, $\operatorname{col}\left(a_{i}\right)$ denotes the column vector with $a_{i}$ as components.

### 2.1. Displacement structures

In this subsection we derive the displacement structures for confluent Cauchy and CV matrices. Our starting point is the following Lemma.

Lemma 3. Suppose that $J(\lambda)$ and $J(\mu)$ are the $m \times m$ and $n \times n$ lower triangular Jordan blocks with $\lambda \neq \mu$, respectively, and

$$
\Gamma=\left(\Gamma_{s t}\right)_{s=0, t=0}^{m-1, n-1}
$$

is any $m \times n$ matrix. Then the Sylvester matrix equation

$$
\begin{equation*}
J(\lambda) X-X J(\mu)^{\mathrm{T}}=\Gamma \tag{2.7}
\end{equation*}
$$

has the unique solution $X=\left(X_{s t}\right)_{s=0, t=0}^{m-1, n-1}$ given by

$$
\begin{equation*}
X_{s t}=\sum_{\alpha=0}^{s} \sum_{\beta=0}^{t} \Gamma_{s-\alpha, t-\beta}\binom{\alpha+\beta}{\alpha} \frac{(-1)^{\alpha}}{(\lambda-\mu)^{\alpha+\beta+1}} . \tag{2.8}
\end{equation*}
$$

Note that when $\lambda \neq \mu$, the uniqueness of the solution of Eq. (2.7) is a well-known fact since $J(\lambda)$ and $J(\mu)$ have disjoint spectra. If $\lambda$ and $\mu$ have negative and positive real parts, respectively, then the solution of Eq. (2.7) is explicitly given by

$$
\begin{equation*}
X=-\int_{0}^{+\infty} \mathrm{e}^{J(\lambda) t} \Gamma \mathrm{e}^{-J(\mu)^{\mathrm{T}} t} \mathrm{~d} t \tag{2.9}
\end{equation*}
$$

(see, e.g., [8, Theorem 12.3.3]). In this case, straightforward calculation shows that the $X$ in (2.9) is the same as in (2.8). But here we point out that the assertion is also true for any pair of $\lambda \neq \mu$.

Proof of Lemma 3. Denoting by $S_{k}$ the $k \times k$ lower shift matrix

$$
S_{k}=\left[\begin{array}{ccccc}
0 & 0 & \cdots & \cdots & 0  \tag{2.10}\\
1 & 0 & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{array}\right]
$$

we then have $J(\lambda)=\lambda I+S_{m}, J(\mu)=\mu I+S_{n}$, and Eq. (2.7) is equivalent to $(\lambda-\mu) X_{s t}+X_{s-1, t}$ $-X_{s, t-1}=\Gamma_{s t}(s=0, \ldots, m-1, t=0, \ldots, n-1)$. Therefore, we have recursive relations

$$
X_{s t}=(\lambda-\mu)^{-1}\left(\Gamma_{s t}+X_{s, t-1}-X_{s-1, t}\right)
$$

with initial conditions $X_{-1, t}=X_{s,-1}=0$. On the other hand, $X_{s t}$ in (2.8) can be rewritten as

$$
\begin{aligned}
X_{s t}= & (\lambda-\mu)^{-1} \Gamma_{s t}+\sum_{\alpha=0}^{s} \sum_{\beta=1}^{t} \Gamma_{s-\alpha, t-\beta}(-1)^{\alpha}\binom{\alpha+\beta}{\alpha}(\lambda-\mu)^{-\alpha-\beta-1} \\
& +\sum_{\alpha=1}^{k} \Gamma_{s-\alpha, t}(-1)^{\alpha}(\lambda-\mu)^{-\alpha-1} .
\end{aligned}
$$

Therefore, it is sufficient to prove that $X_{s t}$ in (2.8) satisfies the following equality:

$$
\begin{align*}
& \sum_{\alpha=0}^{s} \sum_{\beta=1}^{t} \Gamma_{s-\alpha, t-\beta}(-1)^{\alpha}\binom{\alpha+\beta}{\alpha}(\lambda-\mu)^{-\alpha-\beta} \\
& \quad+\sum_{\alpha=1}^{s} \Gamma_{s-\alpha, t}(-1)^{\alpha}(\lambda-\mu)^{-\alpha}+X_{s-1, t}-X_{s, t-1}=0 . \tag{2.11}
\end{align*}
$$

If $s$ resp. $t$ in (2.8) be replaced by $s-1$ resp. $t-1$, we obtain

$$
\begin{aligned}
& X_{s-1, t}=\sum_{\alpha=1}^{s} \sum_{\beta=0}^{s} \Gamma_{s-\alpha, t-\beta}(-1)^{\alpha-1}\binom{\alpha+\beta-1}{\alpha-1}(\lambda-\mu)^{-\alpha-\beta}, \\
& X_{s, t-1}=\sum_{\alpha=0}^{s} \sum_{\beta=0}^{s} \Gamma_{s-\alpha, t-\beta}(-1)^{\alpha}\binom{\alpha+\beta-1}{\alpha}(\lambda-\mu)^{-\alpha-\beta} .
\end{aligned}
$$

Substituting this into (2.11) shows that it is sufficient to prove the equality

$$
\begin{align*}
& \sum_{\alpha=1}^{s} \sum_{\beta=1}^{t} \Gamma_{s-\alpha, t-\beta}\left\{(-1)^{\alpha}\binom{\alpha+\beta}{\alpha}+(-1)^{\alpha-1}\binom{\alpha+\beta-1}{\alpha-1}-(-1)^{\alpha}\binom{\alpha+\beta-1}{\alpha}\right\} \\
& \quad \times(\lambda-\mu)^{-\alpha-\beta}+\sum_{\alpha=1}^{s} \Gamma_{s-\alpha, t}\left\{(-1)^{\alpha}+(-1)^{\alpha-1}\right\}(\lambda-\mu)^{-\alpha} \\
& \quad+\sum_{\beta=1}^{t}\left(\Gamma_{s, t-\beta}-\Gamma_{s, t-\beta}\right)(\lambda-\mu)^{-\beta}=0 . \tag{2.12}
\end{align*}
$$

The last two terms in (2.12) are obviously equal to zero, and the basic combinatorial equality

$$
\binom{\alpha+\beta}{\alpha}=\binom{\alpha+\beta-1}{\alpha-1}+\binom{\alpha+\beta-1}{\alpha}
$$

implies that the first term in (2.12) is also zero. This completes the proof.
Let $Z$ be a column vector of length $n$ and let $Z$ be partitioned in accordance with the sequence of nodes $c$ in (2.1) as $Z=\operatorname{col}\left(Z_{i}\right)_{i=1}^{p}$ with $Z_{i}=\operatorname{col}\left(Z_{i S}\right)_{s=0}^{n_{i}-1}$; Similarly, let $Y \in C^{k}$ be partitioned in accordance with $d$ in (2.2) as $Y=\operatorname{col}\left(Y_{j}\right)_{j=1}^{q}$ with $Y_{j}=\operatorname{col}\left(Y_{j t}\right)_{t=0}^{k_{j}-1}$. Also, let $z=\operatorname{col}\left(z_{i}\right)_{i=1}^{p}$ with $z_{i}=\left[\begin{array}{llll}1 & 0 & \cdots & 0\end{array}\right]^{\mathrm{T}} \in C^{n_{i}}$ and $y=\operatorname{col}\left(y_{j}\right)_{j=1}^{q}$ with $y_{j}=\left[\begin{array}{llll}1 & 0 & \cdots & 0\end{array}\right]^{\mathrm{T}} \in C^{k_{j}}$ be two fixed vectors. With $Z$ and $Y$ we associate block diagonal matrices

$$
\begin{equation*}
L(Z)=\operatorname{diag}\left[L\left(Z_{i}\right)\right]_{i=1}^{p} \tag{2.13}
\end{equation*}
$$

where

$$
L\left(Z_{i}\right)=\left[\begin{array}{cccc}
Z_{i 0} & 0 & \cdots & 0 \\
Z_{i 1} & Z_{i 0} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
Z_{i, n_{i}-1} & \cdots & Z_{i 1} & Z_{i 0}
\end{array}\right] \in C^{n_{i} \times n_{i}}
$$

is the lower triangular Toeplitz matrix with $Z_{i}$ as its first column and $L(Y)=\operatorname{diag}\left[L\left(Y_{j}\right)\right]_{j=1}^{q}$ is defined similarly. Following [2], we define the generalized Vandermonde matrix by

$$
\begin{equation*}
V_{m}(c, Z)=\left[Z, J(c) Z, \ldots, J(c)^{m-1} Z\right] \tag{2.14}
\end{equation*}
$$

where $J(c)=\operatorname{diag}\left[J\left(c_{i}\right)\right]_{i=1}^{p}$ and $J\left(c_{i}\right)$ is the lower Jordan block of size $n_{i} \times n_{i}$ corresponding to $c_{i}$; $J(d)$ is defined similarly. It can be easily shown that

$$
\begin{equation*}
V_{m}(c)=V_{m}(c, z)=\left[z, J(c) z, \ldots, J(c)^{m-1} z\right] \tag{2.15}
\end{equation*}
$$

As an application of Lemma 3 we obtain the following theorem, which is very useful in the analysis below.

Theorem 4. Let $Z$ and $Y$ be given as above. Then the matrix equation

$$
\begin{equation*}
J(c) X-X J(d)^{\mathrm{T}}=Z Y^{\mathrm{T}} \tag{2.16}
\end{equation*}
$$

has the unique solution

$$
\begin{equation*}
X=L(Z) C(c, d) L(Y)^{\mathrm{T}} \tag{2.17}
\end{equation*}
$$

Proof. Indeed, if $X$ is partitioned as $X=\left(X_{i j}\right)_{i, j=1}^{p, q}$ with $X_{i j}=\left(X_{i j}^{s t}\right)_{s=0, t=0}^{n_{i}-1, k_{j}-1}$, then Eq. (2.16) is equivalent to the following series of equations:

$$
\begin{equation*}
J\left(c_{i}\right) X_{i j}-X_{i j} J\left(d_{j}\right)^{\mathrm{T}}=Z_{i} Y_{j}^{\mathrm{T}}, \tag{2.18}
\end{equation*}
$$

$(i=1, \ldots, p, j=1, \ldots, q)$. Applying Lemma 3 to Eq. (2.18) we obtain

$$
X_{i j}^{s t}=\sum_{\alpha=0}^{s} \sum_{\beta=0}^{t} Z_{i, s-\alpha}\binom{\alpha+\beta}{\alpha} \frac{(-1)^{\alpha}}{\left(c_{i}-d_{j}\right)^{\alpha+\beta+1}} Y_{j, t-\beta}
$$

Rewritten in matrix form, this leads to

$$
X_{i j}=L\left(Z_{i}\right) C_{i j} L\left(Y_{j}\right)^{\mathrm{T}},
$$

which is equivalent to formula (2.17). This completes the proof.

Corollary 5. The confluent Cauchy matrix $C(c, d)$ defined as in Definition 1 satisfies the Sylvestertype matrix equation

$$
\begin{equation*}
J(c) C(c, d)-C(c, d) J(d)^{\mathrm{T}}=z y^{\mathrm{T}} . \tag{2.19}
\end{equation*}
$$

In other words, the confluent Cauchy matrix $C(c, d)$ has displacement rank 1 with respect to $\nabla_{\left\{J(c), J(d)^{\mathrm{T}}\right\}}(\cdot)$.

Proof. The proof is trivial since $L(z)=\operatorname{diag}\left(L\left(z_{i}\right)\right)_{i=1}^{p}=\operatorname{diag}\left(I_{n_{i}}\right)_{i=1}^{p}=I_{n}$, and $L(y)=\operatorname{diag}\left(L\left(y_{j}\right)\right)_{j=1}^{q}=$ $\operatorname{diag}\left(I_{k_{j}}\right)_{j=1}^{q}=I_{k}$.

By introducing the matrix of order $k+m$

$$
J_{m}(d, y)=\left[\begin{array}{cc}
J(d) & y e_{-}^{\mathrm{T}}  \tag{2.20}\\
O & S_{m}^{\mathrm{T}}
\end{array}\right]
$$

where $e_{-}=\left[\begin{array}{llll}1 & 0 & \cdots & 0\end{array}\right]^{\mathrm{T}} \in C^{m}$ and $y, S_{m}$ are defined as above, we are led to the following.

Theorem 6. The confluent CV matrix $C_{m}(c, d)$ defined as in Definition 2 satisfies the Sylvester-type matrix equation

$$
\begin{equation*}
J(c) C_{m}(c, d)-C_{m}(c, d) J_{m}(d, y)^{\mathrm{T}}=J(c)^{m} z e_{+}^{\mathrm{T}}, \tag{2.21}
\end{equation*}
$$

where $e_{+}=\left[\begin{array}{llll}0 & \cdots & 0 & 1\end{array}\right]^{\mathrm{T}} \in C^{k+m}$.
In other words, $C_{m}(c, d)$ had displacement rank 1 with respect to $\nabla_{\left\{J(c), J_{m}(d, y)^{\mathrm{T}}\right\}}(\cdot)$.

Proof. Indeed,

$$
\begin{align*}
& J(c) C_{m}(c, d)-C_{m}(c, d) J_{m}(d, y)^{\mathrm{T}} \\
& \quad=\left[J(c) C(c, d)-C(c, d) J(d)^{\mathrm{T}}-V_{m}(c) e_{-} y^{\mathrm{T}}, J(c) V_{m}(c)-V_{m}(c) S_{m}\right] \tag{2.22}
\end{align*}
$$

Since $V_{m}(c) e_{-} y^{\mathrm{T}}=z y^{\mathrm{T}}$, then by Theorem 5, the first term in (2.22) is equal to zero, and also according to (2.15) the second term

$$
J(c) V_{m}(c)-V_{m}(c) S_{m}=\left[\begin{array}{llll}
0 & \cdots & 0 & J(c)^{m} z
\end{array}\right] .
$$

Summing up, the assertion follows immediately.

### 2.2. Inversion formulas

Let $J_{1}=\operatorname{diag}\left(J_{n_{i}}\right)_{i=1}^{p}$, where

$$
J_{n_{i}}=\left(\begin{array}{cccc}
0 & \cdots & \cdots & 1 \\
0 & \cdots & 1 & 0 \\
\vdots & & & \vdots \\
1 & 0 & \cdots & 0
\end{array}\right)
$$

is the $n_{i} \times n_{i}$ antiidentity matrix. In the same way, $J_{2}=\operatorname{diag}\left(J_{k_{j}}\right)_{j=1}^{q}$ is defined. Note that

$$
J_{1} J(c) J_{1}=J(c)^{\mathrm{T}}, \quad J_{1}^{\mathrm{T}}=J_{1}^{-1}=J_{1}
$$

and similarly, $J_{2} J(d) J_{2}=J(d)^{\mathrm{T}}, J_{2}^{\mathrm{T}}=J_{2}^{-1}=J_{2}$.
Theorem 7. Let $C(c, d)$ be the confluent Cauchy matrix in Definition 1 and $n=k$, and let $x, \omega$ be the solutions of equations

$$
\begin{equation*}
\left[C(c, d) J_{2}\right] x=z \quad \text { and } \quad \omega^{\mathrm{T}}\left[J_{1} C(c, d)\right]=y^{\mathrm{T}} \tag{2.23}
\end{equation*}
$$

respectively. Then the inverse of $C(c, d)$ is given by

$$
\begin{equation*}
C(c, d)^{-1}=-J_{2} L(x) C(d, c) L(\omega)^{\mathrm{T}} J_{1} \tag{2.24}
\end{equation*}
$$

where $L(x)$ and $L(\omega)$ are defined as in (2.13).
Proof. Multiplying Eq. (2.19) by $J_{1}$ from the left and by $J_{2}$ from the right, we get

$$
J(c)^{\mathrm{T}}\left[J_{1} C(c, d) J_{2}\right]-\left[J_{1} C(c, d) J_{2}\right] J(d)=\left(J_{1} z\right)\left(J_{2} y\right)^{\mathrm{T}} .
$$

Hence,

$$
\begin{aligned}
& J(d)\left[J_{1} C(c, d) J_{2}\right]^{-1}-\left[J_{1} C(c, d) J_{2}\right]^{-1} J(c)^{\mathrm{T}} \\
& \quad=-\left[J_{2} C(c, d)^{-1} z\right]\left[y^{\mathrm{T}} C(c, d)^{-1} J_{1}\right]=-x \omega^{\mathrm{T}} .
\end{aligned}
$$

Then by Theorem 4 we have

$$
\left[J_{1} C(c, d) J_{2}\right]^{-1}=-L(x) C(d, c) L(\omega)^{\mathrm{T}}
$$

or equivalently,

$$
C(c, d)^{-1}=-J_{2} L(x) C(d, c) L(\omega)^{\mathrm{T}} J_{1} .
$$

This completes the proof.

Remark 1. Theorem 7 shows that the inverse of a confluent Cauchy matrix is almost of the same type of matrix (up to two block diagonal factors), and that it can be reduced to solve only two fundamental systems of linear equations with $C(c, d)$ as coefficient matrix. Therefore, inversion formula (2.24) yields a fast inverse.

Following [3], for convenience by $C(d, c, x, \omega)$ we denote the matrix as

$$
\begin{equation*}
C(d, c, x, \omega)=L(x) C(d, c) L(\omega)^{\mathrm{T}} \tag{2.25}
\end{equation*}
$$

Theorem 8. Let $C_{m}(c, d)$ be defined as in Definition 2 and $n=k+m$, and let

$$
x=\left[\begin{array}{c}
x^{\prime} \\
x^{\prime \prime}
\end{array}\right] \quad \text { and } \quad \omega \in C^{n}
$$

( $\left.x^{\prime} \in C^{k}, x^{\prime \prime}=\operatorname{col}\left(X_{j}\right)_{j=1}^{m} \in C^{m}\right)$ be the solutions of the following two equations:

$$
\begin{equation*}
C_{m}(c, d) x=J(c)^{m} z \quad \text { and } \quad \omega^{\mathrm{T}} C_{m}(c, d)=e_{+}^{\mathrm{T}}, \tag{2.26}
\end{equation*}
$$

respectively. Then the inverse of $C_{m}(c, d)$ is given by

$$
C_{m}(c, d)^{-1}=\left[\begin{array}{c}
-J_{2} C\left(d, c, J_{2} x^{\prime}, J_{1} \omega\right) J_{1}  \tag{2.27}\\
H V_{m}\left(c, J_{1} \omega\right)^{\mathrm{T}} J_{1}
\end{array}\right]
$$

where $V_{m}\left(c, J_{1} \omega\right)$ and $C\left(d, c, J_{2} x^{\prime}, J_{1} \omega\right)$ are defined as in (2.14) and (2.25), and

$$
H=\left[\begin{array}{cccc}
-X_{2} & \cdots & -X_{m} & 1 \\
\vdots & & & \vdots \\
-X_{m} & & & \vdots \\
1 & \cdots & \cdots & 0
\end{array}\right]
$$

Proof. Multiplying Eq. (2.21) by $C_{m}(c, d)^{-1}$ from the left and right, we obtain

$$
\begin{align*}
& J_{m}(d, y)^{\mathrm{T}} C_{m}(c, d)^{-1}-C_{m}(c, d)^{-1} J(c) \\
& \quad=-\left[C_{m}(c, d)^{-1} J(c)^{m} z\right]\left[e_{+}^{\mathrm{T}} C_{m}(c, d)^{-1}\right]=-x \omega^{\mathrm{T}} . \tag{2.28}
\end{align*}
$$

Let $C_{m}(c, d)^{-1}$ be partitioned into the form

$$
C_{m}(c, d)^{-1}=\left[\begin{array}{c}
B^{\prime}  \tag{2.29}\\
B^{\prime \prime}
\end{array}\right]
$$

where $B^{\prime} \in C^{k \times n}$ and $B^{\prime \prime} \in C^{m \times n}$; then

$$
J(d)^{\mathrm{T}} B^{\prime}-B^{\prime} J(c)=-x^{\prime} \omega^{\mathrm{T}}
$$

and by the same way as in Theorem 7 we get

$$
\begin{equation*}
B^{\prime}=-J_{2} C\left(d, c, J_{2} x^{\prime}, J_{1} \omega\right) J_{1} . \tag{2.30}
\end{equation*}
$$

Moreover, according to Eq. (2.28) we have

$$
e_{-} y^{\mathrm{T}} B^{\prime}+S_{m} B^{\prime \prime}-B^{\prime \prime} J(c)=-x^{\prime \prime} \omega^{\mathrm{T}}
$$

and hence

$$
\begin{equation*}
e_{-} y^{\mathrm{T}}\left(B^{\prime} J_{1}\right)+S_{m}\left(B^{\prime \prime} J_{1}\right)-\left(B^{\prime \prime} J_{1}\right) J(c)^{\mathrm{T}}=-x^{\prime \prime}\left(J_{1} \omega\right)^{\mathrm{T}} . \tag{2.31}
\end{equation*}
$$

Let $B_{j}$ denote the $j$ th row of $B^{\prime \prime} J_{1}$, then Eqs. (2.31) gives us the recurrence relations

$$
\begin{equation*}
B_{j-1}=B_{j} J(c)^{\mathrm{T}}-X_{j}\left(J_{1} \omega\right)^{\mathrm{T}}, \quad j=2, \ldots, m \tag{2.32}
\end{equation*}
$$

From (2.29) and the second of Eqs. (2.26) it follows that $B_{m}=\omega^{\mathrm{T}} J_{1}$. Taking this into account, Eq. (2.32) leads to

$$
B^{\prime \prime} J_{1}=\operatorname{col}\left(B_{j}\right)_{j=1}^{m}=H V_{m}\left(c, J_{1} \omega\right)^{\mathrm{T}}
$$

or equivalently,

$$
\begin{equation*}
B^{\prime \prime}=H V_{m}\left(c, J_{1} \omega\right)^{\mathrm{T}} J_{1} . \tag{2.33}
\end{equation*}
$$

Substituting $B^{\prime}$ in (2.30) and $B^{\prime \prime}$ in (2.33) into (2.29) completes the proof.

## 3. Fast algorithms for solving Cauchy-Vandermonde systems

As we have seen in Sections 2 and 3, we have to solve two systems of equations with CV coefficient matrices [see, Eqs. (1.6), (1.7), (2.6), (2.23) and (2.26)] when we want to solve rational interpolation problems, thus deriving their inversion formulas. Since Cauchy and CV matrices satisfy a class of displacement structure equations [see, Eqs. (1.11), (2.19) and (2.21)], these equations are special cases of the following general Sylvester displacement equation:

$$
\begin{equation*}
\nabla_{\left\{\Omega_{1}, A_{1}\right\}}\left(R_{1}\right)=\Omega_{1} R_{1}-R_{1} A_{1}=G_{1} B_{1}, \tag{3.1}
\end{equation*}
$$

where $\Omega_{1}$ and $A_{1}$ are lower and upper triangular matrices, $G_{1} \in C^{n \times 1}$ and $B_{1} \in C^{1 \times n}$. We may use the fast algorithm given in [2] to solve these linear systems. The idea of the algorithm is to derive the $L U$ factorization quickly by using the displacement equations, which, therefore, is a generalized Gaussian elimination.

Lemma 9. [2] Let the matrix

$$
R_{1}=\left[\begin{array}{cc}
r_{1} & u_{1} \\
l_{1} & R_{22}^{(1)}
\end{array}\right]
$$

satisfy Eq. (3.1). If $r_{1} \neq 0$, then the Schur complement $R_{2}=R_{22}^{(1)}-\left(1 / r_{1}\right) l_{1} u_{1}$ satisfies the following equation:

$$
\begin{equation*}
\Omega_{2} R_{2}-R_{2} A_{2}=G_{2} B_{2} \tag{3.2}
\end{equation*}
$$

where $\Omega_{2}$ and $A_{2}$ are obtained from $\Omega_{1}$ and $A_{1}$ by deleting the first row and column, respectively, and

$$
\left[\begin{array}{c}
0  \tag{3.3}\\
G_{2}
\end{array}\right]=G_{1}-\left[\begin{array}{c}
1 \\
\frac{1}{r_{1}} l_{1}
\end{array}\right] g_{1}, \quad\left[\begin{array}{cc}
0 & B_{2}
\end{array}\right]=B_{1}-b_{1}\left[\begin{array}{ll}
1 & \frac{1}{r_{1}} u_{1}
\end{array}\right]
$$

where $g_{1}$ and $b_{1}$ are the first row of $G_{1}$ and the first column of $B_{1}$, respectively.
Since $R_{1}$ has the triangular factorization of the form

$$
R_{1}=\left[\begin{array}{cc}
r_{1} & u_{1} \\
l_{1} & R_{22}^{(1)}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
\frac{1}{r_{1}} l_{1} & I
\end{array}\right]\left[\begin{array}{cc}
r_{1} & u_{1} \\
0 & R_{2}
\end{array}\right]=L U
$$

applying Lemma 9 we may write down an implementation of $L U$ factorization for $R_{1}$ as below:

1. Compute the first row $\left[\begin{array}{ll}r_{1} & u_{1}\end{array}\right]$ and the first column $\left[\begin{array}{c}r_{1} \\ l_{1}\end{array}\right]$ of $R_{1}$, respectively, which is equivalent to solving two triangular linear systems

$$
\left[\begin{array}{ll}
r_{1} & u_{1}
\end{array}\right]\left(\omega_{11} I-A_{1}\right)=g_{1} B_{1}, \quad\left(\Omega_{1}-a_{11} I\right)\left[\begin{array}{l}
r_{1} \\
l_{1}
\end{array}\right]=G_{1} b_{1}
$$

( $\omega_{11}$ and $a_{11}$ are the $(1,1)$ entry of $\Omega_{1}$ and $A_{1}$, respectively).
2. Write down the first column $\left[\begin{array}{c}1 \\ \frac{1}{r_{1}} l_{1}\end{array}\right]$ of $L$ and first row $\left[\begin{array}{ll}r_{1} & u_{1}\end{array}\right]$ of $U$.
3. Compute the generator $\left\{G_{2}, B_{2}\right\}$ for the Schur complement $R_{2}$ by using (3.3).
4. Repeat processes $1-3$ for the displacement equation (3.2) $R_{2}$ satisfying.

The overall complexity of the above algorithm is $O\left(n^{2}\right)$ arithmetic operations. Finally, we point out that we may consider block $L U$ factorization when $c$ or $d$ has multiple nodes. In this case, the first step of the above algorithm is modified to solve two block triangular linear systems; accordingly, the second step is modified to write down the first $n_{1}$ columns of $L$ and first $n_{1}$ rows of $U$.

## 4. Example

In the simple nodes case: $n_{i}=1, c=\left(c_{1}, \ldots, c_{n}\right)$ and $k_{j}=1, d=\left(d_{1}, \ldots, d_{n}\right)$

$$
C(c, d)=\left[\begin{array}{cccc}
\left(c_{1}-d_{1}\right)^{-1} & \left(c_{1}-d_{2}\right)^{-1} & \cdots & \left(c_{1}-d_{n}\right)^{-1} \\
\left(c_{2}-d_{1}\right)^{-1} & \left(c_{2}-d_{2}\right)^{-1} & \cdots & \left(c_{2}-d_{n}\right)^{-1} \\
\vdots & \vdots & \cdots & \vdots \\
\left(c_{n}-d_{1}\right)^{-1} & \left(c_{n}-d_{2}\right)^{-1} & \cdots & \left(c_{n}-d_{n}\right)^{-1}
\end{array}\right] .
$$

According to the algorithm given in Section 3, we may write down the $k$ th column $L_{k}$ of $L$ and the $k$ th row $U_{k}$ of $U$ in the $L U$ decomposition of $C(c, d)$ :

$$
\begin{aligned}
& L_{k}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1 \\
\prod_{j=1}^{k} \frac{c_{k}-d_{j}}{c_{k+1}-d_{j}} \prod_{i<k} \frac{c_{k+1}-c_{i}}{c_{k}-c_{i}} \\
\vdots \\
\prod_{j=1}^{k} \frac{c_{k}-d_{j}}{c_{n}-d_{j}} \prod_{i<k} \frac{c_{n}-c_{i}}{c_{k}-c_{i}}
\end{array}\right], \\
& U_{k}=\left[\begin{array}{lll}
0 & \cdots \quad \frac{1}{c_{k}-d_{k}} \prod_{i<k} \frac{\left(c_{k}-c_{i}\right)\left(d_{k}-d_{i}\right)}{\left(c_{k}-d_{i}\right)\left(d_{k}-c_{i}\right)} & \cdots \\
\frac{1}{c_{k}-d_{n}} \prod_{i<k} \frac{\left(c_{k}-c_{i}\right)\left(d_{n}-d_{i}\right)}{\left(c_{k}-d_{i}\right)\left(d_{n}-c_{i}\right)}
\end{array}\right]
\end{aligned}
$$

and the generators of Schur complement $R_{k}$ :

$$
\begin{aligned}
& G_{k}=\left[\begin{array}{c}
\prod_{i<k} \frac{c_{k}-c_{i}}{c_{k}-d_{i}} \\
\vdots \\
\vdots \\
\prod_{i<k} \frac{c_{n}-c_{i}}{c_{n}-d_{i}}
\end{array}\right] \in C^{n+1-k}, \\
& B_{k}=\left[\prod_{i<k} \frac{d_{k}-d_{i}}{d_{k}-c_{i}} \cdots \prod_{i<k} \frac{d_{n}-d_{i}}{d_{n}-c_{i}}\right] .
\end{aligned}
$$

Here we assume that $\prod_{i<k}=1$ when $k=1$.
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