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What is the climate system able to do ‘on its own’?
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ABSTRACT

The climate of the Earth, like planetary climates in general, is broadly controlled by solar irradiation, planetary

albedo and emissivity as well as its rotation rate and distribution of land (with its orography) and oceans.

However, the majority of climate fluctuations that affect mankind are internal modes of the general circulation

of the atmosphere and the oceans. Some of these modes, such as El Niño-Southern Oscillation (ENSO), are

quasi-regular and have some longer-term predictive skill; others like the Arctic and Antarctic Oscillation

are chaotic and generally unpredictable beyond a few weeks. Studies using general circulation models indicate

that internal processes dominate the regional climate and that some like ENSO events have even distinct global

signatures. This is one of the reasons why it is so difficult to separate internal climate processes from external

ones caused, for example, by changes in greenhouse gases and solar irradiation. However, the accumulation of

the warmest seasons during the latest two decades is lending strong support to the forcing of the greenhouse

gases. As models are getting more comprehensive, they show a gradually broader range of internal processes

including those on longer time scales, challenging the interpretation of the causes of past and present climate

events further.
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1. Introduction

I believe there are two principally different ways to

anticipate and understand climate and the processes that

determine it. The first of these is the descriptive view of

climate that can be traced back as far as to Pythagoras and

Aristotle (Sanderson, 1999). With the rapidly enhanced

knowledge of the Earth’s geography that evolved during

the 19th century, the interest in the climate of the Earth

increased rapidly both because of economical needs and

scientific curiosity. Considerable contributions came from

scientists with a broad scientific and cultural interest,

such as Alexander von Humboldt. Over a long period of

time starting in the late 19th century, the Russian-German

meteorologist Wladimir Köppen developed a classifica-

tion technique of a descriptive global climatology over a

long period of time (Köppen, 1884, 1900, 1936). See also

Kollek et al. (2006) for a recent contribution. Köppen’s

approach was to relate the Earth’s vegetation zones and

its seasonality to local mean monthly temperature and

precipitation data. This simple approach was met with

considerable success. Köppen’s colourful climate atlases

were used in geographical teaching all around the world.

The descriptive concept of climate in the spirit of Köppen

is in fact still dominant among traditional climatologists,

geographers and geologists and almost without excep-

tion among the general public. The general issue, why

different parts of the world have such different climates,

was presented as a matter of fact, and in many regions,

the significant inter-annual variations in climate were

essentially left unexplained.

With this traditional view, climate is strictly regulated

by astronomical, geophysical and geographical boundary

conditions and can in essence only change when these

boundary conditions are changing. This conceptual view

of climate therefore implies a tendency or a preference to

interpret adverse climate events as a consequence of external
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influences such as caused by solar irradiation and volcanic

eruptions, or similarly as due to changes in the composition

of the atmosphere, such as in the greenhouse gases and

in aerosol concentrations.

A different approach is to consider climate as a dynamical

system and thus simply calculate the climate of the Earth

from the governing hydro-dynamical equations with known

radiative forcing and boundary conditions (Pfeffer, 1960).

Such an approach will not only create possibilities for an

understanding of the climate, but also make it possible to

incorporate internal dynamical processes in the Earth’s

system and the essential role these play in the Earth’s

atmosphere and oceans. This approach is based on the

recognition that climate is composed of all possible weather

that is sampled over representative periods of time covering

several decades. Climate is simply the complete envelop of

weather. The fact that internal non-linear processes play

an important role can be seen from many phenomena in

the atmosphere and the oceans that have periods that

differ significantly from the diurnal and annual cycle of

the solar forcing. In fact, the majority of weather systems

have time scales that bear little resemblance to the diurnal

or annual cycle. The most remarkable example here is

perhaps the Quasi-Biennal Oscillation (QBO) with a distinct

period of approximately 26 months (Lindzen and Holton,

1968; Baldwin et al., 2001). Another example is the approxi-

mate 4-yr cycle of ENSO (El Niño-Southern Oscillation)

(Philander, 1990). Other internal processes are essentially

aperiodic such as the Arctic and the Antarctic circulation.

At higher latitudes of the Northern Hemisphere, the inter-

annual variability is a dominant factor, and here the dif-

ference between a very mild and a very cold winter can

be a considerable fraction of the difference between an

average summer and an average winter. In parts of northern

Europe, it can be more than 60%.

It seems clear that a dynamical understanding of internal

processes in the climate system is necessary in order to

understand the physical processes of the climate in terms

of the assemblage of weather over a representative period

of time. The progress in numerical weather prediction and

atmospheric modelling from the middle of the last century

has made such an approach feasible.

A first attempt to address climate research and predic-

tion as a computational problem in physics took place

at the Advanced Study Institute in Princeton in October

1955 organised by John von Neumann and Jules Charney

(Pfeffer, 1960). It followed a similar earlier attempt in 1948

to develop a strategy for numerical weather prediction

following the construction of the first electronic computer

(Charney et al., 1950). It was generally concluded that

climate essentially was controlled by external forcing in

combination with surface boundary conditions but would

nevertheless have to be addressed as an initial value

problem using the fundamental set of physical equations

including sources and sinks for heat, water and momentum.

This is by and large the approach that has been followed

in climate research since then and since 1980 under the

auspices of the World Climate Research Programme. The

methods used today to explore the dynamics of climate

are in all essentials similar to what is used in numerical

weather prediction.

General Circulation Models, GCMs, are in many ways

building on weather forecasting models, but incorporate a

more comprehensive approach including model compart-

ments of the oceans and nowadays also special model

components for vegetation and land ices as well as the

carbon cycle. The present IPCC 5th assessment to be

published in 2013 will include climate simulations using

interactive vegetation and carbon cycle modelling. GCMs

are now main tools for climate research. The enormous

development in computing speed and storage facilities

has made it possible today to undertake calculations for

millennia with models that can resolve the daily weather

systems.

A question that is often asked by many, not the least

by scientists from other areas of physics and geophysics,

is whether it at all is sensible to make climate simulations

by models that lose useful predictability after a few weeks,

e.g. Lorenz (1982). This is fully correct if we are concerned

with a numerical model that is predicting the weather as

an initial value problem. However, this is not the main

task of a climate simulation. In that case, we are mainly

interested in the statistics of the climate and how the

statistics of climate might change when external conditions

are changing. How does the frequency or amplitude of a

manifold of weather events change (and thus the climate)

when we alter the concentration of greenhouse gases or

solar radiation, or because of changes in atmospheric opac-

ity due to natural or manmade aerosols? It is therefore

important that a model used for climate studies should

have corresponding capabilities as a model used for

weather prediction even if the weather can only be

predicted in a statistical sense. This is what Edward Lorenz

called ‘predictability of the second kind’. In fact from a

societal view, we are more concerned in extreme events

such as excessive heat waves, flooding and violent tropical

and extra-tropical cyclones as such events often are highly

destructive to society. Will a warmer climate include more

damaging events? How can this be explored and what

methods do we need to clarify whether extreme events

are a consequence of the internal dynamics of the climate

system or whether they are consequences of external

effects? Or perhaps more correctly, how will the probability

distribution of specific weather events be changing, if at all?

An even more fundamental issue is whether climate in

itself is uniquely determined by a given set of external
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forcing and boundary conditions. Can climate just change

by chance or if not possible within the present climate,

can it occur in a climate with a different concentration of

greenhouse gases or different solar irradiation? Has this

perhaps happened in the past? Some studies suggest that

a non-unique climate is presently not feasible or perhaps

more correctly that available models have not yet con-

vincingly demonstrated such non-uniqueness. Recent pop-

ular climate literature favours the terminology of climate

tipping, such as Lenton et al. (2008).

Even if the climate models are imperfect, climate

changes studies, such as from increased greenhouse gases,

can at first approximation be explored as a contribution of

a perturbation on the climate system. We might therefore

argue that even if the models have deficiencies, the response

of the modelled climate system of such a perturbation,

does provide useful insight. Indeed, the results from a large

number of climate models suggest that the response to a

specified forcing has many characteristic similarities such

as the geographical distribution of temperature and pre-

cipitation changes. Generally, the pattern of response is

proportional to the average amplitude of the forcing

but insensitive to the pattern of forcing (Boer and Yu,

2003). Typical changes to a positive perturbation such as

increased solar irradiation or increased greenhouse gases

manifests itself as a marked warming at high latitudes of

the Northern Hemisphere and precipitation increase at

high latitudes at both hemispheres. A reversed pattern is

generally found for a negative perturbation (Bengtsson,

2001; Kloster et al., 2010). Typical patterns can be seen

from Fig. 1, which shows the change of the near-surface

temperature during the last 120 yr in steps of 40 yr.

The global mean anomaly values are summarised in

Table 1. The total temperature increase has been ca. 0.88C
but most of this has occurred during the last 40 yr. In the

period 1930�1970, there was no temperature increase and

actually a cooling over land areas and at high latitudes of

the Northern Hemisphere. In the first period 1890�1930,
on the other hand, there was a minor temperature increase

with a warming pattern having some similarities to the

warming pattern in the latest period 1970�2010. While the

overall warming broadly follows the increase in greenhouse

gases, we have no satisfactory explanation to the lack of

warming in the intermediate period and solar variability,

tropospheric aerosols and natural climate fluctuations have

all been suggested. Whilst the first alternative is becoming

increasingly unlikely based on solar irradiation observa-

tions over the last 35 yr (Fröhlich, 2012), the other two

are credible candidates either on their own or in combina-

tion. This paper will provide some indications that the

last alternative, namely internal climate variations are

quite likely to provide variations of this kind. As will be

seen such a possibility is suggested from studies of present

climate models.

In Section 2, I will comment on typical internal modes of

the climate system and the way they manifest themselves in

observational records and in model simulation experi-

ments; while in Section 3, I will describe and discuss the

implication for climate of an observational and modelling

study for the last 500 yr with emphasis on Europe. In

Section 4, finally, I will discuss some aspects related to the

difficulties involved in separating signals from noise and

the general problem of attribution.

2. Typical internal climate modes in observation

and in modelling calculations

Significant efforts have been undertaken over the last

decades to reconstruct the typical variations of the Earth’s

climate. Particular difficulties are related to changes of

the observing systems due to ongoing improvements

and extensions as this might imply a bias in calculating

longer-term trends. However, it is only during the last three

decades that we have a comprehensive global observational

coverage of the troposphere and lower stratosphere thanks

to the advent of operational satellite based systems. For the

Northern Hemisphere extra-tropics, the situation is better

as the network of radiosondes, since the end of the World

War II, has made it possible to provide a comprehensive

data set for some 65 yr. For longer periods than this, we are

restricted to near-surface observations and indirect infor-

mation of past weather. A novel approach has been the

application of re-analyses, where sequences of comprehen-

sive data sets at high temporal resolution (3�12 hours)

are produced using similar methods as in numerical

weather prediction (Dee et al., 2011 and references therein).

The early versions of the re-analyses covered multi-decadal

periods during the second half of the 20th century, but one

of the most recent ones has in fact been extended as

far back as to 1871 (Compo et al., 2011). In spite of the

fact that the data sets prior to 1948 have only a limited

number of upper air observations, they provide never-

theless a satisfactory description of the large scale circula-

tion including extra-tropical storm tracks and its typical

variability.

One interesting result in the re-analyses by Compo et al.

(2011) is that long-term trends of climate indices represent-

ing the North Atlantic Oscillation (NAO), the tropical

Pacific Walker Circulation (PWC) and the Pacific-North

American pattern (PNA) are weak or non-existent over the

full period of the record dating back to 1871. Calculations

show that these indices have a typical red noise spectrum

or random walk noise. As will be returned to later, the

same can be seen in long climate simulations with a recent

WHAT IS THE CLIMATE SYSTEM ABLE TO DO ‘ON ITS OWN’? 3



(a)

(b)

(c)
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Fig. 1. Pattern of the near-surface, annual mean temperature trend for the three 40-yr periods, (a) 1890�1930, (b) 1930�1970 and (c)

1970�2010. The global mean temperature trend values are given in Table 1. The large differences of regional trends, in particular, in the

Arctic are striking. There is an indication of a positive trend correlation between the tropics and the Arctic, but there is an indication of a

negative correlation with high latitudes of the Southern Hemisphere. Equally striking is the superimposed warming during the latest period.

(Taken from http://data.giss.nasa.gov/gistemp/maps/)
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general circulation model. The red noise spectrum of

typical climate indices do not exclude longer quasi-periods

as, for example, has been seen in NAO between 1920

and 1960 (reduced trend) and between 1960 and 1990

(increasing trend) and again after the late 1990s with a

reduced trend. All indications are that such quasi-trends

are stochastic and externally unforced (Hunt and Elliott,

2006). They have very limited predictive skill and can

statistically more or less be produced by internal processes

such as by a GCM without any variations in the external

forcing.

Further support for such an interpretation is obtained

by examining a recent long-term integration by the MPI

coupled climate model (Jungclaus et al., 2010). This model

combines atmosphere, ocean and the carbon cycle. The

actual model run included solar variability and aerosols

from known volcanic eruptions. Fig. 2a shows NAO at

monthly resolution for a 1000-yr long integration typical

of pre-industrial conditions, and Fig. 2b shows the

corresponding power spectrum. As can be seen, the random

walk noise is well within the error bars (95% confidence

interval) demonstrating a typical stochastic behaviour. As

the European winter climate is strongly related to NAO

both with respect to temperature and precipitation anoma-

lies (Hurrell et al., 2003), we might, following Hunt and

Elliott (2006) and Hunt (2007), conclude that climate

variations on time scales shorter than say half a century

is likely to be strongly affected by chance. It follows further

that it is highly unlikely the variations in NAO have any

useful predictive skill from year to year and even from

month to month.

While NAO mainly influences the North Atlantic and

Europe and primarily so during the winter, ENSO has a

more far reaching influence as it affects the weather over

a major part of the tropics as well as the Western

Hemisphere (Allan et al., 1996). The major ENSO event

1997/98 warmed the global troposphere by almost 18C
making 1998 one of the warmest years in the observational

records. A similar extreme event occurred in 1876/78.

While ENSO has indication of a period of around 4 yr

(Philander, 1990), it also incorporates considerable low-

frequency variability, in particular, with respect to the

amplitude of ENSO. Available observational records do

not indicate any systematic variability or trends beyond

the typical period of around 4 yr. Similar behaviour is

indicated from longer integrations with coupled climate

models as illustrated by results from a 1000-yr integration

with the MPI coupled climate model. Figure 3a shows

Nino 3.4 over 1000 yr, and Fig. 3b shows the correspond-

ing power spectrum indicating a significant signal between

3 and 4.5 yr, while for shorter and longer periods the

modelled ENSO shows up as a red spectrum. We conse-

quently have indications that typical climate patterns in

the atmosphere are stochastic except for a weak periodic-

ity of around 4 yr for ENSO. There are indications in

some observational records of longer periods of several

decades, but the data records are to short or too inaccurate

to indicate any significance (Cobb et al., 2003). We will

therefore assume that the inter-annual variations of atmo-

spheric circulation is inherently stochastic, and as a

working hypothesis in this paper, it will assume that

any longer-term trends and especially regional trends

are likely to occur by chance or at least be strongly affected

by chance. This is indeed the working principle for the

fingerprint approach underlying the IPCC methodology of

climate change attribution and where the approach has

been trying to falsify stochastic long-term trends.

3. The European climate during the last 500 yr

Bengtsson et al. (2006) tested this stochastic hypothesis

by examining near-surface temperature records for Europe

covering the period 1500�2003 as had been compiled

by Luterbacher et al. (2004) and Xoplaki et al. (2005).

The temperature records by Luterbacher and Xoplaki are

particularly useful, as temperature data has been compiled

separately for each season. As can be seen in Bengtsson

et al. (2006, Table 3), the coldest seasonal as well as the

coldest decadal seasonal value occurs at very different times

and indeed in different centuries. The coldest winter

occurred in 1695/96, the coldest spring in 1785, the coldest

summer in 1902 and the coldest autumn in 1912. A similar

pattern is correspondingly found for the coldest seasonal

decades. The extreme warm seasons on the other hand

all occurred in the late 20th and early 21st century, with

the exception of the autumn, but this occurred in fact in

2006 just after the end of the Luterbacher’s and Xoplaki’s

data record. This is strongly suggestive of a dominant

stochastic behaviour of the European near-surface tem-

perature but with an indication of what can be interpreted

as a superimposed warming trend showing up as an

Table 1. Average temperature trend for the three 40-yr periods,

1890�1930, 1930�1970 and 1970�2010

Time period

Near-surface temperature

trend/40 yr in 8C

1890�1930: Modest tropical warming

and distinct Arctic warming, slight

cooling over Southern oceans

�0.13

1930�1970: In most aspects a reverse

pattern, a marked Arctic cooling

�0.01

1970�2010: A similar pattern as in

the period 1890�1930, but a
warming trend except for a few

limited areas

�0.66

WHAT IS THE CLIMATE SYSTEM ABLE TO DO ‘ON ITS OWN’? 5



accumulation of the warmest seasons during the latest two

decades of the more than 500-yr long temperature record.

The accumulation of extreme warm events can thus be

seen as a falsification of true stochastic climate and lend

strong support to the forcing from the well-mixed green-

house gases, lacking other credible alternatives.

Bengtsson et al. (2006) investigated a 500-yr coupled

model integration (Roeckner et al., 2003, 2006) and used

this to examine extreme or rare events. The 500-yr

integration used pre-industrial radiative condition but

was not exposed to any changes in the external forcing

except the annual cycle for the whole period. The main

focus was on the European area as the objective was to

compare the statistics from observations from Luterbacher

et al. (2004) and Xoplaki et al. (2005) with the statistics

of the model. Table 2 reproduced from Bengtsson et al.

(2006) depicts mean values, standard deviations and

extremes.
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Fig. 2. (a) NAO from a 1000-yr pre-industrial simulation calculated by the MPI coupled climate model (Jungclaus et al., 2010). NAO has

been calculated as the average surface pressure at monthly mean values between the boxes (358N, 458N, 108W, 708W) and (458N, 708N,

108W, 708W). The model includes forcing from solar variability and volcanic aerosols from known eruptions. For information, see

Jungclaus et al. (2010). The variation in greenhouse gas forcing is insignificant. (b) Power spectrum for the same function with the annual

cycle removed, showing values from 1 month to 50 yr (red). The central solid line is the equivalent of a first-order auto-regressive process,

AR(1). Upper and lower lines indicate 95% confidence interval. The result indicates that NAO is a red spectrum (random walk noise) and is

fully dominated by internal processes. It should be noted that monthly extremes exist of more than 4.5 SD.
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Generally, there is a considerable degree of similarity

between model and observations although the standard

deviation of the model run is somewhat larger. It is judged

that the variance of the earlier observed data is under-

estimated as the last 100 yr are closer to the model

simulation. In Figs. 4 and 5, partly from Bengtsson et al.

0 100 200 300 400 500 600 700 800 900 1000
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Fig. 3. (a) ENSO determined from monthly mean surface temperature (58N, 58S, 908W, 1508W), and Nino 3.4 determined from a 1000-

yr simulation by the MPI coupled climate model (Jungclaus et al., 2010). The model includes forcing from solar variability and volcanic

aerosols from known eruptions. For information, see Jungclaus et al. (2010). The variation in greenhouse gas forcing is insignificant. (b)

Power spectrum for the same function showing values from 1 month to 50 yr (red). The central solid line is the equivalent of a first-order

auto-regressive process, AR(1). Upper and lower lines indicate 95% confidence interval. There is a weak peak between 3 and 4.5 yr but for

shorter and longer periods ENSO follows a random walk noise and is dominated by internal processes.
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(2006, Figs. 8 and 9), we note that there are typical

similarities between extreme cold winters as well as extreme

warm summers in observations and in model simulation,

in Fig. 4 we also compare the model result with a recent

cold winter, 2009/2010, and in Fig. 5 with the very warm

European summer of 2003. A very cold European winter is

also colder than normal over northern Russia but warmer

than normal in the Arctic and in the tropical Pacific.

The reason to the warmer than normal conditions in

the Arctic is related to the large deviation in the position

of the Atlantic storm track. In the typical circulation

pattern that leads to cold weather in Europe during

winter, the storm tracks are often split in a northerly

and a southerly branch transporting warm air into the

Arctic and blocking the warmer air to reach northern

and central Europe.

4. Summary and concluding remarks

While many generally have a sceptical attitude to climate

model simulations, we probably tend to be less sceptical to

observational data. In fact, observational data, in particu-

lar older data sets or so-called observational reconstruc-

tions, are often considered to be a sort of replacement

for true observations. There are indications that recon-

structed data sets because of insufficient resolution in time

and space, often underestimate climate variability. Another

problem is a tendency by researchers to have conceptual

ideas about the causes of climate variations that inadver-

tently influences the interpretation of climate events in

terms of anticipated external causes.

An example here is the reconstruction of the solar

irradiation records that was based on a relation between

solar irradiation and sunspots, normalised by a prolonged

sunspot minimum between 1645 and 1715, the so-called

Maunder minimum. This partly coincided with periods

of low winter temperatures in Europe (Eady, 1976) that

strongly underpinned the notion of marked variations in

total solar irradiation related to sunspots. With the support

of available temperature records, seen as an indication

of the solar influence, long-term records of total solar

irradiation were compiled. These reconstructed solar irra-

diation data (e.g. Lean et al., 1995) covering several

centuries were then used by climate modellers that, un-

aware how the irradiation data set had been compiled, not

surprisingly were able to broadly reproduce some of the

extreme periods including the colder ones during the

Maunder minimum (e.g. Cubasch et al., 1997) and was

considered as a clear indication of a cause�effect relation.
This example of circular reasoning bewildered climate

scientists for a considerable time and is still being used as

an example that variations in solar irradiation have

controlled the climate of the past millennia. Furthermore,

it is seen as a main driver for present climate warming.

However, as has been shown based on satellite based

observations since 1978 (e.g. Fröhlich, 2012), there is no

well-established relationship between solar irradiation and

sunspot numbers, and solar variations are generally an

order of magnitude smaller than the increase is the forcing

from the well-mixed greenhouse gases over the last three

solar cycles (Lockwood, 2012).

Similar tendency of circular reasoning can also be

noticed in the way the effect on radiation by tropospheric

aerosols are used in modelling and in that connection as a

tool to adjust external forcing to obtain a better agreement

with the observed temperature evolution during the last

century or so (Kiehl, 2007). There is a temptation by many

scientists and laymen alike to look for simple and linear

relations between cause and effect in climate. Unfortu-

nately, because of the strong chaotic component as

Table 2. Observed land surface temperature 1500�1900 for the area 35N�70N and for 25W�40E from Luterbacher et al. (2004). The

standard deviation, SD, for the last 100 yr is 0.53, suggesting that the variance is underestimated in the earlier record. The same for the

model results, ECHAM5/ MPI-OM. Results have been calculated from a 500-year climate simulation without any changes in external

forcing. Values from Bengtsson et al. (2006). Values are, in both cases, average values for the whole year and winter (DJF) and summer

(JJA), respectively. The actual years of the extreme temperatures are indicated (units in 8C). The coldest winter in the model run

corresponds to 4.2 SD and the warmest summer to 3.8 SD. The corresponding values from the observational data set are 3.3 SD and 2.9

SD, respectively

Observations

Luterbacher

et al. (2004)
Model

Bengtsson

et al. (2006)

Annual DJF JJA Annual DJF JJA

Mean 8.1 �2.3 16.8 7.4 �2.3 17.0

SD 0.41 1.15 0.47 0.55 1.23 0.55

Min (year) 6.6 (1695) �5.7 (1695/96) 15.6 (1821) 5.4 (16) �7.5 (17/18) 15.6 (170)

Max (year) 9.4 (1822) �0.1 (1842/43) 18.2 (1757) 9.4 (78) 1.5 (51/52) 19.1 (459)

Max�min 2.8 5.6 2.6 4.0 8.9 3.5
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Fig. 4. (a) The temperature anomaly of the 10 coldest winters (DJF) for a model integration over 500 yr using pre-industrial forcing

conditions. (b) The observed temperature anomaly for the winter 2009/2010 relative to the mean temperature 1990�2010. The cold anomaly

covers the major part of the northern Eurasia as well as the major part of US and southern and western Canada. The Arctic is warmer than

normal. There are considerable similarities between the observed and model simulated pattern, suggesting similar anomaly circulation

pattern. [(b) Retrieved from http://data.giss.nasa.gov/gistemp/maps/]
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Fig. 5. (a) The temperature anomaly for the 10 warmest summers (JJA) for the same 500-yr model integration. (b) The temperature

anomaly for the summer of 2003 relative to the mean temperature 1990�2010. The extreme warm anomaly over Europe is connected to a

band of warmer than normal sea surface temperatures over the central Atlantic. There is a region with colder than normal conditions over

the central part of the Asian mainland. There are several similarities between the model anomalies but not as pronounced as for the winter

case. [(b) Retrieved from http://data.giss.nasa.gov/gistemp/maps/]
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identified in model experiments and almost daily in weather

prediction, not the least by operational ensemble predic-

tions, considerable periods of time are needed to generate a

sufficient amount of data to determine a sufficient volume

of information to comprehensively determine and sample

climate in a statistical sense.

Several arguments have been put forward to question

this critique suggesting that models are likely to over-

estimate internal variability. I do not consider this to be a

valid argument as similar phenomena also occur in experi-

mental studies; Edward Lorenz study of the predictability of

simple systems (Lorenz, 1963a, 1963b) was encouraged by

the physicist Raymond Hide’s work on a rotating annulus

and the identification of a marked hysteresis effects (Hide,

1953) and similar studies by Fultz et al. (1959).

I would rather argue that models rather are likely to

underestimate the magnitude of internal variations and

in particular longer cycles that include the deep ocean

circulation and energy exchange with upper layers of

the ocean.

Internal climate variability and limited climate predict-

ability are closely related to the issue of the uniqueness of

climate. Claussen (1998) has undertaken a study to explore

the uniqueness of the Earth’s climate zones assuming that

the annual cycle of the ocean surface temperature is given.

In an experimental demonstration the initial vegetation

patterns affecting land albedo and evapotranspiration were

fully distorted from the present by, for example, making

Sahara into a tropical forest and Amazonas into a desert

region. After a number of successive integrations after

which the vegetation zones were re-determined based on

changes in the local monthly temperature and precipita-

tion, it was finally found that the climate zones gradually

converged to essentially the present climate and the selected

extreme initial conditions were completely changed to the

presently observed. From this, we might conclude that the

basic atmospheric dynamical conditions under the present

radiation forcing did essentially determine the present

typical global climate zones. Let us now assume that we

also had decided to let the oceans be put at rest and with

the same temperature everywhere. Because of the thermal

and dynamical inertia of the oceans, such an experiment is

extremely demanding computationally and has not yet

been undertaken. However, I am not convinced that after

some several thousand years of integration that we would

arrive at the present climate. If we would start with, for

instance, the mean temperature of the ocean (ca. �48C)
it could well happen that we have to go through a very

different climate for several thousand years before we

might reach something that might bear some similarity

to our present climate. In my opinion, it is a great pity

that not more of such fundamental studies of climate are

undertaken and perhaps some of the huge computational

resources now devoted to IPCC simulations could be used

for a more general class of climate investigations like the

many fundamental studies that are so common in astron-

omy today, such as the evolution of the universe and

simulation studies of the dynamics of black holes.
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