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Abstract: Handwritten character recognition is active and open field of research in the area of pattern recognition. As, there is continuous 
developments in the hardware i.e. Machine. At the same time, many researchers are working in the field of character recognition from more than 
last four decays.  Handwritten character recognition involves reading of handwritten character and comparing the required one. Human being is 
doing this task while learning characters in the childhood. But the same task for machine is much complex. This complexity depends on the 
environment in which the character was written. For the machine the process of reading, understanding and interpretation of handwritten 
character is difficult task. This research work proposes new approaches for extracting features in context of Handwritten Devanagari Vowels 
recognition. For classification technique Artificial Network is used. The overall accuracy of recognition of handwritten Devanagari Vowels is    
% with SVM classifier,   % with MLP and it is  %with GFF.  
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I.  INTRODUCTION 
 
At present many researchers are working on handwritten 
Devanagari characters. Devanagari script is the most 
popular script.  It is phonetic in nature and the writing 
system for this script maps the sound of the ‘Aksharas’ to 
specific shapes. Devanagari is used in many Indian 
languages like Sanskrit, Hindi, Nepali, Marathi, Konkani, 
Sindhi etc. More than 300 million people around the world 
use Devanagari script [1]. From last four decays many 
researchers are working for the development of system of 
fully automating the process of reading, understanding and 
interpretation of handwritten documents. Huge and 
important historical document is available in the libraries 
and museums in the world. The preservation this heritage is 
necessary. For the preservation of such document, it should 
be digitalized. So, this will be available worldwide through 
large on line digital libraries. Historical documents are of 
more importance because they are a significant part of our 
cultural heritage. During, the last decades a lot of research 
has been done in the field of Optical Character Recognition 
(OCR). The available OCR text recognition technologies are 
unable to meet the accuracy in recognition. Documents are 
in the form of papers which human can read and understand 
easily but for the machine it is difficult to read and 
understand these documents directly. It is demand of time to 
develop a system, which includes understanding and 
interpretation of handwritten character. There are thousands 
of languages throughout the world and character recognition 
complexity differs from language to language. Devanagari 
character recognition is a complicated task due to the 
presence of multiple loops, conjuncts, modifiers (upper and 
lower), character variations (disconnected and multi-stroke) 
and also because some writers use header line. Similarly the 
way of writing also depends on the environment and the 
mood of writer. There is a wide verity of size and shape of 

each character written by writer.  As handwriting is free 
style of writing, it is unconstrained. Devanagari there are 
vowels, consonants, vowel modifiers and component 
characters, numerals, etc, moreover, there are many similar 
shaped characters. All these variations make the handwritten 
character recognition, a challenging task [2, 3]. 
 
II. REVIEW OF LITERATURE 
 
The research work on character recognition of Devanagari 
script had been started in 1970, where Sinha and Mahabala 
[4] presented a syntactic pattern analysis system for the 
recognition of Devanagari Characters (DC). First research 
report on handwritten Devanagari Characters (HDC) had 
published in 1977 by Sethi and Chatterjee [5], however, 
very few research papers published on OCR during that 
period. The computer processing power enhanced rapidly 
after 1990 and cost decreases drastically, which boost the 
research in image processing field. During this period (1995 
on word) an extensive research work on printed Devanagari 
Characters and Handwritten Characters was carried out by 
Bansal et.al  [6].  Mrs. A P Jane et al. [7] propose a novel 
method to recognize handwritten Marathi characters of 
similar shaped using Artificial Neural Network and recorded 
average accuracy 70% to 90%. Akhil Deshmukh et al[8] 
proposed a new approach of Eigen space method which uses 
the concept of Gerschgorin’s theorems in order to recognize 
and extract the characters. Mahesh Jangid et al [9] proposed 
new feature extraction algorithm Correlation of Gradients in 
Local Neighbors (CGLN) for the handwritten character 
recognition. Using these feature method and SVM classifier, 
they obtained 95.38% accuracy for handwritten Devanagari 
character recognition. 
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III. FEATURE EXTRACTION 
 
The handwritten characters have large variation in shapes 
within a class of character. This variation depends from font 
styles, document noise, photometric effect, document skew 
and poor image quality. The large variation in shapes makes 
it difficult to determine the number of features that are 
convenient prior to model building. The performance of a 
character recognition system depends heavily on what 
features are being used [10].  Hence, the feature extraction 

method is the important task. The task begins with the 
preparation of database. This handwritten database is 
developed with the help of students, person and housewives 
of different educational background and of different mother 
tongues. In offline handwritten numeral recognition, the 
handwritten document has to be scan and store as image for 
processing. The datasheet paper is scanned and after the 
preprocessing [11] the scanned images are stored in 
database. Every vowel is converted into image form. The 
sample database of 13 vowels is shown in figure 1. 

 
Fig.1: Sample database of Devanagari Vowels. 

 
For this research work histogram oriented gradient features 
are extracted. The extracted features are selected for the 
classification. HOG features describe the shape of the image 
by the distribution of intensity gradients or edge directions.   
A HOG feature vector represents local shape of an object 
[12, 13]. HOG features are relatively invariant to local 
geometric and photometric transformations. 
 
IV. CLASSIFICATION 
 
Support vector machine is a supervised classification; 
basically it is a statistical classification. It is well known as 
binary classifier [14]; it can be adopted for multiple class 
tasks. The support vectors machine is effective on high 
dimensional data as it supports vectors lie closest to the 
decision boundary. SVM with a small number of support 
vectors can have good generalization, even when the 
dimensionality of the data is high [15]. SVM is also 
applicable to high dimensional space under small training 
sample conditions. SVMs have been successfully applied to 
a number of applications ranging from face detection, 
verification, and recognition. Multilayer perceptron (MLPs) 
are layered feed forward networks typically trained with 

static back propagation. MLP has been chosen because of its 
well-known learning and generalization abilities, which is 
necessary for dealing with imprecision in input patterns 
[16]. Architecturally, an MLP is a feed-forward layered 
network of artificial neurons. Each artificial neuron in the 
MLP computes a TanhAxon and Sigmoid function of the 
weighted sum of all its inputs. An MLP consists of one input 
layer, one output layer and one hidden or every neuron in a 
layer of the MLP is connected to all inputs of each neuron in 
the immediate next layer of the same. These networks have 
found their way into countless applications requiring static 
pattern classification. Principal component analysis 
networks (PCAs) combine unsupervised and supervised 
learning in the same topology. Principal component analysis 
is an unsupervised linear procedure that finds a set of 
uncorrelated features, principal components, from the input. 
Generalized feed forward (GFF) networks are a 
generalization of the MLP such that connections can jump 
over one or more layers. In theory, a MLP can solve any 
problem that a generalized feed forward network can solve. 
In practice, however, generalized feed forward networks 
often solve the problem much more efficiently.  

 
 
V. RESULT AND DISCUSSION 
 
All the text images are labeled for feature extraction and classification. The table 1 shows the name of images used for this work. 

 
Table 1: Labeled database of Devanagari Vowels. 

 
From the data set, 60% data is reserved for training, 15% for cross validation and 25% for testing. The obtained results of 
classification of 13 vowels using SVM classifier are shown in following table 2. 
  Classifiers 

  MLP PCA GFF SVM 
Vowel Test CV Training Test CV Training Test CV Training Test CV Training 

(e) 50.00 77.78 100.00 62.50 77.78 92.31 50.00 77.78 100.00 62.50 88.89 100.00 
(ae) 62.50 71.43 100.00 50.00 85.71 100.00 75.00 71.43 100.00 87.50 100.0 100.00 

(aee) 100.0 100.0 100.00 87.50 100.0 94.44 100.0 100.0 100.00 100.0 100.0 100.00 
(am) 66.67 100.0 90.91 100.0 100.0 100.00 100.0 100.0 100.00 100.0 100.0 100.00 



P E Ajmire, International Journal of Advanced Research in Computer Science, 8 (7), July-August 2017,1059-1062 

© 2015-19, IJARCS All Rights Reserved       1061 

(ah) 44.44 100.0 94.12 77.78 100.0 88.24 66.67 75.00 100.00 77.78 75.00 100.00 
(aa) 90.00 100.0 100.00 90.00 100.0 100.00 90.00 100.0 100.00 100.0 75.00 100.00 
(o) 80.00 83.33 100.00 60.00 66.67 94.74 80.00 83.33 100.00 80.00 83.33 100.00 
(ee) 45.45 100.0 100.00 54.55 50.00 100.00 72.73 75.00 100.00 63.64 100.0 100.00 
(a) 40.00 0.00 86.36 40.00 33.33 81.82 60.00 66.67 95.45 60.00 66.67 100.00 

(ru) 100.0 100.0 100.00 100.0 100.0 100.00 100.0 100.0 100.00 100.0 100.0 100.00 
(u) 80.00 100.0 100.00 100.0 100.0 100.00 80.00 100.0 100.00 100.0 66.67 100.00 

(uu) 83.33 100.0 100.00 83.33 100.0 95.24 66.67 100.0 100.00 83.33 100.0 100.00 
(oo) 87.50 83.33 100.00 100.0 83.33 93.75 75.00 83.33 100.00 100.00 83.33 100.00 

Avg% 71.53 85.84 97.80 77.36 84.37 95.43 78.16 87.12 99.65 85.74 87.60 100.00 
 

Table 2: Obtained Results for various Classifiers.  
 

From the above obtained result, it is observed that the handwritten Vowel recognition using SVM classifier on training data is 
100%, where as it is 85.74% on testing data and 87.60% on cross validation. The average recognition accuracy of all handwritten 
Devanagari vowels for MLP, PCA, GFF and SVM on Testing, CV and Training data are shown in following figure 2. 

 
Fig 2: Average recognition of all Vowels for various classifier. 
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