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Pedestrian Sensing Using Time-of-Flight Range Camera

Xue Wei, Son Lam Phung, and Abdesselam Bouzerdoum
School of Electrical, Computer and Telecommunication Engineering

University of Wollongong, Australia
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Abstract

This paper presents a new approach to detect pedestri-
ans using a time-of-flight range camera, for applications in
car safety and assistive navigation of the visually impaired.
Using 3-D range images not only enables fast and accurate
object segmentation and but also provides useful informa-
tion such as distances to the pedestrians and their probabil-
ities of collision with the user. In the proposed approach, a
3-D range image is first segmented using a modified local-
variation algorithm. Three state-of-the-art feature extrac-
tors (GIST, SIFT, and HOG) are then used to find shape
features for each segmented object. Finally, the SVM is ap-
plied to classify objects into pedestrian or non-pedestrian.
Evaluated on an image data set acquired using a time-of-
flight camera, the proposed approach achieves a classifica-
tion rate of 95.0%.

1. Introduction
Detecting pedestrians in a given scene has applications in
road safety and autonomous vehicles [8], assistive naviga-
tion for the blind [12], and surveillance [2]. Papageorgiou
and Poggio at MIT presented a vision system that is used in
Daimler-Chrysler Urban Traffic Assistant to detect pedes-
trians [15]. Haritaoglu and Flickner at IBM developed an
intelligent billboard that counts the number of people in
front of it [9]. Collins et al. at CMU created a multi-camera
surveillance system that detects and tracks people over a
wide area [2].
Existing approaches to pedestrian detection rely mostly

on two-dimensional (2-D) cameras [5, 20]. Their major
limitation is that other positioning or distance sensors are
required to determine the three-dimensional (3-D) position
of the target. In this paper, we propose a novel pedestrian
detection approach that uses a 3-D range camera. This ap-
proach not only enables fast and accurate object segmenta-
tion, but also provides an estimation of distances and speeds
of the pedestrians and their probabilities of collision with
the user.

The paper is organized as follows: Section 2 reviews sys-
tems for 3-D image acquisition and algorithms for process-
ing range images. Section 3 presents the proposed pedes-
trian sensing system, including range image segmentation,
feature extraction, and pedestrian versus non-pedestrian
classification. Section 4 analyzes the performance of the
proposed method and Section 5 gives the concluding re-
marks.

2. Related work
In this section, we review the major aspects in processing
range images: 3-D image acquisition, image segmentation
and classification.

2.1. 3-D image acquisition
Three-dimensional information of an object can be acquired
using passive or active approaches. The passive approach
(stereo camera) uses two simultaneous cameras to capture
the existing light in the environment. The active approach
illuminates the object with light and analyses the reflected
signal. Major types of active 3-D sensors are triangulation-
based laser cameras, fringe projection-based cameras, and
time-of-flight cameras.

• Triangulation-based laser cameras use reflected laser
light and a color sensor to compute the distance be-
tween a projected laser point and the collection lens.
Their depth of field (DOF) is between 25mm to
200mm, which is not suitable for pedestrian detection.

• Fringe-based projection cameras are high-density de-
vices for 3-D surface measurement. They use a projec-
tor to illuminate the target with fringe patterns, which
are then captured with one or more color cameras, lo-
cated at fixed viewpoints. The target object needs to be
located near the system, as the DOF is only between
50mm and 400mm [17].

• Time-of-flight (TOF) cameras generate distance im-
ages, where the value of each pixel is its distance to
the camera. The distance is measured according to
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the time taken for light to travel from the illumination
source to the object and back to the receiver. The cam-
era consists of a LED or laser diode source to lighten
the scene, an optical filter to gather the reflected light,
an image sensor to generate the pixel distance, and
driver electronics to control the system. The DOF
ranges from 5m to as high as 1000m.

Compared with other sensors, the TOF 3-D cameras have
the advantages in a large depth-of-view and a high acquisi-
tion speed [17]. Furthermore, recent 3-D cameras can oper-
ate in both indoor and outdoor environments by using back-
ground light suppression. In this research, we use a 3-D
TOF camera called MESA SwissRanger.

2.2. Range image segmentation and classification

Numerous approaches have been proposed for color image
segmentation. For range images, there are fewer methods,
and they focus mainly on finding planar surfaces or regular
curved surfaces. The principle of these methods is to divide
the image into closed regions with similar surface functions.
Note that the major challenges in processing range images
are that they typically have low resolutions and contain high
noise.
Chandrasekaran et al. [1] introduced a dynamic neural

network to segment range images. Their method identifies
the crease edge pixels, but it focuses on segmenting only
eight basic surface types. Xiao and Han [21] considered
image segmentation as a combinatorial optimization prob-
lem and developed an image segmentation method based on
Markov random field. This method represents image pix-
els in each region by a fixed polynomial function. For seg-
menting a complex scene, Feng et al. [7] presented a jump-
diffusion method where objects are not limited to polyhe-
dral shapes.
Algorithms have also been proposed to classify objects

in 3-D range images. For example, for Smart Airbag sys-
tems, Devarakota et al. [4] used 3-D images to classify vehi-
cle occupants as adults or children, leaning forward or back-
ward. The classification is evaluated on several classifiers,
including linear-regression, Bayes quadratic, Gaussian mix-
ture, and polynomial classifiers. A pedestrian recognition
system based on depth and intensity images was proposed
by Rapus et al. [18]. Combining the features of depth and
intensity, the pedestrian recognition with low camera reso-
lution is advisable.

3. Proposed approach

The proposed approach for detecting pedestrians in a scene
consists of three main stages: range image segmentation,
feature extraction, and pedestrian versus non-pedestrian
classification (see Fig. 1).

3.1. 3-D segmentation

We propose an image segmentation approach based on lo-
cal variation (LV). This concept was originally proposed
by Felzenszwalb and Huttenlocher for processing color or
gray-scale images [6]. The local variation is a graph-based
segmentation method. It merges two components C1 and
C2 if the external variation Ext(C1, C2) is small relative to
both internal variations:

Ext(C1, C2) ≤ min[Int(C1) + τ(C1),

Int(C2) + τ(C2)].
(1)

Here, Int(C1) and Int(C2) denote the internal variation
of component C1 and C2, respectively. The term τ is a
function of the component size, τ(C) = k/|C|, where k is
a constant.
Consider an image with an undirected graph H =

(V,E), where each pixel has a corresponding vertex vi ∈ V
and edge ei ∈ E. The local variation algorithm finds a seg-
mentation, described by an edge set F , using the steps as
follows [6].

1. Sort E in the image according to a non-decreasing
edge weight. Let π be the sorted set, π =
{e1, e2, ..., ek}. The edge weight is difference between
two pixels.

2. Start with F0 = {∅}.

3. Repeat Step 4 for each edge eq where q = 1, 2, ..., k.

4. Construct Fq from Fq−1. Suppose that edge eq con-
nects vertex vi and vj . If there is no path from vi to vj
in Fq−1 and edge weight of eq is small compared to the
internal variation of the components containing vi and
vj , then Fq = {Fq−1, eq}. Otherwise, Fq = Fq−1.

The local variation algorithm has two main problems
when applied to range images. Variations between regions
are distance. First, it defines the external variation as the
smallest difference between two components, and there-
fore is easily affected by noise. In outdoor range images,
noise is a significant factor because of saturated background
lighting. Second, an object in a range image may be over-
segmented into two or more regions if it is partially oc-
cluded by another object.
To address the first problem, we apply a 3 × 3 median

filter on the range image to remove noise and stabilise the
distance values filtered image. Other filter sizes such as 5×5
or 7 × 7 also work. In addition, the confidence map gener-
ated by the 3-D camera is threshold to discard pixels with
unreliable distance values. The confidence map has integer
grades between 0 and 7, where 0 is for the most unreliable
measure and 7 if for the most reliable measure.
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Figure 1. Block diagram of the proposed pedestrian sensing approach from range images.

To address the second problem, we propose grouping
the over-segmented regions by finding regions with sim-
ilar normal vectors and distance values. For each seg-
mented region, all 3-D pixels in the region are identified
{p1,p2, ...,pN}, where pi = (xi, yi, zi). The Delaunay
triangulation algorithm is then applied to group the pix-
els into triangular surfaces (or meshes) [16]. For each
surface k, where k = 1, 2, ...,K, the planar equation
ak x+ bk y+ ck z + dk = 0 is found and its normal vector
nk = (ak, bk, ck) is calculated. The average normal vector
for the region is defined as

na =
1

K

K∑

k=1

nk. (2)

The average distance for the region is also calculated as

da =
1

N

N∑

i=1

di, (3)

where di is the distance or depth of pixel i.
Two regions u and v are merged if they have similar av-

erage normal vectors and similar average distances:

|na,u − na,v| ≤ τn AND |da,u − da,v| ≤ τd, (4)

where τn and τd are two thresholds.

3.2. Feature extractors
Many feature extraction methods have been proposed for
general color or gray-scale images. In this paper, we inves-
tigate the suitability of three state-of-the-art feature extrac-
tors for classification of pedestrian versus non-pedestrian
in 3-D range images. They are: the scale invariant fea-
ture transform (SIFT), the histogram of oriented gradient
(HOG), and the holistic shape feature based on the spatial
envelope (commonly known as GIST).

• Scale invariance feature transform (SIFT): The SIFT,
proposed by Lowe [11], extracts image features that
are invariant to image scale, rotation, changing illu-
mination, and 3-D projection. It involves four main
steps. First, the difference-of-Gaussian filter is applied
to identify interest points that are invariant to scale
and orientation. Second, the key points with high sta-
bility are selected from the outputs of the first step.
Third, one or more orientations are assigned to each

key point. Fourth, the local shape distortion and illu-
mination changes are removed from the selected key
points. For clear images, the SIFT algorithm performs
well, but for blurred image, extraction of edge features
is less effective.

• Histogram of oriented gradient (HOG): The HOG al-
gorithm was originally developed for human detection
in gray-scale images [3]. Its basic idea is that object
shape and appearance can be characterized by the lo-
cal distribution of intensity gradients or edge direc-
tions. The HOG algorithm extracts features by com-
puting normalized local histograms of image gradients
in a dense grid. An input image is first normalized by
power-law equalization. Then, the image gradient is
computed. Next, histograms for multiple orientations
are computed for each cell. The cell can be rectangu-
lar or radial, and each pixel in the cell contributes a
weighted score to a histogram. Finally, the cell his-
tograms are normalized and grouped in blocks to form
HOG descriptor. HOG descriptors have been applied
also for detection of cars, buses, and bicycles in gray-
scale images.

• Holistic shape feature based on the spatial envelope
(GIST): The GIST, proposed by Oliva and Torralba
[14], is a low-dimensional, holistic descriptor of the
scene. First, for pre-processing an input image is nor-
malized to reduce noise. Next, a set of Gabor filters are
applied to find spectral and coarsely localized infor-
mation. Finally, GIST features are extracted in several
blocks. GIST descriptors are effective at processing
blur images.

3.3. Feature classification

For each segmented region, the extracted features need to
be classified as pedestrian or non-pedestrian. Numerous
classifiers exist, and the support vector machine (SVM) is
chosen to use in the proposed system. SVM is a widely
used classifer in learning and pattern recognition. It was
first proposed by Vapnik in 1995 based on the theories of
Vapnik Chervonenks dimension and the stuctural risk min-
imization (SRM) [19]. SVM has several advantages: (i) it
maximizes the margins between the two classes and hence
improve the generalisation error; (ii) it works well when
the number of training samples is limited; (iii) it can pro-
duce non-linear decision surfaces by projecting samples to
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a high-dimensional space; this is known as the kernel ap-
proach.
Several kernels can be used with the SVM classifiers,

for example linear, polynomial, and radial basis function
(RBF). In this paper, we use the RBF kernel, which is de-
fined as

K(xi, xj) = e−γ||xi−xj ||
2

, (5)

where γ is a positive scalar. The RBF kernel has been
demonstrated to work well in numerous practical applica-
tions. This non-linear kernel also has fewer parameters
compared to the polynomial kernel.
The SVM classifier is trained to differentiate pedestrian

and non-pedestrian patterns. For road safety and assitive
navigation of the blind applications, our approach can be
extended to recognize other traffic objects such as cars and
bikes.

4. Experiments and results
In this section, we analyze the performance of the proposed
system for pedestrian detection on a set of 3-D range im-
ages.

4.1. Experiment data

The data set was acquired using a TOF camera produced by
MESA Imaging, model SwissRanger 4000 [13]. The frame
rate is 30 frames per second, the frame size is 144 × 176
pixel, and the pixel value is 16 bits. The data set was taken
in indoor and outdoor environments, at different days, light-
ing conditions, and scenes. Example images are shown in
Fig. 2. For each pixel, the camera produces five outputs: x,
y, and z coordinates; amplitude; and the confidence score.
The confidence score indicates the probability that the dis-
tance measurement is accurate. The radial distance for the
pixel is calculated as

d(i, j) =
√

x(i, j)2 + y(i, j)2 + z(i, j)2, (6)

where x(i, j), y(i, j), and z(i, j) are the x, y, and z Carte-
sian coordinates, respectively.

4.2. Results of range image segmentation

The proposed algorithm for range image segmentation was
evaluated using a framework developed by Hoover et al.
[10]. We prepared the ground truth by manually segment-
ing the test images. In the evaluation framework, an output
region is considered correctly-segmented with a tolerance
rate τ if the ratio u/max(g, o) is greater than or equal to τ .
Here, u is the area of the overlap between the ground-truth
region g and the output region o.
The segmentation rate of an algorithm is defined as

E = C/T, (7)

Table 1. Segmentation rates of the LV algorithm and the proposed
algorithm for tolerance rate τ = 0.5.
Test Image LV Algorithm (%) Proposed Algorithm (%)
image 01 80.0 89.8
image 02 88.0 88.0
image 03 91.0 93.5
image 04 81.8 95.2
image 05 82.0 82.8
image 06 75.2 86.4
image 07 82.4 88.0
image 08 86.0 90.3
image 09 86.5 86.6
image 10 88.7 88.0
Average rate 84.2 88.9

where C is the number of correctly-segmented regions
and T is the total number of segmented regions produced
by a segmentation algorithm. Note that an output region
is considered under-segmented if it consists of multiple
ground truth regions. An output region is considered over-
segmented if it is smaller than the corresponding ground
truth region.
The segmentation rates were computed using 10 test im-

ages, for the local variation algorithm and the proposed al-
gorithm (see Table 1). The proposed algorithm has a seg-
mentation rate of 88.9%, whereas the local variation has a
segmentation rate of 84.2%.
The segmentation ouputs of the LV and proposed algo-

rithms on a test image are shown in Fig. 3. The differences
are clearer when viewed from the online color images.

• With the LV algorithm (Fig. 3b), the pedestrian object
is over-segmented into several regions, such as legs.
The same background objects such as the road surface
are also partitioned into several regions.

• With the proposed algorithm, segmentation noise is
significantly reduced. However, some background re-
gions are still over-segmented (Fig. 3c). After the pro-
posed region merging step, over segmentation is re-
duced (Fig. 3d). This leads to improved performance
in the classification stage.

4.3. Comparison of feature extractors

For each segmented region, different feature extractors are
applied. The feature extractors are GIST, SIFT and HOG.
A GIST feature vector has 512 elements, where SIFT and
HOG feature vectors each has 1000 elements. Each feature
vector is processed by a trained SVM classifier. The experi-
ment was performed on a set of 400 pedestrian patterns and
400 non-pedestrian patterns were used in the experiment.
We used 60% of the data for training and 40% for test.

46



(a) indoor images (b) outdoor images

Figure 2. Samples from the data set of 3-D range images.

(a) (b) (c) (d)

Figure 3. Visual result of segmentation: (a) Input range image, (b) Output of the LV algorithm, (c) Output of the proposed algorithm before
region merging, (d) Output of the proposed algorithm after region merging. See online color figure.

The classification rates of the three feature extractors are
shown in Table 2.

• The SIFT method has the lowest classification rate
among the three methods. The SIFT is suitable for rec-
ognizing objects based on texture. However, in range
images object texture is not so visible unless there is a
significant change in distance.

• The GIST method has the highest classification rate
of 95.0%. A possible reason is that the GIST method
extracts global shape information and ignores details
in the inner regions of the object. For range images,
shape and contour features are the most dominant.

• The HOG method has a good classification rate
(93.8%), but not as high as that of the GIST method.
Combining GIST and HOG features may improve
classification accuracy.

Figure 4 shows example ouputs of the proposed system
for pedestrian sensing, using the GIST and HOG features.
GIST method has fewer false detects compared to the HOG
method. Our approach presented here can be extended to
detect other traffic obstacles such as cars and bikes.

Method Classification Rate (%)
GIST 95.0
HOG 93.8
SIFT 88.8

Table 2. Performance on pedestrian versus non-pedestrian classi-
fication of three feature extraction methods.

5. Conclusion

In this paper, we have presented a new approach for de-
tecting pedestrians from time-of-flight range images. Using
range images leads to more efficient segmentation of ob-
jects and provides distance and collision probability that are
useful for assistive navigation. However, recognizing ob-
jects in range images poses significant challenges because
range cameras typically have lower resolutions and higher
noise, compared to color cameras. We proposed an im-
age segmentation method that reduces over segmentation
by processing surface normal vectors and distance data. In
this paper, we have also analyzed three state-of-the-art fea-
ture extractors: HOG, SIFT and GIST. The GIST feature is
found to be more effective in classifying pedestrian versus
non-pedestrian in range images.
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(a) using GIST features (b) using HOG features

Figure 4. Visual result of pedestrian detection from 3-D range images.
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