Parallel High-Dimensional Integration:
Quasi-Monte Carlo versus Adaptive Cubature

Rules

Rudolf Schiirer

Department of Scientific Computing, University of Salzburg, AUSTRIA

Abstract. Parallel algorithms for the approximation of a multi-dimen-
sional integral over an hyper-rectangular region are discussed. Algo-
rithms based on quasi-Monte Carlo techniques are compared with adap-
tive algorithms, and scalable parallel versions of both algorithms are pre-
sented. Special care has been taken to point out the role of the cubature
formulas the adaptive algorithms are based on, and different cubature
formulas and their impact on the performance of the algorithm are eval-
uated. Tests are performed for the sequential and parallel algorithms
using Genz’s test function package.

1 Introduction

We consider the problem of estimating an approximation Q f for the multi-variate
integral

If = /C () da

for a given function f:Cs — IR, where Cs denotes an s-dimensional hyper-
rectangular region [ry,t1] X -+ X [rs,ts] C IR®. Common methods to tackle this
problem on (parallel) computer systems are presented in [1[2].

Numerical integration in high dimensions is usually considered a domain
of Monte Carlo and quasi-Monte Carlo techniques. This paper will show that
adaptive algorithms can be preferable for dimensions as high as s = 40.

2 Algorithms

2.1 Quasi-Monte Carlo Integration

Quasi-Monte Carlo methods are the standard technique for high-dimensional
numerical integration and have been successfully applied to integration problems
in dimensions beyond s = 300.

In this implementation a quasi-Monte Carlo algorithm based on Sobol’s (¢, s)-
sequence [34] is used. The sequence used in particular is an (s — 1)-dimensional
sequence using Gray code order to speed up generation as described in [5]. The
first point of the sequence (the corner (0, ... ,0) of the unit cube) is skipped and
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a (t,m,s)-net of dimension s is constructed by adding an additional equidis-
tributed coordinate as described in [3].

This algorithm can be parallelized easily: The net is split into equal sized
blocks, with each processing node taking care of one of them. This can be im-
plemented efficiently, because Sobol’s sequence allows fast jumping to arbitrary
positions. The only communication required is the final gathering of the esti-
mates calculated by each node.

2.2 Adaptive Algorithm

The key concept of adaptive integration is to apply a basic cubature rule succes-
sively to smaller subregions of the original integration domain. The selection of
these subregions adapts to “difficult” areas in the integration domain by refining
subregions with large estimated errors.

The basic sequential algorithm can be outlined as follows:

1. The basic rule is applied to the whole integration domain to estimate the
integral and the error of this approximation.

2. The region is stored in the region collection.

. The region with the largest estimated error is taken from the region collec-

tion.

. This region is split into two subregions.

. Estimations for result and error for the new subregions are calculated.

. Both regions are stored in the region collection.

. If not done, goto step 3

w

~N O Ut

The loop can be terminated either when a certain absolute or relative error is
reached or when the number of integrand evaluations exceeds an upper bound.

Parallelization. The most straight-forward parallelization of this algorithm
uses a dedicated manager node maintaining the region collection and serving all
other nodes with regions for refinement (see e.g. [0l7]). However, as was shown
in [8], this approach scales badly even for moderate numbers of processing nodes.

To improve scalability, all global communication has to be removed. This
implies that there can not be a dedicated manager node. To balance workload,
some communication between processing nodes is required. However, communi-
cation has to be restricted to a small number of nodes in the neighborhood of
each processing node.

The basic idea of this algorithm is that each node executes the sequential
algorithm on a subset of subregions of the initial integration domain. It uses
its own (local) region collection to split regions into subregions and to adapt to
difficulties found there. The union of all subregions maintained by all processing
nodes is always equal to the whole integration domain. So the final result can
be obtained easily by summing up the results from all processing nodes.

If this algorithm is used without further load balancing, eventually most of
the processing nodes will work on irrelevant refinements on regions with low
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(global) estimated errors, while only a few nodes tackle “bad” regions. To avoid
this problem, regions with large estimated errors have to be redistributed evenly
among processing nodes.

To accomplish this, the nodes are arranged in a G-dimensional periodical
mesh. If the number k of processing nodes is a power of 2, a hypercube with
dimension G = log, k provides the optimal topology.

After a certain number of refinement steps is performed, each node contacts
its direct neighbor in the first of G possible directions and exchanges information
about the total estimated error in its local region collection. The node with the
larger error sends its worst regions to the other node to balance the total error in
both region collections. When redistribution takes place again, it is performed
for the next direction. After G redistribution steps, each node has exchanged
regions with all its direct neighbors, and a bad region that was sent during the
first redistribution step may have propagated to any other node in the mesh
by this time. This ensures that bad regions are distributed evenly among all
processing nodes.

The basic idea of this algorithm was first published in [9] and was further
developed in [T0[IT12].

3 Cubature Rules

Adaptive algorithms are based on cubature rules with error estimation, which
are defined by two terms

n® n®
Q(l)f — sz(l)f<mz(_1)) and Q(Q)f — Zwlgz)f(wl(_z)) ’
i=1 i=1

with Qf := Q) f being an approximation for If, and Ef := |Q) f — Q) f|
being an estimated error bound for the integration error |[If — Qf|.

Usually interpolatory rules are used, which means that Qp is exact for all
(multivariate) polynomials p up to a certain degree d, i.e. Ip = Qp for all p € IP].
Q® is usually a cubature rule with a degree less than the degree of Q) and
requiring significantly less integrand evaluations, i.e. n(?) < n(). In some cases,
the abscissas of Q) are even a subset of the abscissas of Q). For these embedded
rules no extra integrand evaluations are required to estimate the integration
error.

Most empirical evaluations of adaptive integration routines focus on the com-
parison of different adaptive algorithms, but little is known about how the un-
derlying cubature rules affect the performance of the algorithm. After an initial
evaluation of 9 basic cubature rules, the adaptive algorithm described in the
previous section was evaluated based on four different cubature rules with error
estimation, leading to significantly different results.
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3.1 Evaluated Rules

Table [1] lists the basic cubature rules used, together with their degree, their
number of abscissas, their sum of the absolute weights > | |w;|, which serves
as a quality parameter and should be as low as possible, and a reference to the
literature.

Table 1. Basic cubature rules

l Name [Degree] n | > |wi| [Reference]
Octahedron 3 |O(s) 1 [13]
Hammer & Stroud| 5 [O(s%)]0.625% + O(s) 14
Stroud 5 0(sH)] 1.457 + O(s) 15
Phillips 7 10(s%)]0.235° + O(s?)|  [16]
Stenger 9 |O(sh)] 1.27+0(s%) | 78]
7o)

Genz & Malik 0.041s* + O(s)| [19]

Table [2] lists the four cubature formula pairs that were actually used by the
integration algorithm. Formula 7-5-5 is a special case, because it uses 2 additional
basic rules Q® and Q2 for error estimation: Ef is calculated by the formula

Bf = max {|QUf - Q7| [QVs - Q®r|} .

As we will see, this construction leads to superior results for discontinuous func-
tions, which comes at little additional cost in high dimensions, because there the
total number of abscissas is dominated by the nodes of Q).

Table 2. Cubature rules with error estimation

[Name] Qm ‘ Q@
5-3 |Hammer & Stroud Octahedron

7-5-5 Phillips Hammer & Stroud, Stroud
9-7 Stenger Phillips
7-5 Genz & Malik

Genz & Malik does already contain an embedded fifth degree rule for error
estimation, so no additional basic rule is required for 7-5. This formula has
often been used throughout the literature, primarily due to its small number of
abscissas for s < 10 and its exceptionally low value for Y " | |w;|. For higher
dimensions, however, the number of nodes increases exponentially, resulting in
a strong performance degradation.
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4 Testing
Numerical tests have been performed using the test function package proposed by

Genz [20]. This package defines six function families, each of them characterized
by some peculiarity. Table[3| gives an overview of these functions.

Table 3. Genz’s test integrand families

Integrand Family la|l, Attribute
° 110
fi(x) := cos (27Tu1 + aiwi) —— Oscillatory
(@) ; 7=
z 1 600
x) = —_— —— Product Peak
f2( ) 21:[1 a;z + (111 _ Ui)2 52
s —(s+1)
600
fa(x) = (1 + Zl aixi) =) Corner Peak
~ 5 2 100 _
= — " (T — uy — G
fa(z) exp( ;al (xi —ui) ) 5 aussian
f5(x) = exp(f E_:l ai |z — ul|) % Co Function
0 1 > u1 VT2 > ug
fola) = S 1 Disconts
6(x) = exp (Z aixi) otherwise ~z Discontinuous
i=1

For each family, n = 20 instances are created by choosing unaffective and
affective parameters u; and a; pseudo-randomly from [%, 1-— %] Afterwards
the vector of affective parameters @ = (ay, ... ,a,) is scaled so that ||a||, meets
the requested difficulty as specified in Table Bl.

For each instance k (1 < k < n = 20) of an integrand family, the error ey
relative to the average magnitude of the integral of the current function family
is calculated by the formula

e — Qfil
k

= fork=1,...,n .

& i ILfil
For easier interpretation of e, the number of correct digits di in the result is
obtained by the formula

di = —logg ek fork=1,...,n .

Based on these values derived for each test integrand instance, statistical meth-
ods are used to evaluate the integrand family. The following charts show mean
values with error bars based on standard deviation.
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5 Results

All algorithms are implemented in a C++ program using MPI for inter-process
communication. Standard double precision floating point numbers are used for all
numerical calculations, forcing an upper bound of about 15 decimal digits on the
accuracy of all algorithms. Tests are performed on an SGI Power Challenge GR
located at the RIST++ (University of Salzburg), based on 20 R10000 MIPS
processors.

We have chosen 20 test functions from each family in dimension 5, 7, 10, 15,
20, 25, 30, and 40. This set of functions is used to test all parallel algorithms,
running on 2, 4, 8, and 16 processors. All calculations are also performed by
the sequential algorithms to measure speed-up and evaluate the accuracy of the
parallel algorithms. The number of allowed integrand evaluations is raised by a
factor of 2 up to a maximal number of 22° evaluations.

5.1 Which Algorithm Performs Best?

If quasi-Monte Carlo or an adaptive algorithm performs best, depends highly
on the integrand and its dimension. While quasi-Monte Carlo degrades little for
high dimensions and non-smooth integrands, the domain of adaptive algorithms
is clearly that of smooth integrands in low dimensions. Which cubature rule
leads to the best results is also dependent on the integrand and the dimension:
While 9-7 works great for smooth integrands, 7-5-5 is better for discontinuous
functions, while 7-5 is especially powerful in low dimensions.

Figure [[Jshows which algorithm performs best for a given integrand family in
a given dimension. If two algorithms are reported as “best” for a given problem,
the one in the major part of the field achieved the best performance, but the
one in the lower right corner is expected to beat the first one eventually, if the
number of allowed integrand evaluations is increased beyond 2%°.

Best Accuracy / Integrand Evaluation Best Accuracy / Processing Time

5 7 10 15 20 25 30 40 Dimension 5 7 10 15 20 25 30 40

Oscillatory
Product Peak
Corner Peak
Gaussian
€,-Function
Discontinuous
[Je7 [75 @755 M 53 Quasi-Monte Carlo

Fig. 1. Best algorithm depending on integrand family and dimension
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The left chart shows which algorithm achieves the highest accuracy per inte-
grand evaluation, while the right chart measures accuracy depending on execu-
tion time. So the right chart is most appropriate for integrands that are fast to
evaluate (like the test integrands used here), while the left chart should be used
for integrands that require expensive calculations. In this case the time required
for integrand evaluations will dominate the total calculation time, making it
most important to achieve optimal accuracy with a minimum number of inte-
grand evaluations. The difference between these two charts is due to the different
speed of the abscissa set generation for quasi-Monte Carlo and cubature rules:
The time for generating a single point increases linearly with the dimension for
the quasi Monte-Carlo algorithm, while the adaptive algorithm actually speeds
up for increasing dimensions due to smaller region collections.

Both charts show the results for parallel algorithms running on 16 processing
nodes. However, for a different number of processors, or even for the sequential
algorithm, the charts are almost identical. This proves that both parallel algo-
rithms scale equally well to at least 16 processing nodes. It follows that choosing
the best algorithm does not depend on the number of processing nodes avail-
able, but only on the dimensionality of the problem and the properties of the
integrand function.

5.2 Details and Discussion

This section will show in more detail how the results in Figure [I] have been
obtained. For each function family and dimension, two charts have been created:
The first one showing the number of correct digits depending on the number of
integrand evaluation, the other one depending on execution time. Due to the
huge amount of data, only a few examples can be discussed here.

The left chart in Figure 2lshows the results for Genz function f; (Oscillatory)
for s = 40. This integrand is very smooth, so the adaptive algorithm performs
better than quasi-Monte Carlo even for a dimension as high as s = 40. Only
two adaptive algorithms can be seen in this chart, because the cubature rules
9-7 and 7-5 require too many points to be evaluated even a single time. 5-3 and
7-5-5, however, proof to be optimal even for high dimensions if the integrand is
smooth enough.

The cubature rule showing the best performance depends on the dimension:
Due to the smoothness of f1, 9-7 performs better than 7-5 for s up to 10. For
s > 20, 7-5-5 performs best and is overtaken by 5-3 for s = 40, because of the
significantly smaller number of integrand evaluation this rule requires in this
dimension.

For Genz function f4 (Gaussian), the adaptive algorithm with the cubature
rule 7-5-5 shows the best performance for dimensions up to s = 10. For dimen-
sions s = 15 and up, however, all cubature rules are inferior to the quasi-Monte
Carlo algorithm. The right chart in Figure [2 contains the result for s = 15,
showing quasi-Monte Carlo integration superior to all four cubature rule based
algorithms.
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Oscillatory, s=40, #PN=16
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Gaussian, s=15, #PN=16

as T T T T
18 583 +—=— —
Sobol —a—

12 B
11+ B
2 2
k=) L 4 ©°
g1 8
S 8r 13
= =
ran 4
6 4

5 1 4

4 I I I

Fig. 2. Results for f1
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# Integrand Evaluations
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10000

Oscillatory (left) and for fa

100000 1e+06
# Integrand Evaluations

1e+07

Gaussian (right)

The left chart in Figure Blshows Genz function f5 (Co-Function) for s = 5.

For this type of integrand, with f not differentiable on s hyperplanes, the quasi-
Monte Carlo algorithm is optimal for all dimensions. For s = 5, it seems possible
that 7-5-5 may converge faster if the number of abscissas increases beyond 22°.
For higher dimensions, however, the adaptive algorithms are completely outper-
formed.

Co, 5=5, #PN=16

Discontinuous, s=15, #PN=16

# Correct Digits

# Correct Digits

Fig. 3. Results for f5

10000

I I I
100000 1e+06 1e+07

# Integrand Evaluations

10000

Co-Function (left) and for fs

I I
100000 1e+06 1e+07

# Integrand Evaluations

Discontinuous (right)

The right chart in Figure [3] shows the results for Genz function fg (Dis-
continuous) for s = 15. It would be reasonable to assume that the adaptive
algorithms perform even worse here than for f5. However, this is not the case.
The solution to this paradox is that f5 is discontinuous only on two hyperplanes
(1 = w1 V 23 = uz), while f5 in not differentiable on s hyperplanes. Especially
the adaptive algorithm 7-5-5 with its additional basic rule for error detection can
cope with this situation, is able to refine on the regions with discontinuity and
can beat the quasi-Monte Carlo algorithm even in dimensions as high as s = 25.
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6 Conclusion

Algorithms based on quasi-Monte Carlo techniques as well as adaptive algo-
rithms are suitable approaches for numerical integration up to at least s = 40
dimensions. Both algorithms can be implemented efficiently on parallel systems
and provide good speedups up to at least 16 processing nodes.

If quasi-Monte Carlo or adaptive algorithms perform better depends on the
dimension s of the integration problem, but also on the smoothness of the inte-
grand. For smooth integrands, adaptive algorithms may outperform quasi-Monte
Carlo techniques in dimensions as high as s = 40. For discontinuous or Cp-
functions, on the other hand, quasi-Monte Carlo may be superior for dimensions
as low as s = 5.

The performance of adaptive algorithms depends highly on the cubature
formula the algorithm is based on. Depending on the dimension and the type of
integrand, different cubature rules should be used.
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